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The aim of this research work can be divided into 2 parts. First is to understand 
the overgrowth process of InAs/GaAs self-assembled quantum dots (QDs) to extend 
the emission wavelength to long wavelength region. Second is to combine strain 
modulation in GaAs cap layer with AsBr3 in situ etching to create the new structures 
such as nanoholes and QD molecules. The properties of the investigated structure 
were measured by ex-situ atomic force microscopy (AFM) and photoluminescence 
(PL). 

The investigated QD array is large, low-density QDs with density of about 3-
6×109 cm-2.  The effects of strain and thickness of an InxGa1-xAs (x=0-0.2) cap layer 
grown at low temperature are systematically studied. The dot height drastically 
reduces and the dot shape transforms into an elongated ridge-valley structure at the 
early stage of GaAs overgrowth, while the dots tend to preserve their shape during 
InGaAs capping. The effects of elastic energy and surface energy included in the 
surface chemical potential can qualitatively explain the observed surface evolution.  
The emission wavelength from the QDs covered with InGaAs layer can be extended 
beyond 1.3 µm. 

The strain modulation in GaAs cap layer was combined with AsBr3 in situ 
etching process to create the nanoholes. The etching process can be divided into 2 
regimes depending on the nominal etching depth and the thickness of the GaAs cap 
layer. In the first regime, nanoholes are formed ascribing to a strain selectivity of the 
etchant.  Further supply of the etching gas causes the hole diameter to increase, while 
the depth stays approximately constant since the etching gas preferentially remove the 
atoms at the hole edge due to the less binding energy. InAs deposited on the filled-
hole layer forms into groups of closely spaced self-assembled InAs QDs—termed 
lateral QD molecules. Deposition of InAs onto the nanoholes causes a preferential 
formation of the InAs QD molecules around the holes. The number of QDs per QD 
molecule ranges from 2 to 6, depending on the InAs growth conditions. By decreasing 
the substrate temperature, the number of QDs per QD molecule increases, but the 
statistical distribution is wider due to a reduced In atom diffusion length. From 
experimental results, we propose the simple model for QDs molecule formation. 
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CHAPTER 1 

 

Introduction 
 

 

During the last few years, heteroepitaxial growth of highly strained structures 

has been a topic of great fundamental and technological interest as it offers a 

possibility to fabricate nanoscale islands with high crystaline quality.  The change 

from an initially two-dimensional (2D) to three-dimensional (3D) island like nature 

when the amount of deposited material exceed a critical value is referred to Stranski-

Krastanow (SK) growth mode .  For nearly five decades, it was assumed that a 

transition from planar 2D growth to 3D island morphology was accompanied by the 

formation of defects such as dislocations.  However, there was a discovery revealing 

that the 3D islands formed under suitable growth conditions were coherent and 

possessed quantum dot (QD) behaviors (Leonard et al., 1993; Marzin et al., 1994; 

Oshinowo et al., 1994).  Since then, there have been intensive efforts towards the 

understanding of 3D island formation and the utilization of these coherent islands for 

several applications.  The SK growth mode has been observed in a wide range of 

materials systems, including Ge1-xSix/Si (Mo et al., 1990), InxGa1-xAs/GaAs (Moison 

et al., 1994) and others (Carlsson et al., 1995).  For InxGa1-xAs/GaAs, where the 

maximum lattice mismatch is 7%, there are intensive investigations on this material 

system due to the possibility that it might extend the emission wavelength in to 1.3 –

1.55 µm region, which is important for optical communication system.  Several 

research groups succeed in producing InxGa1-xAs/GaAs laser, which exhibited low 

threshold current density (Eliseev et al., 2001, Grundman et al., 2000).  Since the QDs 

used for device applications need to have uniform size distribution, high density, and 

few dislocations, studies on the effects of growth parameters on the island formation 

must be intensively investigated.  

Even though there are many experimental results have been reported in 

literatures about the SK growth in several material systems, there exists of a not-yet-

understood common mechanism governing this growth process.  Several theoretical 

groups keep trying to provide the generic and applicable models, which are 

responsible for the growth mechanism in a wide class of materials (Daruka and Barbá 



 2

si, 1998; Dobbs et al., 1997; Schuckin et al., 1995).  There are 2 main approaches 

which are widely used to explain the mechanisms of QD formation and natural size 

distribution: thermodynamics and kinetics concepts.  However, the thermodynamics 

equilibrium hypothesis allows only the consideration of self-assembled average 

parameters, thus unable to provide the understanding of the kinetic effects which play 

a major role in SK growth mode (Dobbs et al., 1997). Hence, the experimental results 

in this dissertation will be qualitatively described mainly in kinetics approach. 

Generally, the dependence of the QDs structural properties on the growth 

parameters is studied by the investigation of freestanding QDs on substrate surface.  

For the QDs to be used in an optoelectronics device, they must be embedded in a 

confining layer.  Because embedding itself can alter the structure of the QDs, changes 

in the overgrowth parameters can be used to influence the properties of the buried 

layer.  Thus, the understanding of the overgrowth process is also an essential issue to 

determine the properties of the nanostructures and to realize new devices.  There are 

several research groups that report the drastic evolution of QDs shape during the 

overgrowth process (Garcia et al., 1997; Sutter and Lagally, 1998; Joyce et al., 2001).  

Furthermore, the partially capped QDs show different optical and electrical properties 

comparing to the buried QDs (Kamiya et al., 1998; Saito et al., 1998, Lorke et al., 

2000).  However, this issue is still controversial and is of far less interest since this 

process involves complex kinetic aspects, which are rather complicate to treat for 

semiconductor systems.  Hence, one main part of this research is to thoroughly 

investigate and provide a qualitative understanding of the overgrowth process of InAs 

QDs grown on GaAs substrate. 

Not only the self-assembled QDs grown by SK growth mode are widely of 

interest as a potential pathway to tune the properties of material and its simple way of 

fabrication, but also the controllable long range spatial ordering of QDs are required 

thorough investigation for photonics and electronics devices.  It is widely known that 

the surface strain field modulation from the buried islands plays a controlling role for 

the islands nucleation in the next layer as has been observed in the vertical alignment 

characteristic of the closely stack QDs (Ledentsov et al., 1996; Heidemeyer et al., 

2002). However, the lateral spatial ordering is a rather more complicated issue.  The 

closely space of QDs group are ideally suitable for the quantum computing device 

fabrication, for example, the switching of spin-spin interaction of electrons localized 

in two closely spaced QDs was proposed to act as a quantum gate (Burkard et al.; 
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2002).  For an experimental realization, the use of vertically self-aligned InAs QDs 

was suggested.  In such a quantum gate a controlled tuning of the QD potential 

profiles, especially the tunnel barrier, is desirable and could be realized by the 

application of an electric field generated by gate electrodes.  The ultimate goal would 

be to selectively address different parts of the QDs with different gate electrodes to 

have perfect control over the electronic structure of the QD configuration.  However, 

from a technological point of view, the fabrication of gate electrodes in a vertical QD 

arrangement seems rather ambitious, mainly because the electrodes need to be 

attached to the side of an etched mesa that includes the QDs (Austing et al., 1998).  

There are several attempts, which succeed to create the lateral ordering of the self-

assembled QDs by the combination of prepatterning substrate and self-assembled 

growths (Jin et al., 1997; Lee et al., 2000; Schmidt et al., 2002).  Even though there 

are several successes reported, the realization process of lateral ordering of SK QDs is 

still a complicated, contaminated and time-consuming process.  Moreover, the size of 

the prepatterning substrate is also limited by the resolution of the lithographic 

equipment.  Schuler et al. (1998) discovered that the strain modulation from the 

buried InAs QDs perturbed the GaAs etching rate of GaAs cap layer when AsBr3 was 

supplied on to GaAs surface, providing the realization of 10-15 nm holes on GaAs 

cap.  In this work, the holes were intentionally used as a pattern to order lateral 

position of self-assembled QDs.  The combination of etching and growth functions in 

the same molecule beam epitaxy (MBE) system offers considerable advantages for in 

situ processing such as allowing instantaneous switching between atomically precise 

etching and growth process under contamination-free atmosphere.  The hole template 

created by this technique is therefore clean, requires no prepatterning process, and has 

nano-sized resolution (Schuler et al., 1998; Kiravittaya et al. 2002; Kiravittaya et al. 

2003) known as self-assembled nanoholes.  By depositing InAs on to the nanoholes 

template, the group of lateral closely spaced QDs naturally form around the nanohole 

edge.  In the following, these groups of closely spaced QDs will be referred as lateral 

QD molecules, as has been done in the literature (Schedelbeck et al., 1997; Deng and 

Krishnamurthy, 1998; Schmidt et al.; 2002). 

In summary, this research works can be divided into two main parts.  First part 

is dealing with the investigation of the growth and the overgrowth of InAs/GaAs self-

assembled QDs with the qualitative model to capture the mechanism of structural 

evolution during the overgrowth process.  Second part is the fabrication process to 
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create the nanoholes and QDs molecule by the combination of AsBr3 in situ etching 

and strain modulation in GaAs cap layer.  

The dissertation is organized as follows: Chapter 2 gives experimental details 

including fabrication systems, sample details and characterization process.  Chapter 3 

presents the basic concepts of self-assembled QD structure.  The experimental results 

dealing with the structural and optical properties of InAs/GaAs QDs depending on 

growth conditions such as the amount of deposition, growth rate and growth 

temperature are given in chapter 4.  In chapter 5, the overgrowth process of InAs QDs 

with GaAs and InxGa1-xAs are thoroughly investigated.  The chemical potential model 

is applied to qualitatively explain the observed surface evolution during the 

overgrowth process.  The PL investigation of the InAs QDs in different matrixes is 

also presented.  Chapter 6 provides the details of nanohole fabrication process, which 

utilizes the combination of the strain modulation in GaAs cap layer and in situ etching 

process.  Systematic investigation of the nanohole formation is presented in this 

chapter.  Chapter 7 gives the details of the QDs molecule realization by depositing 

InAs onto the nanohole template under different growth conditions.  In this chapter, 

the qualitative model of QD molecules formation is proposed.  Finally, chapter 8 is 

the conclusion of this work. 

 



CHAPTER 2 
 

Experimental Details 
 

This chapter gives the experimental details, which have been done in this 

research work. This chapter is divided into three main parts: fabrication systems, 

sample details, and sample characterizations. 

 

2.1 Fabrication systems 

 

This section provides information about i) molecular beam epitaxy (MBE) 

machine, ii) reflection high energy electron diffraction (RHEED) system, which is 

used for calibrating substrate temperature, growth rate and etching rate, and iii) the 

AsBr3 in situ etching system and its basic mechanism. 

 

2.1.1 Molecular Beam Epitaxy 

 

All experimented samples are grown in a modified RIBER 32P solid source 

MBE machine integrating with an AsBr3 in situ etching gas system.  The MBE system 

consists of 3 chambers: preparation chamber, transfer chamber and growth chamber. 

These 3 chambers are separated by isolation gate valves and the samples are 

transferred from chamber to chamber by magnetic arm.  In preparation and transfer 

chambers, there are heaters used for a heat treatment process (called preheat) of the 

substrate in suitable conditions, which is an important step for MBE growth.  The 

preparation chamber is vacuumed by a cryopump, while the transfer chamber is 

equipped with a cryopump, a turbo-molecular pump, a titanium sublimation pump, 

and an ion pump.  The pressure is measured by ion-gauge.  A propose of preheat 

process is to remove contaminated substance, mainly water (H2O), from the substrate 

surface.  After the preheat process, the sample is transferred to the manipulator in the 

growth chamber via magnetic arm.  A schematic drawing of the modified MBE 

growth chamber is shown in figure 2.1.  The building blocks of this growth chamber 

consists of material source cells, substrate heater, monitoring equipment (for  
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Figure 2.1 Schematic drawing of the III-V MBE growth chamber modified with 

AsBr3 in situ etching gas system. 

 

temperature, pressure, particle and surface analysis),  in situ etching system, and 

vacuum system.  The materials used in this experiment are In, Ga, Al, and As4, which 

are contained in pyrolytic boron nitride (PBN) crucibles, installed in separated 

effusion cells.  The temperatures were measured by W-Re with 5% or 26% Re 

thermocouples and controlled by computer via controller card (EUROTHERMTM).  

The substrate is continuously rotated during the epitaxy to provide uniform flux 

profile on substrate surface.  The beam flux is mechanically controlled by tantalum 

shutter in front of each cell.  There are two ionization gauges in this chamber: one, 

located at equivalent substrate position behind the substrate heater, is for beam flux 

measurement and the other, which is installed in front of the ion pump, is for 

background pressure measurement.  The quadruple mass spectroscopy is used for the 

particles analysis in the growth chamber.  The equipment for RHEED investigation 

consists of a 20-kV electron gun, a fluorescent screen, a CCD camera, and a 

computer. The RHEED diffraction pattern generated by the sample surface is 

displayed on a phosphor screen and captured by CCD camera.  The AsBr3 in situ 
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etching gas system is connected to the growth chamber via a port at the middle of cell 

flange.  The tube is generally vacuumed by a turbo-molecular pump and is heated 

about 80°C to avoid the condensation of etching gas.  The flow rate of the etching gas 

is controlled by a mass flow controller (MFC) (MKS Instrument type 250D).   

 

2.1.2 Reflection high-energy electron diffraction 

 

Reflection high-energy electron diffraction system is important equipment for 

the MBE growth since it provides the information of surface quality and the indirect 

information of substrate temperature related to the surface reconstruction (Alexeev et 

al., 1996; Farrell and Palstrøm, 1990).  Moreover, the RHEED intensity oscillation 

during material deposition reveals the growth rate of the deposited material and the 

change of the RHEED pattern indicate the growth modes during the epitaxy.  The left-

hand side of figure 2.2 illustrates the experiment geometry of RHEED showing the 

electron beam incident on substrate surface with small impinging angle in the range of 

1-2°.  The short de Brogile wavelength of incident high-energy electron allows a 

shallow penetration depth into the substrate, therefore, the diffraction pattern provides 

an information of a few outermost atomic layers of the surface.  We can simply 

describe that the RHEED pattern is the reciprocal lattice representation of the  

 

 
 

Figure 2.2 Schematic diagram of RHEED geometry showing the incident electron 

beam at an angle θ to the surface plane (Herman and Sitter, 1989). The 

right part shows diffraction pattern from the GaAs (001) (2×4) surface, 

in the [1-10] and [110] azimuths. 
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Figure 2.3 Schematic diagram of RHEED pattern transition in [-110] azimuth of 

(001) GaAs substrate during the temperature calibration process.  The 

substrate temperature was decreased and increased with the rate of 

10°C/min, and transition temperatures T1, T2, T3, and T4 were recorded 

and the average temperature of these four temperature was defined as 

500°C  

 

sample surface, which reflects the surface nature in atomic scale (Herman and Sitter, 

1989).  The right-hand side of figure 2.2 shows the streaky RHEED patterns of GaAs 

(001) (2×4) surface under As-rich atmosphere in the [1-10] and [110] azimuth, 

revealing the atomically flat surface. In this experiment, the change of RHEED 

pattern with temperature is used for temperature calibration, and the RHEED intensity 

oscillation is for growth rate calibration, which will be described in the following 

section. 

 

Temperature calibration 

Since the temperature read from thermocouple is not the real temperature of 

substrate surface, a more reliable method is needed to control the growth temperature. 

Temperature causing a surface reconstruction transition is a reliable temperature to be 

used as a reference point for the growth process.  In our experiment, the (001) GaAs 

substrate temperature was decreased at a rate of 10°C/min until RHEED pattern 
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change from (2×4) to c(4×4) as shown in figure 2.3, and then the substrate 

temperature was increased again to record the transition temperature T1, T2, T3, and 

T4.  The average temperature of T1, T2, T3, and T4 is defined as 500°C.  The 

calibration process has been done under As-rich atmosphere of 6-8×10-6 mbar.   

 

Growth rate calibration 

The growth dynamic of MBE growth can be explored by monitoring temporal 

variation in the intensity of RHEED pattern.  The maximum reflectivity of the 

incident beam occurs with the complete or smooth surface while the minimum is due 

to the intermediate stage where the growing layer is the fraction of surface coverage.  

Hence, in a layer-by-layer growth mode, the full coverage and fractional coverage 

occurs in cycles and causes the oscillation of RHEED intensity.  The period of the 

oscillation signal corresponds to the growth of 1 ML. In this experiment, the growth 

rates of GaAs and AlAs are calibrated by this oscillating signal. 

 

 

 

Figure 2.4 The dependence of QD formation time on the growth temperature.  At 

high growth temperature the QDs are hardly formed due to thermal 

desorption of InAs. Inset shows the RHEED patterns at 500°C (a) 

before InAs deposition and (b) after 1.8 ML of InAs deposition in [1-

10] azimuths. 
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For the InAs, which is lattice mismatched with GaAs substrate, we can also 

use RHEED intensity oscillation by adding Ga during InAs deposition and calculate 

back InAs growth rate from InGaAs RHEED intensity oscillation.  In this work, we 

use QD formation time for the InAs growth rate calibration.  The RHEED pattern 

transition from streaky to spotty pattern as depicted in the inset of figure 2.4 during 

the growth of InAs from 2D to 3D was defined as 1.8 ML InAs deposition.  The 

growth rate can be calibrated by recording the dot formation time.  However, due to 

the low sticking coefficient of In adatoms, it can easily desorb from GaAs substrate at 

high temperature.  By this fact, the calibration process should be done at the 

temperature range where the In desorption is negligible (below 450°C).  At the 

substrate temperature higher than 520°C and low In growth rate, the QDs hardly form 

due to the thermal desorption.  Figure 2.4 reveals that the dot formation time increases 

with the growth temperature (The In growth rate is set at 0.01 ML/s).   

 

2.1.3 AsBr3 in situ etching system 

 

This section deals with AsBr3 in situ etching system which explains the AsBr3 

etching gas properties, etching mechanism, material selectivity, and in situ etching 

process in this experiment. 

 

AsBr3 etching gas properties 

There are several demonstrations of chemical etching process of GaAs or InP by 

using group V-halide such as AsCl3, PCl3, and AsBr3 under ultra high vacuum system 

(Tsang et al., 1993; Zhang et al., 1997).  In this system, the AsBr3 was selected to be 

the etching gas due to the lower electron affinity of the Br comparing to F and Cl, 

hence less chemical reaction against MBE system is expected (Schuler et al., 2000).  

Moreover, the melting point of AsBr3 etching gas is 32.8°C which is above room 

temperature, thus this gas is less critical to handle and for this experiment the source 

of the etching gas is kept below room temperature.  The vapor pressure of AsBr3 

etching gas at 20°C is sufficient to introduce the etchant into the system through a 

mass flow controller without pre cracking process and carrier gas.  In addition, the 

other advantage of using AsBr3 gas is that there is no need to supply additional As 
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flux during the etching process since AsBr3 can provide arsenic overpressure which 

can stabilize GaAs surface (Ritz et al., 1997). 
 

AsBr3 etching mechanism 

 

 
 

Figure 2.5 Schematic illustration of the AsBr3 etching mechanism of the GaAs 

surface (Schuler et al., 2000). 
 

When AsBr3 molecules impinge and migrate on the GaAs surface, the GaBrx 

molecule form due to their higher binding energy compared to AsBrx . The etching 

process performs by the GaBrx desorption from GaAs surface.  Zhang et al. (1997) 

discovered that the etching rate limit step is due to the desorption or the formation of 

GaBrx, not the decomposition of AsBr3.  The schematic illustration of AsBr3 etching 

process is shown in figure 2.5.  As the etching process occurs on a layer-by-layer basis, 

the etching rate can be calibrated by the RHEED intensity oscillation.  Figure 2.6 

reveals that the etching process can be divided into 2 different regions.  At low 

substrate temperatures, the etching rate increases with substrate temperature and was 

named a reaction rate-limited region. At higher substrate temperature, the constant 

etching rate indicates a supply rate-limited region (Ritz et al, 1997; Schuler et al.; 

2000). Moreover the etching rate shows the dependency on the flow rate. The inset in 
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Figure 2.6 The etching rate of GaAs (001) versus substrate temperature for two 

different AsBr3 flow rates.  For 0.032 sccm of AsBr3, the etching rate 

with and without concomitant As flux  (Ritz et al., 1997). 

 

this figure shows that the etching rate linearly increases with the flow rate of the 

etching gas.  One interesting result is that a concomitant supply of As flux to maintain 

As-rich atmosphere has little effect on the etching rate since AsBr3 can provide 

enough As concentration on GaAs surface. 

In addition, Kaneko et al. (1995) discovered the decaying of RHEED intensity 

and the disappearing of the oscillation at the intermediate temperature and 

reappearing at lower substrate temperatures.   

 

Material selectivity 

To determine the etching rate dependence on the material, the RHEED 

intensity oscillation during the supply of etching gas on to the planar (100) substrates 

of binary compounds InAs, GaAs and AlAs was recorded.  The etching rates as a 

function of substrate temperature of different materials are plotted in figure 2.7 

(Schuler et al., 2000). The etching process shows two different etching mechanism in 

each materials but the temperature which causes the transition from the reaction rate-

limited to the supply rate-limited region is different.  The etching gas can etch InAs at 

the highest etching rate and AlAs at the lowest one. 
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Figure 2.7 Temperature dependent etching rate for binaries GaAs, InAs and AlAs 

(001) measured by RHEED intensity oscillations (Schuler et al., 2000). 
 

 

 

Figure 2.8 Temperature dependent etching rate for GaAs (001) measured by 

RHEED intensity oscillations. The inset shows the RHEED intensity 

oscillation during the etching process at different temperature. 



 14

Etching conditions 

In this experiment, the calibration curve of the AsBr3 etching gas as a function 

of the substrate temperature is shown in figure 2.9.  The flow rate is fixed at 80 

msccm throughout this work, which is equivalent to the etching rate of 0.23 ML/s.  

The substrate temperature during the etching process is kept at 500°C, which is in the 

supply rate limited region.  The additional As4 flux is supplied during the etching 

process. 

 

2.2 Sample details 

 

Sample preparation 

All the investigated samples were grown on epi-ready semi-insulating (001) 

GaAs wafer. The sample was glued on an unpolished 3” Si wafer by using indium 

glue and was mounted into a molybdenum block. The preheat temperature in the 

introduction chamber or the transfer chamber is set at 300°C for more than 30 min.  

Before the buffer growth, the surface oxide layer was removed at 630°C for 10 min, 

under As4 pressure of ~6-8×10-6 mbar, then 300-nm thick GaAs buffer layer was 

grown to flatten the surface.  The temperature calibration as presented in section 2.1.2 

was performed, followed by the growth of 100 nm of GaAs and the desired structure. 

 

Sample outline 

After a 0.4-µm GaAs buffer layer was grown at 610°C with a growth rate of 

0.6 ML/s., a 20-nm thick Al0.4Ga0.6As and a 20-nm thick GaAs layers were grown and 

the substrate temperature was decreased to 500°C, followed by the desired structures 

such as the QDs, the nanoholes, and the QD molecules.  For photoluminescence (PL) 

investigation, the structure was covered by a 100-nm thick GaAs, a 20-nm thick 

Al0.4Ga0.6As, and a 20-nm thick GaAs layers at 500°C.  The two 20-nm Al0.4Ga0.6As 

layers were grown to enhanced carrier confinement.  Finally, a similar structure was 

grown on the surface and the substrate temperature was cooled down immediately by 

turning off the heater power supply to freeze the examined structures for ex situ AFM 

characterization.  The schematic of sample structure grown for this work is shown in 

figure 2.9.  
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Figure 2.9 Schematic diagram of the sample structure grown in this experiment. 

 

2.3 Sample characterization 

 

The structural and optical properties of the investigated samples are 

characterized by atomic force microscopy (AFM) and photoluminescence (PL) 

measurements, respectively.  This section gives the details of the analytical tool which 

are used in this experiment. 

 

Atomic Force Microscopy (AFM) 

For surface analysis atomic force microscopy (AFM) is performed by using a 

DIGITAL INSTRUMENT Nanoscope IIIa in the tapping mode.  The scan rate is ~ 

1.2 Hz and the scan size is usually 2×2 µm2.  The number of data per scan line is 512, 

therefore the lateral resolution of all AFM images is about 4 nm.  The vertical 

resolution of this measurement is usually in the subnanometer range. 

 

Photoluminescence (PL) measurement 

The samples were excited by the 488-nm line of an Ar+ laser (SPECTRA 

PHYSICS SERIES 2000).  The laser beam was chopped and focused onto the sample 

by a 33-cm focal length lens.  An 8-cm focal length and a 40-cm focal length lens are 

used to collect the PL signal.  The light signal was resolved by a 1-m monochromator 
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(JOBIN YVON THR1000).  Typically, the entrance and exit slits’ widths are 0.5 mm.  

A high-pass filter (RG665) is used to filter out the visible-light noise and the reflected 

laser beam signal.  The resolved light signal is detected by a liquid-N2-cooled Ge 

detector (NORTHCOAST EO-817L).  The chopper and the lock-in amplifier (EG&G 

5207) are used to enhance the signal by the standard lock-in technique.  



Chapter 3 

 

Self assembled nanostructures 
 

 

As predicted by Arakawa and Sakaki (1982) that multi-dimensional quantum well 

such as quantum wire and quantum dots (QDs) are expected to further improve the 

characteristic of the optical device due to their reduced dimension, leading the change of 

electron density of state.  There are great efforts to create a lateral confinement potentials 

of the quantum well to obtain such low dimensional structure such as using e-beam 

lithography, photolithography, or growth on pre-pattern substrate.  However, these 

artificial processes are not only time consuming and complicating processes but also 

suffer from the low crystal quality of created structure.   A breakthrough occurred when 

the islands which spontaneous form during the deposition of highly strain material were 

discovered that they are dislocation-free and show zero dimensional confinement 

properties.  This leads many research groups both experimental and theoretical deeply to 

investigate the self-assembled islands and try to utilize the novel properties from this kind 

of QDs. 

In this research work, the self-assembled QDs grown by Stranski Krastanow 

growth mode are experimentally investigated.  Therefore, the introduction of the energy 

level and density of states depend of the dimension of the nanostructures are briefly 

introduced which will be useful for the interpretation of photoluminescence investigation 

of QD structure. To understand the growth process, the mechanism which leads the island 

formation are qualitatively presented in both thermodynamic and kinetic approaches.  

Since the strain field is a major parameter which induces the QD formation and 

determines the structural evolution of the QD, the roles strain distribution are detail 

discussed both on the freestanding and buried QDs.  The last section provides the 

information of the material system which we used to create the self-assembled QDs. 
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3.1  Low dimensional nanostructures 

 

When the size of the crystal is reduced into the order of de Broglie wavelength in 

one direction and the crystal is surrounded by other crystals acting as potential barriers, 

the freedom of electron movement is lost in that direction.  The de Broglie wavelength,  

λde Broglie, is a function of a carrier effective mass, meff, and temperature, T (Bimberg et al., 

1999)  

 

Tkm
h

p
h

Beff
deBroglie 3

==λ     (3.1) 

 

where h is Planck’s constant, p is carrier momentum, and kB is Boltzmann’s constant.  As 

schematically illustrated in figure 3.1, the electrons are confined in one direction (z) and 

can move freely in two directions (x-y) in quantum well structure, while those in quantum 

wire can move only in x directions. In quantum dot, electrons are completely localized.  

The confinement results in the quantization of the electron energy and in the variations of 

the electron density of states. 

 

 
 

Figure 3.1 Schematic views and graphs of (a) bulk, (b) quantum wells, (c) quantum 

wires, and (d) QD and their density of states (D.O.S.). (Sugawara, 1999). 
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In semiconductor quantum wells, an effective-mass approximation is widely 

used for the quantized energy levels calculation as a function of the well width (Bastard 

and Brum, 1986).  The main assumption of the effective-mass approximation is that the 

envelope wave function does not significantly vary in the unit cell with a length scale of 

subnanometers, therefore this assumption is valid in all low-dimensional nanostructures. 

Assuming parabolic band dispersion, band-edge electron states of semiconductors can be 

described by Schrödinger-like equation as 
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Here, m* is the effective mass; ħ is the reduced Planck’s constant; r = (x,y,z) is the carrier 

position vector; V(r) is the confinement potential due to band offset.  F(r) is the envelope 

wave function; and E is the carrier energy.  

From eq. (3.2), by assuming the barrier potentials with infinite height, the carrier 

energy E and density of states per unit volume in case of bulk, quantum well (QW), 

quantum wire (QWR) and QD can be written as follow (Sugawara, M. 1999.) 
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where  k = (kx,ky,kz) is the wave vector of carriers and 2222
zyx kkkk ++=  

 

Quantum well (QW) 

Assuming that the confinement potential barrier for the square QW has infinite 

height, we obtain (Sugawara, M. 1999.) 
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where 222
// yx kkk +=  , Θ is the Heaviside’s unit step function, zn =1,2,3,…., and QWL  is 

the sum of the well and barrier regime thickness. From eq. 3.5, the minimum energy and 

the energy separation between each quantized state increase as the well width decreases.  

 

Quantum wires 

Assuming that the confinement potential barrier for the square QWires has 

infinite height, we get (Sugawara, M. 1999.) 
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where 22
xkk =⊥ ,  zy nn , =1,2,3,…., and Nwi is the area density of the quantum wires (the 

number of quantum wires divided by the quantum-wire region area in the y-z plane), 

 

Quantum dot 

Assuming that the infinite confinement potential barrier in all direction, we get 

(Sugawara, M. 1999.) 
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where δ is the delta function, and ND is the volume density of QD. 

The change of density of states for the low-dimensional nanostructures (Figure 

3.1) considerably affects the fundamental properties of the devices, which use these 

nanostructures as an active layer (Arakawa and Sakaki, 1982).  The electronics properties 

for QD structure differ drastically from the bulk system due to the discrete energy levels 

and delta peak density of states, which are in contrast to the continuous spectrum of the 

bulk.   Hence QD structure sometimes was name as artificial atom.  In case of QD 

structures, there are several theoretical and experimental proves that semiconductor lasers 

consisting of QD structures have the lowest threshold current density due to the delta-

function-like density of states (Asada et al., 1986). 

 

3.2 Growth of self-assembled quantum dots 

 

Since there is particular interest to self assembled QDs for device applications due 

to their zero dimensional confinement nature and dislocation free structure, the basic 

study of the self organized process is required.  To ensure the fabrication process to 

realize the high quality structure, one has to master the way to control the spontaneous 

formation of the arrays of island.  To achieve this goal, the physical mechanism 

governing the islands formation, their shape, size, size distribution and the relative 

arrangement on the surface are greatly important. This section therefore briefly 

introduces the mechanism which is responsible for the formation and growth of self-

assembled islands. 

 

3.2.1 MBE growth modes 

 

To define the growth mode which occur during the film deposition, we consider 

γ∆  which is the change of total energy of a surface before and after deposition: 

 

SFSF γγγγ −+=∆ /     (3.11) 
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Figure 3.2 Schematic representation of the 3 important growth modes of a film for 

different coverage (θ ) (a) Frank van der Merwe (FM) (b) Stranski 

Krastanow (SK) and (c) Volmer Weber (VM).(Herman and Sitter (1989) 

 

where Sγ  is substrate surface energy, Fγ  is film surface energy, and FS /γ  is interface 

energy between film and substrate which includes the additional energy arising from the 

strain between film and substrate. 

If 0<∆γ , the deposited material would prefer to cover the substrate surface, then 

we obtain Frank Van de Merwe growth mode or layer-by-layer growth (Figure 3(a)). In 

this mode, the interaction between the substrate and deposited atoms is stronger than that 

between neighboring atoms.  In the opposite case, if 0<∆γ , the 3D growth mode as 

Volmer Weber mode is observed (Figure 3.2(b)), where the interaction between substrate 

neighboring atoms exceeds the overlayer substrate interactions. In some case the 

deposited film can grow in layer by layer mode at the early stage of deposition ( 0<∆γ ). 

However, due to the strain between the film and substrate increasing with the deposited 

film thickness, γ∆  becomes less than zero and growth mode changes from 2D-growth 

mode to 3D-growth mode. The intermediate case was named Stranski Krastanow (SK) 

growth mode.  
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3.2.2 Stranski Krastanow growth mode 

 

When the strained layer was deposited on to the substrate, in some growth 

conditions there would be a strong driving force for the material to form islands rather 

than to form the uniformly strained flat film.  In that growth condition, for the first few 

monolayers, the deposited material will form in to 2D platelets which proceed in layer by 

layer mode until they merge with each other to complete 2-D epilayer.  The accumulated 

elastic strain energy, E(el), will increase linearly with the deposited volume, according to 

eq. 3.12 (Seifert et al., 1996) 

 

AtelE 2)( λε=     (3.12) 

 

where λ  is the elastic modulus,ε  is the lattice mismatch, A is the surface area 

and t is the film thickness. If the system keep 2D growth, the energy will increase till 

overcome the activation energy of dislocation process. On the other hand, if the growth 

conditions drive the system to the SK growth, when the strain energy outweigh the 

surface energy the system has to release the strain energy by change the growth mode 

from 2D to 3D growth mode, cause the island formation (Slolovitz, 1989). 

In general, the theoretical work on self- assembly can be grouped into two classes. 

First aspect explains the QD formation by using energetic principles and equilibrium 

thermodynamics (Shchukin et al., 1995; Daruka and Barbasí, 1997). Second, since some 

properties of QD formation clearly exhibit nonequilibrium features, the dynamic models 

are invented to explain such a feature (Dobb et al., 1997; Barbasí, 1997).  This section 

will descriptively present the island formation mechanism in both thermodynamic and 

kinetic approach.  

 

Thermodynamic approach 

 

There is a belief that if the islands were formed on the surface, there would be the 

driving force towards Oswald ripening, which causes the reduction of island density and 

widens the size distribution.  This idea is in contrast with several experimental results  
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Figure 3.3  Energy per atom versus island size for and array of 3D strained islands.  

(1) An array of islands exhibits a driving force to Ostwald ripening. (2) an 

optimum size of the islands exists. (Shchukin et al., 2001) 

 

 

which present uniform island formation in some growth conditions.  Shchuckin et 

al. (1995) proposed the thermodynamic model which  explain the narrow size distribution 

of islands with an absence of Oswald ripening process by considering the energentics of 

an array of islands.  The total energy change of the system due to the formation of a 

single island of a size L can be written as a sum of the following distributions (Schucking 

et al., 2001) 

 

a
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The first term is the energy of the elastic relaxation, λ  is a characteristic elastic modulus 

of the material ; the second term is the change of the surface energy of the system; the 

third term is the short range contribution to the energy of the islands edges, η  being the 

energy per unit length of the edge and the forth term is the energy of the elastic relaxation 

due to the surface stress discontinuity ( τ∆ ) at the edges. a is lattice parameter; f1 f2 and f3 

are geometrical factors depending on the island shape.  The quantity ∆Γ  represents the 
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energy change due to the appearance of the side facets, the disappearance of a certain 

area of the wetting layer, the appearance of the interface between the island and the 

substrate and the strain induce corrections to the surface energies; therefore, ∆Γ  can be 

positive or negative due to an interplay between different contributions.  By assuming a 

fixed islands shape, the energy E(L) is given in figure. In case of 0>∆Γ  , the formation 

of a single island from  a flat film causes an increasing of the total surface energy and the 

system has to reduce the energy to the minimum of E(L) which locate at ∞→L , as 

shown in figure 3.3 inducing the ripening process.  If 0<∆Γ , the formation of the 

islands decrease the total surface energy and then cause the minim energy E(L) locates at 

a finite size of island.  There is no driving force for the ripening in this case, implying 

that there exists the stable island array with finite shape.  This model is based on the 

scaling behavior of various contributions to the total energy, leading to a criterion for 

Oswald ripening process or island formation.   

Daruka and Barbasí (1997) proposed the model which can give more 

understanding of the equilibrium morphology of the system by taking the existence of the 

wetting layer into account. Therefore neither the thickness of wetting layer nor the total 

volume of the island are fixed separately.  By this model, they can obtain the equilibrium 

phase diagram of lattice mismatched system as a function of lattice mismatch and the 

total amount of deposited material.  The details of the calculation and the phase diagram 

are presented by Daruka and Barbasí (1997) 

 

Kinetic approach 

The kinetic approach can give an understanding of the island formation and 

growth as a function of growth parameters such as growth rate, growth temperature and 

substrate temperature.  Several kinetic models of 3D island formation have been 

proposed. (Chen et al., 1995; Chen and Washburn, 1996; Barabasi, 1997; Dobbs et 

al.,1997).  Such models take the microscopic processes on the crystal surface into account 

such as deposition, diffusion, attachment to the island and detachment from islands.  The 

mechanism of the QD growth is which described by these models can be divided into 2 

processes i.e. island nucleation and growth 
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Island nucleation 

Dobb et al. (1998) formulated a mean-fielded theory for the density of adatoms in 

2D and 3D islands and try to explain the island density as a function of growth 

parameters such as amount of material deposition, growth rate and substrate temperature.  

The model described the island nucleation by assuming that after the wetting layer has 

already formed, the mobile adatoms would migrate on the surface and collide with each 

other to form 2-D island, which can be stable or break-up into adatoms again.  The 2D-

islands with the size beyond critical size are able to grow by capture migrating adatoms 

atoms and have a potential to transform to 3D islands.  From the model, the island density 

increases rapidly at the early stage of the deposition and then saturates. Further depositing 

material does not significantly effect to the island density but leads to the growth of the 

island size.  As a function of the growth rate and substrate temperature, the island density 

appears to be controlled by the 2D island nucleation that the density is an increasing 

function of the growth rate and a decreasing function of temperature.  This also can be 

simply explained by the classical nucleation theory which is suggested by Seifert et al. 

(1996). 

 

Island growth 

 
The model presented by Dobb et al.(1998) can provide an understanding during 

an initial stage of island formation but is not sufficient to explain the narrow size 

distribution of island array. Chen and Wasburn (1996) proposed the model which can 

explain the distribution of the island on the surface by the gradient of chemical potential 

which is modified by the strain induced by the islands.  When the 2D-islands reach 

critical size which posses high strain energy, the island has to release strain by transition 

from 2D to 3D islands.  At the early stage of 3D-island formation, the islands show 

broader size distribution.  When 3D islands are formed, the surface strain would be 

modified by the strain relaxation of the islands on the surface.  The surface strain can be 

approximated by using an analytic solution of the stress field in 2D mound on a strained 

semi-infinite substrate as a contour plot of absolute value of xxε  and a surface tangential 

strain sε  along the system surface shown in figure 3.3 (Chen and Wasburn (1996)).  The  
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Figure 3.4 (a) A contour diagram showing strain xxε in the island (b) the variation of 

the surface strain sε  along the system surface. (Chen and Washburn, 

1996) 

 

partially relaxation at the top of the island induce an extra strain in the substrate and 

increasing the strain in the wetting layer.  The results from the calculation correspond to 

the strain energy distribution calculate by an atomistic model presented by Barabási 

(1997) or by a finite element method reported by Spencer and Tersoff (2001) that there 

exist the high strain energy at the island edge due to the strain relaxation of the strain 

material.  Since the net adatoms current on substrate surface caused by the gradient of 

chemical potential, chemical potential modified by the surface strain biases a random 

motions of adatoms, generating the net current deposited adatoms from the high strain 

sites to the lower one.  

Chen et al (1996) suggested that the 3D islands will grow by the accumulation of 

adatoms, which are directly deposited onto the island surface and the attachment of 

adatoms that deposited on the wetting layer surface with in the critical distance from the 

island edge.  These adatoms are supposed to overcome the energy barrier to attach the 

islands.  Their calculation results reveal that the small island rapidly increase in size due 

to the deposited adatoms.  However, the attached adatoms to the islands tend to increase 

the strain concentration at the island edge, then increase the barrier for the migrating 

adatoms to overcome to attach the islands.  This leads the slower growth rate of the larger 

islands.  In additions, Barabási (1997) proposed that for the large islands, the strain 

energy at the island edge becomes comparable to the bonding energy of the edge atoms, 
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enhancing the detachment of the atoms at the island edge and consequently causing 

gradual island dissolution.  The two mechanisms lead the size uniformity. Further 

material deposition cause the growth of the exist islands.  As a consequence, the high 

strain energy occurs at the edge of the larger island.  The formation of the misfit 

dislocation at the island edge is one way to relieve the strain energy of the system, the 

energy barrier would decrease and enhance the directional migration of adatoms to this 

island.  The process permits the resumption of the island growth to reach the second 

critical size. 

We can summarize the process of the QDs formation by the schematic illustration 

shown in figure 3.4.  When the latticed mismatched material was deposited on to the 

substrate, the 2D platelets formed (figure 3.4(a)) and became the wetting layer (figure 

3.4(b)).  Further deposition, the strain energy in the wetting layer increase until overcome 

the surface energy, inducing 2D to 3D island transition (figure 3.4(c)).  The smaller 

islands posses the lower energy barrier due to the less strain energy, leading the 

directional migration of the deposited adatoms from the larger to the smaller island 

 

 
 

Figure 3.5  Schematic illustration of SK QDs formation process (a) initial stage of 

wetting layer formation (b) the wetting layer (c) 2-D to 3-D islands 

transition, (d) non-uniform 3D islands (e) self-regulation process and (f) 

misfit dislocation formation. 
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including the dissolution of the larger island causing the narrow size distribution (figure 

3.4(d)).  When the island size increase further, the misfit dislocation form to relieve the 

strain concentration (figure 3.4(e)).  The strain relief in the island with dislocation 

decrease the energy barrier, then permit the further growth of the island. 

 

3.2.3 Strain distribution of buried QDs 

 

As described in previous section about the QDs growth process, the strain 

distribution in QD structure plays an important role for the formation and growth of this 

structure.  The strain profile of free standing QDs originates the mechanism called “self-

regulation process” which leads the narrow size distribution of the self-assembled QDs. 

For the measurement of the basic electronics properties as well as for device applications, 

it is necessary to create buried QDs by embedding such a nanostructures in a matrix.  The 

matrix normally has a lattice constant matched or nearly matched to the substrate 

therefore the buried QDs cause the strong deformation of the matrix surround the QDs 

and produce the non uniform strain distribution on the epitaxial surface.  In the case of 

multi-layer QD with thin spacer layer, the strain modulation in the cap responsible for the 

preferential nucleation of the QD in the next layer at the place where the local minima of 

the strain energy locates.  The strain profile in the cap layer is not only utilized for the 

creation of the QDs superlattice but the novel structure such as the nanohole (chapter 5) 

and the ordering of QDs without patterning can also be obtained by using the strain for 

the buried QDs (Capellini et al., 2003).  This section therefore devotes to the model 

which provide an understanding of the strain distribution which induce by the buried 

QDs.  We concentrate only on the model, which is based on the continuum elastic theory 

model.  For the simplest model, the buried island is treated as the point-like defect buried 

in the semi- infinite matrix.  This description is a quite good approximation under the 

condition that the island size is significantly smaller than the cap thickness.  
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Approximating that the buried islands located at z=z0 and x=y=0, the induced in-

plane strain distribution which is equal to (Springholz et al.,2001; Hu,1989) 
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where P is the strength of the point source given by 
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where 0ε is the lattice mismatch between the island an matrix material, V0  is the island 

volume and ν is the Poisson’s ration.   By the approximation presented by Springholz et 

al (2001), they proposed that the radial dimensionless normalized strain energy variation 

on the surface can be defined as 
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where 22 yx +=r . From this equation, the amplitude of )(rρ is proportional to 3
0

0

z
V

 

and its minimum located exactly above the buried island as depicted in figure 3.5. Thus, 

the elastic strain field scales linearly with the increasing of island volume and decay by 

one over the cube of the spacer thickness.   
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Figure 3.5 (a) Normalized radial strain energy distribution on the wetting layer 

surface above a buried island in isotropic medium at a depth z0 as 

schematically shown in figure 3.3(b). (Springholz et al.,2001) 

 

The strain distribution in the cap layer is responsible for the growth the islands in 

the next layer, which is evident by the vertical alignment of the islands in multi-stack 

structure. Considering InAs/GaAs material systems, the GaAs cap layer above buried 

InAs islands would face the highest tensile strain.  When the InAs was deposited to 

created the islands in the second layer, the deposited In adatoms which impinge on the 

region where the high tensile strain locates would accumulate there since they can 

achieve the lower thermodynamic state due to the lower lattice mismatch of InAs with 

GaAs in tensile strain.  For In adatoms which reach the no-strain region, will be driven by 

the gradient of chemical potential which is modified by the strain field. The chemical 
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potential, µ , on layer which is responsible for the migration of adatoms on surface can 

be written as 

 

)()()( s0 rrr κγµµ Ω+Ω+= EInIn      (3.18) 

 

where In
0µ is the chemical potential of In adatoms on an unstressed surface. The second 

term describes the contribution of the surface elastic energy, )(s rE , to the chemical 

potential, with Ω  being the atomic volume. The third term is the surface energy 

contribution, where γ  is the surface energy per unit area and )(rκ is the surface.  In this 

case the third term can be negligible since the surface is assumed to be nearly flat after 

covering InAs with GaAs.  Hence, the strain contribution is the crucial parameter to 

modify the chemical potential and drive In adatoms to the region of GaAs with high 

tensile strain.  Figure 3.6 schematically illustrates the vertical alignment mechanism 

during the growth of second layer island.  Xie et al.(1995) presented the pairing 

probability of the islands in the first and second layer depending on the spacer thickness 

by using the phenomenological model dealing with the gradient of chemical potential.  

By using some approximation and fitting parameters, the simulation results agree well 

with the experiment.   

 

 
 

Figure 3.6 The schematic illustration of the vertical alignment process. (a) the 

uniform In deposition, (b) the accumulation of deposited adatoms at the 

place where GaAs has high tensile strain (c) the island formation above the 

buried one. 
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In additions, Tersoff et al. (1996) pointed out that there is other effect induced by 

strain from buried island which is responsible for the vertical alignment. They suggested 

the simple and relatively generic model by assuming the buried island is a point like 

strain source. The strain from the island decreases the nucleation barrier at the position 

where the lattice mismatched between the surface and island is reduced.  Therefore at the 

position above the buried island where the highest tensile strain located, it is high 

potential for the islands to nucleate.  

Even though the different explanation of the vertical alignment process between 

Xie et al. (1995) and Tersoff et al (1996), they suggested that crucial parameter which 

affect to the growth of the island in the second layer is the strain modulation in the cap 

layer.  Moreover, the strain profile used in the models is a rather simple model 

approximating the islands as a point like source buried in isotropic medium but agree 

well with several experimental results. More striking point which mentioned by Tersoff 

et al. (1996) is that for successive layers, the island size and spacing be comes 

progressively more uniform; therefore, they suggested that by controlling the spacing 

thickness, one can directly determines the spacing between the islands.  This means that 

the strain can also responsible for lateral ordering of the islands. Holý et al. (1999) 

proposed the model, which takes the anisotropic of material into account. Their results 

indicate that the 3 dimensional ordering of the island are more pronounced in high elastic 

anisotropic material. 

The strain distribution is the important parameter which is responsible for the 

island formation, the size distribution, the spatial ordering and also the electronics 

properties of the QDs. Thus, this motivates several theoretical groups to deeply study the 

strain distribution by using several techniques such as using analytic solution base on 

continuum elastic theory (Pearson and Faux, 2000), finite element method (Benabbas, 

1999) or molecular dynamics technique (Yu and Madhukar, 1999; Daruka,1999) to 

provide the exact strain distribution of the QDs in different size and shape from different 

material system. The simulation results must be useful in both fabrication process and 

device application. 
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3.3 Material Consideration 

 

The self-assembled growth, which can be used to realize QD structures, can be 

done in several semiconductor material systems, e.g., In(Ga)As/GaAs, InP/InGaP, and 

SiGe/Si, because the preliminary condition for the growth is only that the QD material 

have a larger lattice constant and a smaller band gap compared with substrate material.  

Figure 3.7 shows the relationship between band gap energy and the lattice constant of III-

As material systems.  This work concentrate only on the InAs/GaAs material system. 

 

 
 

 

Figure 3.7 The relationship between lattice constant versus energy gap at room 

temperature of the III-As material system.  The lines represent the 

relationship between energy gap of alloy of two binary compounds and 

lattice constant.  The solid line is for direct band gap material and the 

dotted line is for indirect band gap material.   



Chapter 4 
 

Self assembled InAs/GaAs quantum dots 
 

 

Apart from processing technique involving lithography and etching, the direct 

growth of nanostructures has evolved as a promising approach due to the simplicity of 

fabrication process.  It is based on the tendency of strained epitaxial layers to 

spontaneously form islands after completion of the 2-D wetting layer.  The islands 

obtained by self assemble growth are three dimensional, epitaxial and coherently 

strained.  This chapter focuses on islands grown by using InAs/GaAs materials system 

with 7% lattice mismatch.  The fundamental parameters of the growth process are 

systematically examined to provide the understanding of the islands formation and the 

tuning of island properties by changing growth parameters.  The experimental results are 

divided into 2 parts: the structural properties of InAs QDs as a function of growth 

conditions and the optical properties of different types of QDs thoroughly investigated by 

PL measurements.  

The fundamental experiments in this chapter give the basic idea of the QDs 

growth and their optical properties. Despite the simplicity of this experiment, the results 

are crucial issues for tuning the QDs for desired applications. 

 

 

4.1 InAs/GaAs self assembled QDs growth 

 

This section presents QDs realization by systematically tuning the growth 

conditions such as growth rate, amount of deposition and substrate temperature.   
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Effect of deposited amount of InAs 

 
 

Figure 4.1 The 1×1 µm2 AFM images of thin InAs on GaAs surface (a) 0.5 ML, (b) 

1.5 ML, (c) 1.8 ML, and (d) 2.2 ML. The inset shows height contrast 

image (2-nm height scale)  

 

In this experiment, the InAs was deposited at 500°C with the growth rate of 0.01 

ML/s, and the amount of deposited InAs was changed from 0- 2.0 ML.  Figure 4.1 shows 

AFM images of the surface morphology after the deposition of different amounts of InAs.  

With 0.5 ML of InAs, the surface shows the terraces with 1-ML height elongated in  

[1-10] direction due to the anisotropic diffusion coefficient (Figure 4.1(a)).  2D islands, 

which are initial stage for 3D-island formation, are clearly observed when InAs thickness 

reaches 1.5 ML as shown in figure 4.1(b).  The 1.8 ML of InAs deposition provides QDs 

which have average height 10.7 nm and the diameter of 38 nm with low density of 3-6 × 

109 cm-2  as illustrated in figure 4.1(c).  The island density does not significantly increase 

if the deposited amount of InAs is beyond 2.2 ML. On the other hand, the non-uniform 

size distribution of the QDs occurs and the 2D islands disappear. 

As described in chapter 3, after the completion of the wetting layers, the small 2D 

islands nucleated.  Further InAs deposition causes 2D islands to reach a critical size at 

which the 2D-island to 3D-island transformation starts.  The 3D-islands will act as a 

material sink of the adatoms on the surface, not only deposited adatoms but also the 

material from 2D islands.  Therefore, the deposition beyond 1.8 ML of InAs which 

causes uniform fully develop islands will introduce the non-uniform size distribution and 

disappearance of 2D islands.  The atom detachment from 2D islands to large islands 

prohibits the increasing of island density.  The larger islands observed at 2.2 ML of InAs 
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deposition result in the onset of dislocation formation during the overgrowth process due 

to the excessively high strain (Chen and Washburn, 1996).  

 

Effect of InAs growth rate 

Figure 4.2 shows AFM images of the 1.8 ML of InAs QDs grown on (001) GaAs 

substrate at 500°C by using different growth rate in the range of 0.01-0.4 ML/s.  The dot 

density changes from 1.20×109 cm-2 to 4.24×1011 cm-2 and the average dot height 

decreases from around 14 nm to 5 nm.    

The dot height and dot density as a function of InAs growth rate in figure 4.3(a) 

reveals that the 3D-island density increases and the dot size decreases with the growth 

rate.  For higher growth rates, island formation is put into a narrow time interval, 

resulting in less material diffusion as well as smaller diffusion length.  Therefore 2D-3D 

nucleation process occurs at a relatively higher rate (Seifert et al., 1996; Nakata et al., 

1999).  In this limit, the 3D islands density is controlled by the 2D-island density, which 

nucleate on the wetting layer (Seifert et al., 1996).  At the growth rate higher than 0.1 

ML/s, the dot density shows the tendency of saturation. Although the number of 2D 

islands continue to increase with the degree of supersaturation (growth rate in this case), 

with high density the 2D-island size eventually fall below the critical value for 2D to 

transition to 3D islands, thus, the dot density saturate or even decrease in some cases at 

high growth rates (Dobbs et al., 1997).  

Due to the material conservation, the low density QDs should have larger size 

compared to the high density QDs.  Seifert et al. (1999) suggested that the relationship 

between average size and density yield 3
1

α
−

ρh  by approximating the island shape as a 

spherical cap structure.  However, the summary of average dot height as a function of the 

growth rate in figure 4.2(b) shows a power law relationship between dot height and dot 

density that yields the exponent equal to –0.17.  Therefore, the results can not be 

completely explained by mass conservation since there is a high degree of Ga 

interdiffusion into the dots depending on growth conditions (Joyce et al., 2000). 
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Figure 4.2  1×1 µm2 AFM images of large InAs QDs grown at (a) 0.005 ML/s (b) 

0.008 ML/s (c) 0.03 ML/s (d) 0.04 ML/s (e) 0.06 ML/s (f) 0.1 ML/s (g) 

0.2 ML/s and (h) 0.4 ML/s. 

 

 
 

Figure 4.3  (a) Dot height and dot density as a function of the growth rate. (b) Average 

dot height versus dot density plotted on a log-log scale. A power fit yields the 

exponent –0.17. The 0.2 and 0.4 ML/s values are excluded from the fit.  



 

 

39

 
 

Figure 4.4 The height distribution of the QDs grown with (a) 0.01 ML/s and (b) 0.2 

ML/s (c) percent distribution of the height of the fully developed island 

versus InAs growth rate.  
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Figure 4.4(a) and (b) show the height distribution and corresponding AFM images 

of the QDs grown by using the growth rate of 0.01 ML/s and 0.2 ML/s, respectively.  

Small dot with high density grown by using high growth rate shows broader size 

distribution.  The size distribution dependence on growth rate can be explained as 

follows.  After the completion of wetting layer, the islands started to form.  The adatoms 

incidents after island formation were preferably incorporated into existing islands which 

acted as a material sink.  The uniformity of QDs ensemble is caused by self-regulation 

process which is mainly due to the surface strain field.  The strain field modifies the 

chemical potential on the surface and leads the directional migration of adatoms from 

large dot to small dots, resulting in the high growth rate of smaller dots compared to the 

larger ones.  The decreasing of the growth rate enhances the In adatom migration lengths.  

Therefore, the adatoms have high possibility to reach small islands and incorporate 

therein.  In case of high deposition rate, with less migration length, In adatoms can not 

find the most suitable places to attach, leading the non uniform size distribution.  In other 

words, the large adatom migration length enhances the self-regulation process.  

 

Effect of InAs growth temperature 

Figure 4.5 shows AFM images of the 1.8 ML of InAs QDs grown on (001) GaAs 

substrate by using growth rate in the range of 0.008- 0.01 ML/s at the substrate 

temperature in the range of 450°C-515°C.  The dot density changes from 1.0×109 cm-2 to 

2.37×1010 cm-2 and the dot height decreases from around 14 nm and 5 nm by decreasing 

the substrate temperature.  

The summary of dot density as a function of the growth temperature is shown in 

Figure. 4.6.  The observed dependencies of dot density and dot size agree well with a 

classical nucleation theory presented in chapter 3 that the nucleation density increases 

with substrate temperature.  Moreover, the AFM images show that the dots preferentially 

nucleate at kinks or steps on the surface, especially at lower substrate temperature. Since 

kinks or steps are the places which have minimum energies, In adatoms would be 

collected at kinks and easily form stable 2D-islands which is the initial stage of 3D 

islands. The effect of the low substrate temperature is in the same direction as the 

increase in the InAs growth rate, which cause the high density with small size QDs. 
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Figure 4.5 1×1 µm2 AFM images of InAs QDs grown at substrate temperature 

equal to (a) 515°C (b) 493°C (c) 470°C (d) 450°C 

 
 

 
 

Figure 4.6  Dot density as a function of the substrate temperature.  The InAs growth 

rate was kept at 0.008 ML/s. 
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Annealing of QDs structure 

In this experiment, the large QDs, which are grown at substrate temperature of 

500°C with a very low growth rate of 0.01 ML/s and with a 30 sec growth interruption to 

improve the dot size uniformity, are annealed at substrate temperature in the range of 

450°C -500°C for 5 min.  The dot shape and density are investigated by AFM 

measurement depicted in figure 4.7.  The dot height and density are similar to the QDs 

with zero annealing time.  In additions, we observed that at 450°C by increased annealing 

time from 0 to 5 min., the PL spectra from the QDs are similar (Figure 4.8). 

Kiravittaya et al. (2001) reported that the 30 second growth interruption at 500°C 

can improve the size uniformity of the large dots.  The annealing time beyond 30 second 

deteriorate the uniformity of the QDs ensemble due to the thermal desorption of In from 

the surface leading to the dissolution of existing islands.  In this experiment, the 

annealing temperature was kept below 500°C since the desorption of indium atoms is 

negligible.  The AFM results show that there is no significant effect of annealing process 

at these low temperatures.  At substrate temperature equal to 450°C where the In 

desorption rate is nearly zero, PL results reveal that annealing process does not play an 

important role in the optical properties of the large QDs. 

 The shape preservation of large QDs during low annealing temperatures 

combined with their narrow size distribution is one indication that large QDs are 

equilibrium structures.  Furthermore, the scanning tunneling microscopy (STM) results 

reported by Costantini et al.(2003) showed that the large low density QDs are composed 

of (110) and (111) facets and can compare to the theoretical prediction of the equilibrium 

shape of InAs islands on GaAs (001) substrate (Moll et al., 1996).  Therefore, we can 

deduce that the growth conditions which provide the large QDs with low density  (low 

growth rate (less than 0.01 ML/s) and high substrate temperature (500°C)) are close to 

thermodynamic equilibrium. 
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Figure 4.7 1×1 µm2 AFM images of large InAs QDs grown at 500°C after 5-min 

annealing at (a) 470°C (b) 450°C (c) 430°C and (d) 400°C 

 

 
 

Figure 4.8 PL spectra at room temperature of large InAs QDs grown at 500°C after 

450°C annealing at (a) 0 min and (b) 5 min 
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4.2 Photoluminescence from self-assembled InAs/GaAs QDs 

 

In this section, the optical properties of QDs investigated by PL are comparatively 

studied among different types of the QDs..  In this study, the 1.8 MLs of the InAs QDs 

were grown at various InAs growth rates such as 0.01, 0.04, and 0.2 ML/s and are 

defined as the large, medium, and small QDs, respectively.  The substrate temperature 

was decreased to 470°C after finishing QD growth. The GaAs cap layer was grown 

during which the temperature was increased to 500°C.  

 

Size dependence photoluminescence 

Room temperature PL spectra from the large, medium and small QDs excited by 5 

mW and 500 mW are shown in figure 4.9.  The ground state peak systematically red 

shifted from 0.957 eV to 1.00 eV and the separation between the ground state and excited 

state increased from 51 meV to 75 meV by increasing the deposition rate. At low 

excitation power, the PL linewidth was in the range of 23-26 meV. At high excitation 

power of 500 mW, PL linewidth from experimented structure broaden to 31-32 meV 

The results correspond to the relation between the dot size and carrier energy 

levels in QDs presented in chapter 3 that the minimum energy level and the energy 

separation between each quantized state increase as dot size decreases. At low excitation 

power, the PL linewidth is rather narrow compared to that from the InAs QDs covered 

with GaAs at high substrate temperature (Nakata et al., 2000).  The results are mainly due 

to the suppression of In segregation during the overgrowth process by using low substrate 

temperature overgrowth which will be discussed later in chapter 5.  The PL spectra 

broadening at high excitation power was suggested by Grundmann et al. (1996) that it 

was caused by the excited state peak that convoluted with the ground-state peak. 
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Figure 4.9 (a) Room-temperature PL spectra of 1.8 ML InAs QDs grown at InAs 

growth rates of 0.01 ML/s, 0.04 ML/s and 0.2 ML/s with excitation 

powers ranging from 5 to 500 mW (lower and upper spectrum, 

respectively). 

 

Power dependence photoluminescence  

The PL peak intensity dependence on the excitation power is shown in Figure 

4.10 (a).  All ground state peak intensities monotonically increase as the excitation power 

increases.  However, the ground-state peak intensity of the large QDs increases at a 

slower rate than that of small QDs attributed to the lower density of the large QDs grown 

at low growth rates. At high excitation power, the PL intensity shows the saturation 

tendency. This is due to the state filling effect.  Figure 4.10(b) reveals that the ratio of the 

first excited-state peak intensity to the ground-state intensity of these QDs also increases. 

As a consequence, the number of photo-excited carriers recombining through the excited 

states is expected to be larger for the large QDs. It is clearly seen that the ratio is higher 

for low-density QDs compared to the high-density QDs because the filling of ground 
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state is more pronounced for the low density QDs due to the smaller number of available 

states.  

 
 

Figure 4.10 (a) PL peak intensity dependence on excitation power for the QDs grown 

at different growth rates. (b) The ratio of excited state peak intensity to the 

ground state peak intensity of these QDs. 
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Figure 4.11  PL ground state peak energy as a function of PL temperature of the QDs 

grown at 0.2 ML/s (■), 0.05 ML/s (●), and 0.01 ML/s (▲).  The solid lines 

represent the slope of GaAs and InAs energy gap as a function of 

temperature. The inset shows typical spectra of QDs at 8 K. 

 

 
Figure 4.12 PL ground state intensity as a function of PL temperature of the QDs 

grown at 0.2 ML/s (■), 0.05 ML/s (●), and 0.01 ML/s (▲). The activation 

energy Ea is extracted by fitting the data with PL(T) = c/(1+α exp(-

Ea/kBT)). 
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Temperature dependence photoluminescence  

The dependence of PL ground-state peak energies as a function of temperature for 

the QDs is shown in Figure 4.11 and compared with the temperature dependence of the 

bulk InAs and GaAs bandgap. When the measuring temperature is increased from 8 K to 

300 K, we observe 71-79 meV redshifts of the relevant PL peak energies. The results 

reveal that the relation of the PL peak energy change with temperature according to 

Varshni’s law with fitting parameters between GaAs and InAs bulk material parameters 

taken from Bhattacharya (1993). The main reason for these shifts might be the 

temperature dependence of the material bandgaps.  Moreover, the lineshapes of the PL 

spectra are invariant to the temperature change.  Low-temperature PL spectra are shown 

in the inset of Figure 4.11. The invariance confirms that the linewidth is dominated by the 

inhomogeneity of the QDs and that thermal broadening is negligible. 

Figure 4.12 shows the temperature dependence of the ground state PL intensities. 

The equation used for fitting with the experimental result is the simple equation to find 

the activation energy of quantum wells and also applied for the quantum dots (Farfard et 

al., 1996; Bacher et al., 1991) 

kT
EA

e
TI

−
+

=

α1

C)(      (4.1) 

where C is constant, α is a fitting parameter, k is the Boltzmann’s constant, and T is the 

measuring temperature.  This equation means that the PL intensity will decrease with the 

temperature. Even thermal energy are small compared to the activation energy, there 

should be a certain part of carrier jump out of the QDs structure due to thermal excitation. 

We observe the onset of the thermal quenching at about 220 K for our QDs. The 

activation energy (Ea) for the PL quenching can be determined by fitting the PL intensity 

The Ea values are equal to 356 meV, 317 meV, and 266 meV for the QDs grown by 0.01 

ML/s, 0.04 ML/s, and 0.2 ML/s, respectively. These values correspond to the higher 

carrier confinement in large dots compared to small dots. Note that, the quenching 

phenomenon does not affect the PL linewidths of the ground- and the excited-states of the 

QDs because the linewidth is almost constant over the whole range of measuring 

temperatures. 
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Chapter 5 

 

Overgrowth of self-assembled InAs QDs 

 

Recently, it has been reported that the shape of InAs QDs changes drastically 

during the initial stage of GaAs overgrowth (Garcia et al., 1997; Joyce et al.,2001; Lorke 

et al. 2001; Heidemeyer et al., 2002; Blossey et al. 2002.).  P. B. Joyce et al. (2001) 

reported the collapse and the shape change of the conventional QDs grown by 0.1 ML/s 

during the early stage of the encapsulation.  This research group also observed the 

changes of the shape and surface morphology of the large QDs (Joyce et al., 2001).  By 

using different growth processes, the shape QDs during overgrowth evolve into a 

different structure. Lorke et al. (2001) claimed that they observed the quantum ring 

properties of the partially covered InAs QDs with GaAs. While much effort has been 

devoted to understanding the processes involved during QD nucleation and growth, far 

less attention has been paid to the overgrowth and capping processes. 

In this chapter, the overgrowth of large low-growth-rate (LGR) InAs QDs with 

InGaAs (In composition 0-20%) at low substrate temperature was investigated. In order 

to understand the effect of the cap layer on the QD structure, the strain (In composition) 

and the thickness of the cap were systematically changed and atomic force microscopy 

(AFM) was employed to study the QDs shape evolution. Not only the structure evolution 

but also the optical properties of the experimented samples were investigated by 

photoluminescence (PL) measurement.  The chapter comprises two parts: the structural 

evolution and the optical evolution. 

 

5.1 Surface evolution during the overgrowth of InAs QDs 

 

The experiment in this section provides an information of surface evolution 

during the overgrowth of the large LGR QDs. The results obtained by the systematic 

variation of the cap thickness and the strain between the cap layer and QDs (In  
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Figure 5.1 (a) 2×0.5 µm2 AFM image of large InAs QDs after 300 s GI and 0.125×0.2 

µm2 AFM images of QD capped at 460°C with (b) 0 ML, (c) 3 ML, (d) 6 

ML, (e) 15 ML, and (f) 30 ML GaAs. (g) and (h) show the linescans of 

single partially covered dot along [110] and [-110], respectively. The 

dotted line is the linescan of a free-standing QD. 

 

composition in the cap layer) indicate the factors which induce the evolution of the QDs 

during the overgrowth process at low substrate temperatures. 

The 1.8 ML InAs were deposited at a growth rate of 0.01 ML/s at a substrate 

temperature of 500°C.  After the dot formation, a 30 second growth interruption (GI) was 

inserted to improve the dot size uniformity (Kiravittaya et al., 2002). The substrate 

temperature was decreased to 460°C and a 300 s GI was inserted to adjust the In source 

cell temperature. Subsequently, InxGa1-xAs layers with x = 0-0.2 were grown at a growth 

rate of 0.6 ML/s and the thickness of the overlayer was varied up to 30 MLs. 

The AFM images and the linescans in figure 5.1 illustrate the evolution of large 

LGR InAs QDs partially capped with GaAs of various thicknesses. The linescans were 

taken along the [110] and [-110] directions through the middle of the nanostructures. 
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Figure 5.1(a) shows the reference sample decorated with LGR InAs QDs after a 300 s GI 

at 460°C. The average dot height and diameter are 11.8 nm and 44.1 nm with ±5.5% and 

±8.5% fluctuation, respectively. The dot density is  3×109 cm-2. It is noteworthy that the 

size distribution and density are similar to the LGR QDs grown under the same 

conditions but without the 300 sec GI. Figures 5.1(b)-(f) illustrate the evolution of the 

QD at the initial stages of GaAs overgrowth at low temperature of 460°C. We find that 

the dot height collapses to 5-6 nm when capped with 3 ML GaAs. The material taken 

away from the top of the QDs is possibly seen as shallow elongated mounds around the 

QD in [-110] direction (Figure 5.1 (c)). An even more drastic shape change is observed 

after 6 ML GaAs deposition. At this stage the height has reduced to only 2.93 nm in the 

middle of the structure. The base of the partially capped QD experiences a further 

anisotropic elongation along the [-110] direction and the average base length defined 

along the [-110] and [110] directions increase to 148.0 nm and 69.5 nm, respectively. 

Furthermore, a shallow valley forms, which runs through the middle of the mound 

structure along the [110] direction (Figure 5.1(g) and (h)). The average depth of this 

valley relative to the flanking ridge is 0.47 nm. For 15 ML GaAs deposition, the valley 

depth increases to 1.45 nm but the base length and width are preserved. Figure 5.2(f) 

reveals that – for 30 ML GaAs thickness – the valley shape structure eventually 

transforms into a well-defined hole with an average depth of 0.73 nm. The elongation of 

the buried structures is attributed to the anisotropic migration of adatoms in the [-110] 

direction (Shiraishi et al., 1992). 

To investigate the effect of the cap layer on the shape evolution of the covered 

dot, the lattice mismatch between the cap and the dot was adjusted by varying the In 

composition and the thickness of the InxGa1-xAs overlayer. Figure 5.2 shows the AFM 
images and the corresponding linescans of the QDs by an InxGa1-xAs layer (x=0.1 and 

0.15). The deposited material, in case of 6 ML In0.1Ga0.9As, surrounds the existing dots  

and the buried dots elongate into the [-110] direction as shown in Figure 5.2(a). The 

initial dots become completely covered after the deposition of 30 ML of In0.1Ga0.9As. The 

base length defined in the [-110] direction increases with increasing thickness of the 

overlayer. 
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Figure 5.2 1×0.75 µm2 AFM images of large InAs QDs after (a) 6 ML, (b) 15 ML, 

and (c) 30 ML In0.1Ga0.9As overgrowth and (d) 6 ML, (e) 15 ML, and (f) 

30 ML In0.15Ga0.85As overgrowth at 460°C. The inset in (f) is a zoomed 

AFM image (0.2×0.15 µm2) of the dot overgrown with 30 ML of 

In0.15Ga0.85As. (g) and (h) show the linescans along [-110] of single 

partially covered dots with In0.1Ga0.9As and In0.15Ga0.85As, respectively. 



 

 

53

 
Figure 5.3 1×1 µm2 AFM images of large InAs QDs after (a) 0ML (b) 3 ML, (c) 6 

ML, and (d) 30 ML of In0.2Ga0.8As overgrown at 460°C. 
 

 

Figure 5.4  1×1 µm2 AFM images of large InAs QDs after (a) 3 ML, (b) 6 ML, (c) 15 

ML, and (d) 30 ML of GaAs overgrown at 500°C. 
 

Figures 5.2(d)-(f) shows a similar series of samples, where the overgrowth 

material consists of In0.15Ga0.85As. Figure 5.2(d) shows that after the deposition of 6 ML 

In0.15Ga0.85As small platelets with 2-3 ML height form around the QDs and arrange 

themselves in the [-110] direction. With further deposition up to 15 ML In0.15Ga0.85As, 

the overgrowth material mounts up around the QDs, leaving the QD shape in the middle 

unchanged. The material mounds around the dots are elongated and align along the [-110] 

direction. The In0.15Ga0.85As overlayer does not cover the dot even after 30 ML 

overgrowth, and there is a thin trench between the dot and the surrounding mound as 

shown in the inset of figure 5.2(f). In addition, when the In content of the overgrown 

layer is 20%, with only 3-ML thickness, we observed the formation of the tiny dots in 
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between the large dots as shown in figure 5.3(b). Further deposition of In0.2Ga0.8As 

increases the size and the density of the tiny dots (figure 5.3(c)-(d)). 

Moreover, we investigated dot shape evolution during the overgrowth at 500°C as 

shown in figure 5.5. At the first 3 ML of GaAs deposition (figure 5.5 (b)), the mound 

shape, with the remains of the QDs in the middle, form as the case of substrate 

temperature equal to 460°C and the QDs height rapidly decreases. With increasing GaAs 

thickness, we observe only the elongation of the mound structure without the ridge valley 

formation (figure 5.5(c) and (d)).  

The height (h) evolutions of the QDs as a function of the In composition and the 

thickness of the overlayer are summarized in figure 5.5. The definitions of the heights of 

the different structures are given in the figures. The height of the ridge-valley (ridge-hill) 

is defined from the bottom of the valley (the top of the hill) to the flat surface. By 

assuming that the overlayer simply surrounds the dot without any effects on the dot shape 

and size as the schematic in figure 5.5(a), the straight dotted line in figure 5.5(b) 

represents the expected height (the average dot height subtracted by the cap thickness, h0-

hcap). The average measured height is plotted as a function of the InxGa1-xAs thickness. 

We find that the height of partially covered dots approaches the dotted line with 

increasing In content. For In contents less than 20%, the measured dot height decreases 

faster than the increase of the cap layer thickness, indicating the collapse of the QDs at 

the early stage of the overgrowth. Similar observations were reported by Joyce et al. 

(2001) and Garcia et al.(1997). In case of an In0.2Ga0.8As cap, the dot height even slightly 

exceeds the expected height (dotted line). This behavior is caused by the formation of 

tiny dots between the existing large dots as presented in figure 5.4. Hence, overgrowth 

material is used to form these small dots instead of surrounding the large ones, which 

causes the deviation of the experimental data points from the dotted line in figure 5.5.  

An interesting result is observed if the QDs are overgrown at higher temperatures 

(500°C) (dashed line in figure 5.5). In this case the QDs collapse at the same rate as those 

overgrown at low temperature (460°C), but the height saturates at a value close to the 

case of In0.1Ga0.9As overgrowth. The inset of figure 5.5 shows the transition from the 

ridge-valley to the ridge-hill structure as a function of In content in the cap layer. The hill 

height and the valley depth are defined as the positive and negative value of h2 in the 
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schematic. The inset quantifies that the valley depth becomes shallower and even 

transforms into the hill structure when the In content of the overlayer is increased.  

 

 

 
 

Figure 5.5  (a) The schematic showing how the QD height (h) was obtained from 

AFM images after GaAs overgrowth; h0 is the initial dot height and hcap is 

the GaAs cap thickness. (b) Height (h) of partially capped large InAs QDs 

as a function of the cap thickness for GaAs (■), In0.1Ga0.9As (●), 

In0.15Ga0.85As (▲), In0.2Ga0.8As (▼) with the overgrowth temperature 

equal to 460°C and GaAs (□) with the overgrowth temperature equal to 

500°C.  The dotted line is the nominal height calculated from the dot 

height minus the cap thickness (h0-hcap), assuming that the cap only 

surrounds the dot. The inset shows the hill height or the valley depth (h2) 

as a function of In content for 6 ML and 15 ML InxGa1-xAs cap layer. 
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5.2  Surface chemical potential model 

 

 
 

Figure 5.6 Schematic illustrations of the term 
a

E )()(s
rr ϑζΩ

−Ω  for (a) free- standing  

(b) partially capped InAs QDs with thin GaAs. 

 

The experimental results in figure 5.5 reveal an important role of the In content of 

the InxGa1-xAs cap layer on the collapse of the dots. The material transport away from the 

InAs QDs is caused by a gradient of the surface chemical potential, which leads to the 

directional migration of adatoms on the surface. The influence of the cap layer on the In 

atom detachment from InAs QDs can be qualitatively described by a position-dependent 

surface chemical potential (Srolovitz, 1989; Ledentsov et al., 1996; Jesson et al., 1993; 

Xie et al., 1994). 

The chemical potential, µ , of In atoms can be written as  
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)()()( s0 rrr κγµµ Ω+Ω+= EInIn      (5.1) 

 

where In
0µ is the chemical potential of In adatoms on an unstressed surface. The second 

term describes the contribution of the surface elastic energy, )(s rE , to the chemical 

potential, with Ω  being the atomic volume. The third term is the surface energy 

contribution, where γ  is the surface energy per unit area and )(rκ is the surface 

curvature. The deposited GaAs covering the InAs QDs and wetting layer affects the 

elastic energy of the dots and the surface energy surrounding the dots. Due to the lower 

surface energy of InAs compared to most GaAs surfaces (Wang et al., 2000), there is a 

general tendency of InAs to cover the GaAs surface. The surface chemical potential of In 

atoms on partially capped InAs QDs with GaAs can be modified to (Ledentsov et al., 

1996) 

 

a
InIn )()()(E)( s0

rrrr ϑζκγµµ Ω
−Ω+Ω+=     (5.2) 

 

The last term modifies the chemical potential due to a wetting process, where ζ is the 

energy benefit due to the formation of a second wetting layer on the GaAs cap layer, a is 

the lattice parameter, and 1)( =rϑ  on the GaAs surface and 0)( =rϑ on the InAs surface. 

This concept was supported by the calculation of the total free energy of partially capped 

InAs dots with GaAs, which revealed that the reduction of the total free energy is caused 

by the redistribution of InAs to form the second wetting layer which will be presented in 

the next section (Wang et al., 2001). 

In our case, we assume that the local surface curvature remains unchanged when 

the dot is initially covered with a thin GaAs cap. We only consider the effects of the cap 

layer on the elastic energy and the energy benefit due to the wetting process on the 

chemical potential, i.e., 
a

)()(Es
rr ϑζΩ

−Ω . For a free-standing InAs QD on an InAs 

wetting layer, 0)( =rϑ  at every position and only the term )(Es rΩ  needs to be 

considered. The elastic relaxation of the QD causes a high strain energy at the QD edge  
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Figure 5.7 (a) Schematic illustrations of the chemical potential of Ga atoms during 

the overgrowth process for (b) the upper part shows TEM image show the 

tilted AlGaAs marker layer and the lower part schematically depicts the 

GaAs growth front evolution (Xie et al., 1994) 

 

as shown in figure 5.6(a) (Chen and Washburn, 1996; Barabási, 1997). The situation is 

changed when the InAs QDs are overgrown with a thin GaAs layer as shown in figure 5.6 

(b). The lower part of the dot becomes more compressed by the surrounding GaAs and 

consequently increases the surface elastic energy. It is plausible to expect the increase in 

strain energy at the edge of the partially covered InAs dot, which can cause In atom 

detachment (Barabási, 1997). The increase of the surface energy due to the surrounding 

GaAs layer also induces the detached In atoms to cover the thin GaAs cap layer surface. 

Hence, the change of the elastic energy and the surface energy during the overgrowth 

process cause the dissolution and the collapse of InAs QDs. 
We point out that during GaAs overgrowth not only do the In atoms tend to move 

from the dot to the cap surface, but also the deposited Ga atoms prefer to migrate away 

from the top of the dots. This tendency was described by the gradient of the chemical  
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Figure 5.8 Schematic illustrations of the term 
a

E )()(s
rr ϑζΩ

−Ω  for partially capped 

InAs QDs with (a) thin GaAs (b) thin InGaAs. 

 

potential of Ga adatoms due to both strain and surface curvature (Xie et al., 1994). Since 

at the top of the QDs was partially relaxed, the lattice mismatch between GaAs and InAs 

at the top of QDs is higher than that between GaAs and InAs at wetting layer where InAs 

is compressed by GaAs substrate. The strain profile modifies the chemical potential of Ga 

adatoms on surface as shown in figure 5.7(a), which induces the directional migration 

from the top of the QDs to the wetting layer region and hence reduces the growth rate of 

GaAs at the top of QD. This idea is supported by the TEM image in figure 5.7(b) which 

reveals the tilted of AlGaAs marking layer of the cap, confirming the lower growth rate at 

the top of the QDs.  Xie et al (1994) suggested that the strain from the QDs plays a major 

role to the growth rate reduction at the top of the QDs. From our AFM results, we 

therefore deduce that the In atoms migration away from InAs QDs plus the unfavorable 

growth of GaAs on the top of InAs QDs cause the collapse of the dot and the ridge-valley 

structure formation, respectively. 
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When the overgrowth material was changed from GaAs to InxGa1-xAs, the In 

content in the InxGa1-xAs cap layer affects both the elastic energy contribution and the 

energy benefit from the wetting process in eq. 5.2. By increasing the In content on the 

InxGa1-xAs cap layer, the lattice mismatch between the cap and the QD decreases, 

resulting in an elastic energy reduction. Moreover, the tendency of In atoms to cover the 

free cap surface decreases with high In content (we might estimate the effect of In 

content by interpolating )(rϑ  value between 0 and 1, depending on the In content). The 

InxGa1-xAs cap layer therefore decreases the In atom detachment rate and the migration of 

In atoms away from the QD to the cap surface. The schematic in figure 5.8 illustrates the 

effect of InGaAs cap layer to 
a

E )()(s
rr ϑζΩ

−Ω . As a consequence, the height of the 

InAs QDs during the overgrowth with InxGa1-xAs is partially preserved. 

The effects of the elastic energy distribution and the energy benefit due to the 

second wetting layer formation on the chemical potential can qualitatively describe the 

overgrowth process of the large InAs dots by both GaAs and InxGa1-xAs at low 

temperature (460°C). In case of high temperature overgrowth at 500°C, we still observe 

the collapse of QDs but we do not find any ridge-valley formation and the saturated 

height in figure 5.5(b) is higher than for the low-temperature cap. We suggest that at high 

overgrowth temperatures, In-Ga material intermixing across the interface of the QDs with 

the cap layer occurs and causes the surface around the dot to incorporate a certain amount 

of In. The In rich surface reduces the In atoms outward migration, similar to the growth 

of the InGaAs cap layer. Hence, the height saturates at a larger value than for the low 

temperature overgrowth. 

 

5.3 Thermodynamic model 

 

The chemical potential model presented in the previous section can qualitatively 

describe the kinetic process during the overgrowth of InAs LGR QDs with GaAs. 

Another idea that can also explain the surface evolution of partially capped QDs is based 

on the consideration of the total free energy being a sum of elastic and surface energy 

(Wang et al., 2001). The total energy, Etot, is a contribution of i) the elastic strain of the 
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pseudomorphic island and the surrounding substrate and capping layer, EElast, ii) the 

energy of the facets of the island and the interior walls of the hole, Esurf, and iii) the 

second wetting layer, Ewl. 

 
wlsurfelasttot EEEE ++=      (5.3) 

 

 
 

Figure 5.9 (a)-(e) Schematic of the transformation from a large InAs partially overgrown 

by a GaAs capping layer to a hole in five steps. (f) The energetic in for a 

density of partially covered island equal to 4.4×109 cm-2  (g) The energetic for 

a density of 4.4×109 cm-2 (solid line) compared with those for a density of 

1010 cm-2 (dashed lines). (Wang et al., 2001). 
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From figure 5.9, their calculation shows that the elastic energy, EElast , relief 

favors island dissolution, since the buried part of the island is under compressive strain. 

The removal of the tip of the pyramid from figure 5.9 (a) to (b) leads to a reduction of the 

surface area. From the steps b to e, the surface area of the pure InAs facets and the 

interior walls of the whole increases, and thus Esurf increases again. The wetting layer 

contribution arises from the difference in the surface energies of GaAs and InAs. The 

redistributed InAs on GaAs decreases the surface energy of the system. Hence, the sum 

of the contributions indicates that the dissolution for the island and hole formation is 

energetically favorable. From this calculation, they found out that the total energy 

followed the tendency of Ewl. They also suggested that the wetting effect plays a key role 

in island dissolution. This thermodynamic model is consistent with the chemical potential 

model, which suggests the outdiffusion of InAs from the QDs during GaAs overgrowth 

process.  

 

5.4 Effect of the overgrowth condition to the photoluminescence of InAs QDs 

 

QDs lasers have been thoroughly investigated due to their predicted improved 

operating temperature and ultra low power consumption.  The achievement of GaAs-

based structures emitting light at the range 1.3 µm and 1.55 µm is a major challenge since 

these wavelengths are the suitable for optical telecommunication systems.  There are 

reports of successful extension of the emission wavelength into the 1.3 µm regime by 

overgrowing QDs grown at a growth rate 0.1 ML/s with InGaAs layer (Tatebayashi et al., 

2001; Wang et al., 2000; Wang et al.; 2001).  In this section, we investigated the effects of the 

overgrowth process on the optical properties of the LGR InAs QDs and the role of 

overgrowth temperature on the large and small QDs.  

 

5.4.1 GaAs overgrowth 

After InAs QDs were grown at 500°C at a rate of 0.01 ML/s, the substrate 

temperature was ramped down to 430°C-470°C and 300 sec-GI is inserted, followed with 

6 ML of GaAs deposition at the temperature ranging from 430°C to 500°C.  The  
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Figure 5.10 (a) PL spectrum of InAs QDs capped with GaAs at different temperature 

(b) PL peak as a function of the growth temperature of GaAs cap layer. 
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Figure 5.11 PL spectrum of InAs QDs capped with GaAs at (a) 0.6 ML/s at 500°C  (b) 

0.1 ML/s at 450°C and (c) 0.6 ML/s at 450 °C 

 

substrate temperature was increased to 500°C during the deposition of the remaining 

GaAs layer. In the case of GaAs overgrown at 500°C, the 300 sec GI was removed to 

prevent In desorption. PL spectrum and the summary of the peak and FWHM with 

substrate temperature are shown in figure 5.10. The PL peak red shifts from 1.054 eV to 

0.949 eV and then saturates when the growth temperature of GaAs cap is decreased to 

470°C.  While the FWHM continually decrease from 38 meV to 22 meV when the Tcap 

reaches  450°C.  

Figure 5.11 shows the comparison between the PL spectra from different 

overgrowth processes (a combination between different growth rate and substrate 

temperature) during the overgrowth.  The spectral result in (a) is obtained by overgrown 

QDs at 500°C at a rate of 0.6 ML/s, where the peak locates at 1.054 eV with 38 meV 
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linewidth. Spectra (b), the growth rate of GaAs cap is 0.1 ML/s but the substrate 

temperature decreases to 450°C, we obtain the PL peak at 1.028 eV with a 95-meV 

linewidth. If we change the growth rate of GaAs cap layer to 0.6 ML/s at 450°C, the peak 

shifts to 0.949 eV with 22 meV linewidth. The red shift and the linewidth narrowing by 

low temperature-capping process and high growth rate can be explained by the 

suppression of In segregation during the overgrowth process. 

It is widely recognized that, indium segregates during the growth of 

InGaAs/GaAs QW which is the ultimate limitation to the building of abrupt interfaces. 

This limitation is evident from the optical properties of the QW. As described by Dahaese 

et al. (1995) and Grandjean et al. (1996) that in the temperature range of the III-V MBE 

growth, the bulk diffusion can not be effectively be operative. Therefore, atomic 

rearrangement, leading to indium segregation during the epitaxy, is a surface or a near-

surface process. This can be seen as an exchange reaction between the substrate, the 

epilayer and the impinging atoms. The segregation process is kinetic process, which is at 

maximum at thermodynamic equilibrium and is possible to reduce by keeping the system 

away from the equilibrium by means of decreasing substrate temperature or increasing 

growth rate.  We can simply provide a quantitatively idea of the relationship between the 

In segregation and the growth rate and the substrate temperature of the cap layer. The 

model we used is the simple kinetic model assuming that the exchange of In and Ga 

atoms occurs only between the first two monolayers. The details of the model are 

described by Dahaese et al. (1995).   

Figures 5.12(a) and (b) are the In concentration profile evolution with different 

growth temperatures and growth rates, respectively.  Parameters in our calculation are 

that the 2-ML InAs are grown at 500°C with 0.01 ML/s and the 30 ML GaAs cap layer is 

deposited at different conditions.  The calculation excludes the desorption of In atoms at 

500°C. Even though these profiles are not the profile from the QDs structure but from the 

2 ML InAs QW structure, they provide an idea of the In segregation depending on growth 

rate and substrate temperature.  From the calculated profile, at substrate temperature 

equal to 450°C, the In segregation is enhanced when GaAs growth rate is 0.1 ML/s. If the 

growth rate was kept at 0.6 ML/s, the substrate temperature equal to 500°C would cause 

more segregation. The calculation results are consistent with the experimental results  
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Figure 5.12 Indium concentration profile evolution of GaAs/InAs 2 ML grown at 

500°C and covered with 30 ML GaAs (a) grown at 450°C with 0.1 and 0.6 

ML/s and  (b) grown with 0.6 ML/s at 450°C and 500°C 

 

that the segregation is enhanced by low growth rate and high growth temperature of 

GaAs overgrowth layer, resulting in the blue shift of the PL spectrum. 

 

5.4.2 InGaAs overgrowth 

 

From the previous experiment, we can extend the emission wavelength from the 

large InAs QDs, which are capped with GaAs by suppressing the In segregation in GaAs 

layer. Low substrate temperature overgrowth and high GaAs growth rate successfully 

provide 1.3 µm emission with a narrow linewidth. By using GaAs matrix, it is difficult to 

extend  
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Figure 5.13 (a) The PL peaks of the ground state (GS) and excited state (ES) of LGR 

InAs QDs overgrown with 15 ML InxGa1-xAs as a function of In content. 

(b) PL spectrum with normalized intensity. 

 

the emission wavelength beyond 1.3 µm, though there is a report from da Silva. et al. 

(2003)  that they can tune the emission wavelength to 1.3-1.5 µm by using extremely low 

growth rate (0.003 ML/s). However, the PL intensity is deteriorated. By using the InxGa1-

xAs strain-reducing layer, several groups succeed to extend the emission wavelength from 

small InAs QDs to 1.3-µm.  The InGaAs layer decreases the barrier around the dot, 

decrease the strain between the matrix and the QDs and also suppresses 



 

 

68

 
Figure 5.14 Indium concentration profile evolution during overgrowth 2 ML InAs with 

15 ML of InxGa1-xAs by using different content. 

 

the In segregation. We therefore apply this technique to InAs LGR QDs to extend the 

emission wavelength beyond 1.3-µm regime.  

Figure 5.13  is the summary of PL peak position of the ground state and the 

excited state with 15 ML of InxGa1-xAs and PL spectrum with normalized intensity.  PL 

ground state peak red shifts with In content from 0.949 eV to 0.915 eV and the separation 

between ground state and excited state is constantly equal to 65 meV, implying that the 

InxGa1-xAs does not affect on the separation between the two states. With In content 

larger than 10%, the PL intensity is drastically reduced.  We attribute the deterioration of 

the crystal quality to the large amount of In causing highly strain and introducing the 

dislocations to the experimented samples. 

Figure 5.14 is the gradient of In composition of 2 ML InAs covered with 15 ML 

InxGa1-xAs with the different x calculated by the same model as those used in figure 5.11. 

The InxGa1-xAs cap was overgrown at 460°C with a growth rate of 0.6 ML/s. The 

gradient clearly shows that InGaAs cover layer suppress the In segregation from the InAs 

layer the cap layer. From AFM measurement, the height preservation of the QDs is also 

observed. However, from PL results in figure 5.15(a), the PL peak is saturated at 0.910 

eV when the In content is larger than 15%. This can be explained by the formation of the 

small dot in between the large dot when the In content in InGaAs layer reaches 20% as 

shown in AFM results in figure 5.3, hence the strain reducing layer can not cover the 

QDs and can hardly suppress the In segregation. 
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Figure 5.15 (a) The PL peaks of InAs QDs overgrown with In0.1Ga0.9As and 

In0.15Ga0.85As as a function of thickness. (b) PL spectrum with normalized 

intensity. 

 

If the thickness of InxGa1-xAs with x=10% and 15% was changed from 0-30 ML, 

PL peaks red shifted with the increasing in InGaAs thickness since the InGaAs layer 

could not cover QDs and thus GaAs barrier could affect the structural properties of QDs. 

Figure 5.15(a) reveals that for x= 10% when the InGaAs exceed 15 MLs, the PL peak is 

saturated and the intensity drastically decreased. In the case of x=15%, the PL signal 

from the structure can not be obtained. 
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5.4.3 In-Ga intermixing effect on PL spectrum of large and small dots 
 

 
 

Figure 5.16 Room-temperature PL spectra of InAs QDs grown at InAs growth rates of 

0.01 ML/s and 0.2 ML/s overgrown at different substrate temperature. 

 
Since the In segregation strongly affects properties of QDs, in this experiment the 

segregation process in different QD types is comparatively studied by PL measurement. 

Figure 5.16 shows comparative room-temperature PL spectra QDs grown at growth rates 

of 0.01 ML/s and 0.2 ML/s overgrown at 450-500°C. At the overgrowth temperature 

equal to 500°C, the PL peaks located at 1.054 eV and 1.117 eV for the 0.01 and 0.2 

ML/s, respectively.  When the overgrowth temperature was decreased to 450°C, the PL 

peaks red shifted to 0.945 eV and 0.992 eV, indicating a clear redshift of 109 meV and 

125 meV for large and small dots, respectively.  Furthermore, the linewidths decreased 

from 38 and 51 meV to 23 and 26 meV with decreasing overgrowth temperature. We 

attribute the redshift and the linewidth narrowing mainly to the suppression of In 

segregation during the GaAs overgrowth at low temperature (Kiravittay et al., 2001; 

Schmidt et al. 2002; Eberl et al., 2001). In addition, TEM measurement show that the low 
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temperature overgrowth can preserve the shape of the QDs (Eberl et al., 2001). The PL 

results reveal that the In segregation has a strong effect on the small QDs. We explain 

this circumstance by the higher ratio of the surface area to the volume of small dots since 

the segregation process removes material from the surface.   



Chapter 6 

 
Self assembled nanohole 

 

Heteroexpitaxial growth of highly strained structure has gained much interest as it 

offers the possibility to create dislocation free nano-islands.  The island formation occurs 

due to strain relaxation during the deposition of lattice mismatched material.  After the 

islands grow over a certain critical size, misfit dislocations form to relieve the strain 

energy in the system.  It is shown that when the islands are overgrown, the strain plays an 

important role in the surface evolution of the overgrowth layer and the island shape itself 

as discussed in chapter 5.  Moreover, the buried islands induce a spatial strain modulation 

on the surface of the cap layer, which is responsible for the uniform size and the vertical 

alignment of multi-stacked structure.  In some material systems, the strain fields also 

provide a possible route to create lateral ordering of islands (Springholz et al. 2001).  

Hence, the strain is a crucial parameter in the formation of the self-assembled 

nanostructure.  

In this work, the strain field in the GaAs cap layer created by buried InAs QDs are 

utilized as a self-patterning to create new structures.  Schuler et al. (1998) reported the 

realization of holes on GaAs cap layer by in situ etching process.  The strain modulation 

from buried InAs QDs locally enhances the etching rate of GaAs, inducing hole 

formation.  However, these results show inhomogeneous holes which are probably due to 

the high density and inhomogeneity of the initial InAs QDs grown by using high growth 

rate.  This research work focuses on nanohole fabrication, which utilizes the large InAs 

QDs as an initial template for the hole creation.  The large QDs with low density are 

supposed to provide the higher and non-overlap strain field which might improve the 

uniformity of the holes structure. Due to the nanometer-size of holes obtained by this 

technique, we therefore name the investigated structure as nanohole.   

This chapter presents the details of the nanohole realization process.  The GaAs 

cap layer thickness and the etching time (the nominal etching depth) were systematically 

varied to study the nanohole formation by using AFM and PL characterization.  The 

stability of the nanohole was studied by in situ annealing experiment. 
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6.1 Nanohole fabrication process 

 
Figure 6.1 Schematic illustration of the nanohole fabrication process (a) initial InAs 

QDs, (b) overgrowth of InAs QDs with GaAs and (c) the nanohole 

formation by supplying the AsBr3 in situ etching gas on to GaAs cap layer.  

 

Figure 6.1 illustrates the details of nanohole fabrication process. After 0.4 µm 

GaAs buffer growth, 1.8 ML InAs QDs were grown at Ts = 500°C using a very low 

indium growth rate of 0.01 ML/s.  A 30 s growth interruption was introduced in order to 

improve the size homogeneity (Kiravittaya et al., 2001).  The substrate temperature was 

decreased to 470°C and the GaAs layer was subsequently deposited to cover InAs QDs 

layer, followed by the etching process by introducing the AsBr3 in situ etching gas to the 

growth chamber. The etching rate is 0.24 ML/s for the GaAs and the substrate 

temperature was kept at 500°C which is in the supply rate-limited region as described in 

chapter 2.  In this experiment, the GaAs cap layer thickness and the amount of AsBr3 

were systematically varied.   For PL measurement, the nanoholes were covered by GaAs 

grown at 500 °C 

 

6.2 Nanohole formation 

 

Figure 6.2 shows selected AFM images of self-assembled nanoholes fabricated by 

supplying the AsBr3 etching gas onto 10-nm GaAs layer.  After covering InAs QDs 
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Figure 6.2 1×1 µm2 AFM images of surface evolution during the nanohole fabrication 

process. (a) 1.8 ML InAs QDs (b) the rhombus structure obtained by 10 

nm GaAs overgrowth.  The nanohole structure obtained by different 

nominal etching depth (c) 1 nm, (d) 3 nm, (e) 5 nm, (f) 8 nm and (g) 10 nm 

 

shown in figure 6.2(a) with 10 nm of GaAs layer, the rhombus-shaped structure with a 

tiny hole at the center was obtained (figure 6.2(b)).  The GaAs surface morphology of the 

cap layer changes when AsBr3 etching gas is supplied to the sample surface.   With 

increasing the nominal etching depth, the holes at the center of rhombus structure 

increase in both depth and diameter as shown in figures 6.2(c)-(d), and then the hole 

shape transforms to the bow-tied shape hole (figure 6.2(e)).  The AFM images in figure 

6.2(f) and (g) reveal that with increasing the nominal etching depth beyond 5 nm, the 

hole depth is preserved while the diameter significantly increases.  Moreover, the etched 

surface becomes rougher with increasing the etching time. The formation of the bow-tie-

shaped holes is attributed to the anisotropic initial rhombus structures and an anisotropic 

etching rate (Schuler et al., 2000).  

The average hole depth and diameter in [110] direction were obtained from AFM 

images and plotted as a function of nominal etching depth in figure 6.3(a).  The  
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Figure 6.3 (a) The average depth and diameter in [110] directions versus nominal 

etching depths. (b) Ratio between average diameter and depth as a 

function of nominal etching depth.  Note that the depths are measured 

from the vertical distance between rims along [110] direction and the 

bottom of the holes. 

 

ratio between depth and diameter versus nominal etching depth is shown in figure 6.3(b) 

The etching mechanism can be divided into two distinct regimes.  In the first regime 

where  nominal etching depths is equal or less than 1 nm, the diameter and the depth 

increase with the  nominal etching depth, but the ratio between diameter and depth 

decreases.  If the etching gas is further supplied, we enter the second regime where the 

holes mainly increase in diameter but the depth slightly decreases. The ratio between the 

diameter and the depth follow the tendency of the diameter increment.   In this second  
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Figure 6.4 (a) Low temperature PL spectra during nanohole fabrication process.  The 

peaks at lower energy come from the remaining buried InAs QDs. (b) The 

summary of the PL peak energies as a function of nominal etching depth. 

 

regime, the holes transforms from a rhombus-like structure with a small hole in the 

middle to a bow-tie- shaped structures.   

To understand more about the etching mechanism, the etched structures are 

overgrown with GaAs to record the PL of the remainders of the QDs.  The PL spectra and 

the summary of PL peak energy at 8 K versus the nominal etching depth shown in figure 

6.4 show a systematic blue shift of the QD-related peak.  The initial peak of 1.8 ML of 

InAs QDs is located at 1.022 eV.  After a 0.33 nm nominal etching depth, the peak shifts 

to 1.081 eV and further to 1.320 eV when the etching depth reaches 3 nm.  The blue shift 

of QD related peak is the evident that the etching gas removes the material from the QDs, 

causing the decrease of the dot size.  The peak disappears after 5-nm nominal etching 

depth, implying that the InAs material is completely removed. The energy  
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Figure 6.5 TEM image of a hole fabricated by 10-nm GaAs capping and 5-nm 

nominal etching. 

 

of the signal at 1.412 eV from the initial wetting layer remains unchanged during the 

whole etching procedure.  It is noteworthy that the PL linewidth of the buried QDs during 

the etching process is in the range of 24-40 meV, implying that the dots were uniformly 

etched by AsBr3.  

In order to confirm the AFM results, cross-sectional TEM was performed. The 

TEM image of a hole fabricated by a 10-nm GaAs cap layer and 5-nm etching is shown 

in figure 6.5. The depth and diameter measured from the figure are ~ 6 nm and 50 nm 

measured in [1-10] direction, respectively.  The hole shape and size agree well with AFM 

investigation.  TEM image reveals that the underlying InAs QD has been etched away 

completely, while the initial wetting layer (WL) is still present. Moreover, we found that 

the remaining GaAs on the WL is ~5.3 nm thick. This is due to the fact that the etching 

process is in the supply rate-limited region, hence, the enhanced etching rate on the area 

around the top of the buried QDs causes a reduction of the etching rate on the flat surface.  

The TEM results greatly agree with the PL results that at 5-nm nominal etching depth, the 

QDs related peak disappear and only the WL peak remains. 

In case of the 15-nm GaAs cap layer, the initial surface is the ridge valley 

structure as shown in figure 6.6(a).  The rhombus like structure forms with a tiny hole in 

the middle of the structure when the supplied AsBr3 equal to 1-nm nominal depth (figure 

6.6(b) transforms to the bow-tied shaped holes after 3 nm-nominal etching depth was 

supplied (figure 6.6(c)).  The depth evolution during the etching process of different cap 

thicknesses as a function of nominal etching depth is shown in figure 6.7.  The etching of 

the holes can be divided into two regimes similar to the case of the 10-nm GaAs cap. The 

transition from the first regime, occurs at a nominal etching depth of about 4 nm.  

Whereas the hole depth of the 10-nm capped samples saturates at a constant value of  
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about 6 nm after a nominal etching depth of 1 nm, the 15-nm capped structure shows a 

more gradual increase of the hole depth up to 4 nm.   

 

 

 
Figure 6.6 1×1 µm2 AFM images of surface evolution during the nanohole fabrication 

process by using GaAs cap thickness equal to 15 nm.  The nanohole 

structure obtained by different amount of nominal etching depth (a) 0 nm, 

(b) 1 nm, (c) 3 nm, and (d) 5 nm. 

 

 
 

Figure 6.7 Average hole depths versus nominal etching depth for 10 nm (■) and 15 

nm (●) GaAs capped. 
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6.3 Nanohole formation mechanism 
 

 
 

Figure 6.8 Schematic illustration of the possible parameters which lead the nanohole 

formation i.e. the material selectivity of the etching gas due to In 

segregation, the strain field from the buried InAs and the surface curvature 

of the etched front. 
 

Kim et al. (2002) proposed a model of the etching reaction between the solid and 

etching gas interface that the etching speed is directly proportional to the chemical 

potential on the surface, which is contributed by the surface curvature term (which is 

related to the surface energy) and the strain energy term as described in chapter 5.  We 

therefore applied this model to qualitatively explain the in situ etching mechanism.  In 

our experiment, there are three possible parameters which are attributed to the evolution 

of the surface morphology during the etching process.  First, material selectivity of the 

etching gas on the etched surface due to the In segregation from InAs QDs to GaAs cap 

layer.  Second, the surface curvature of the etched front which can modify the chemical 

potential. Third, the strain contribution term which affects atomic bonding of the etched 

material.  All parameters are depicted in the schematic shown in figure 6.8 

 

Material selectivity 

Schuler et al. (1998) reported material selectivity of the AsBr3 etching gas that the 

etching rate of InAs is 1.24 times higher than that of GaAs at the supply rate limited  
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Figure 6.9 The simplified picture of the material selectivity mechanism.  Assuming 

that In segregation process cause the uniform In-riched profile with In 

content 100% above QDs. (a) before etching process (b) after etching 

process for time t. 
 

regime. The etching rate of InGaAs can be linearly interpolated from these two values.  
For the first regime where the hole depth and diameter rapidly increase, if we consider for 

the extreme case that the In segregation causes the In rich region above the QDs as shown 

in the simplified schematic in figure 6.8(a), the results can not provide a good explanation 

for the nanohole formation.  For example, for the 1-nm etched sample with the 10-nm 

GaAs cap layer, the average hole-depth is 6 nm. This result means that the etching rate 

above the QDs is 6 times higher than the etching rate on the flat surface, which cannot be 

fully explained by the material selectivity of the etching gas. 

 

Strain energy contribution 

Assume that the initial etched front is completely flat and no In segregation 

process occur, the etching mechanism can simply be drawn as shown in figure 6.10.  To 

understand the effect of the strain energy, the simple normalized strain energy 

distribution of the island in the isotropic elastic medium by approximating the island as a 

point-like source as  proposed by Springholtz et al. (2001) is plotted in figure 6.10(b).  
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Figure 6.10 (a) Schematic illustration of the strain field in the strain field in GaAs cap 

layer which enhances the etching rate of GaAs. (b) The radial strain energy 

distribution on the cap layer with different cap thickness (h) (Springholtz 

et al. (2001).  

 

Since InAs at the QDs are more relaxed compared to the wetting layer region, the 

GaAs cap layer above the QDs thus experience tensile strain which induces a higher 

strain energy.  As a consequence, AsBr3 etching gas can remove the material from those 

positions easily and originate the nanohole structure.  Since the strain energy decrease as 

a function of the distance (Yu et al., 2001; Daruka et al. 1999), when the cap layer 

thickness increases, the strain enhancing mechanism is not strong.  The gradual increase 

of the hole depth in the case of 15 nm cap thickness is a clear evident of the strain 

reduction with the cap thickness. 
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Surface curvature contribution 

At an early stage of the etching process, the etched surface can be approximated 

as a flat surface, therefore the surface curvature can be neglected.  When the nanohole 

forms, the surface curvature of the etched front starts to play a role on the etching 

mechanism.  From Jesson et al. (1993), the surface curvature can be calculated by 
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xhrκ , where )(xh is the height of the surface at lateral position. 

 

 
 

Figure 6.11  (a) The hole structure (b) the corresponding hole curvature and (c) the 

surface evolution after time t by assuming the etching process is 

proportional to the curvature (dotted line represent the initial hole in figure 

6.11(a)). 
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The plot of the concave curve which represents the hole structure with its 

corresponding curvature is shown in figure 6.11.  Kim et al (2001) proposed that the 

etching rate is proportional to the chemical potential, therefore, the etching gas would 

prefer to flatten the surface which results in the widen of the hole diameter during the 

etching process.  From experimental results, the second regime shows the slightly 

decreasing of the hole depth and the continuous increase of the hole diameter with a 

slower rate compared to the first regime, therefore, the etching mechanism is expected to 

be different.  In addition, the PL peak evolution shown in figure 6.4 which show the 

systematically blue shift with increasing of the etching depth, implying that the material 

from the buried InAs QDs was taken away by etching gas, as a consequence the strain 

from the buried dots was reduced.  We, therefore, draw a conclusion from AFM and PL 

results that the etching mechanism in the second regime is due to surface curvature 

contribution.  In other word, atomic bonding of the material at the hole edge is weaker 

compared to other places, thus the AsBr3 etching gas can preferentially remove atoms at 

those positions.   

In conclusion, we qualitatively describe the etching mechanism using the 

chemical potential concept.  In the first region, where the depth and diameter increase 

rapidly, the strain enhance etching rate is the dominant mechanism which is responsible 

for the origin of the nanoholes.  In the second region, where the depth shows the 

saturation while the diameter still increases, the curvature term is the factor which 

enhances the etching rate in the lateral direction.   

 

 

6.4 Stability of the nanoholes  

 

Thermal stability of the holes was investigated by annealing the samples at 

450°C and 500°C under As4 atmosphere by systematically varying the annealing time 

from 0-300 second.  The initial hole in this experiment is the bow-tied shaped hole 

obtained by 5-nm nominal etching of 10-nm GaAs cap layer.  The hole depth decreases 

with annealing time and the hole periphery changes from the bow tied shape to an 

elliptical  
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Figure 6.12 1×1 µm2 AFM images of nanohole at different annealing time (a) 0 sec, 

(b) 60 sec, (c) 120 sec, (d) 300 sec 
 

 
 

Figure 6.13  Hole depth as a function of annealing time at 450 °C and 500 °C. 

 

structure (figure 6.12).  The average hole depth as a function of annealing time at different 

temperatures in figure 6.13, revealing that the depth decrement rate increases with 

annealing temperature.  The observed results can be qualitatively explained by the 

gradient of the chemical potential on the surface. Since the buried InAs QDs are 

completely removed in the nanohole used for this investigation, which is the strain 

contribution, is negligible in this case.  The gradient of the chemical potential will follow 

the curvature term as depicted in figure 6.11 will drive the Ga atoms on the nanohole 

template to migrate down hill to the hole, causing the decrease of the hole depth during 

the annealing time.  By increasing the annealing temperature, the hole depth decreases 
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more rapidly which is attributed to the higher adatom density on the surface and larger 

migration length of Ga adatoms at higher substrate temperature.  The depth decrement of 

the nanohole during the annealing process is named as self-collapsing process. 

 



Chapter 7 
 

Quantum dot molecule  
 
 

The self-assembled QDs caused by the strain-driven SK growth show an 

advantage of a possibility to obtain nanometer-sized islands without any expensive nano 

lithography process.  However, the drawback of this growth process is that the random 

nature of island formation leads to the non-uniformity and unpredictable manner of 

spatial distribution.  For optical applications, an ensemble of uniform distribution of QDs 

without spatial ordering might be adequate.  However, for most electronics applications, 

accurate position control is required.  Techniques which can provide lateral ordering of 

self-assembled QDs are still a major challenge from both physics and engineering points 

of view.   There are several attempts to order the position of self-assembled QDs groups 

such as the utilization of lithographic defined patterned to control the growth kinetics and 

island nucleation (Karmins et al., 1997; Gin et al., 1999; Lee et al, 2000), the self 

patterning of strain field by the growth of stack QDs multilayer (Capellini et al., 2003), 

and the spontaneous forming of island group by annealing process (Zhang et al., 2001).  

The aim of this chapter is to report an intriguing way of producing laterally and 

closely spaced self-assembled QDs, named QD molecule, by an in situ process, which is 

a combination of epitaxial growth and atomically precise etching.  It was described in 

chapter 6 that the nanoholes could be created by strain modulation in GaAs cap which 

locally enhanced the etching rate of GaAs above the buried InAs QDs.  Due to a simple 

and clean process and the obtained nanometer size without any prepatterning, the 

nanohole is therefore a promising template to laterally order self-assembled QDs. 

This chapter starts with the QDs molecule realization process. Then the AFM and 

PL experimental results are presented. Finally, a possible model of the mechanism which 

is expected to occur during the deposition of InAs to the nanoholes, causing the molecule 

formation is proposed. 
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7.1 QD molecule fabrication process 

 

In this experiment, the nanohole are used as an initial template to laterally order 

self-assembled QDs.  The realization process of the QDs molecule fabrication process 

therefore consists of two main parts: the realization of nanohole template and the growth 

of QD molecule. 

 

Nanohole template 

The initial layer for nanohole template creation is a 1.8 ML InAs self-assembled 

QD layer deposited at 500°C using a very low In growth rate of 0.008- 0.01 ML/s.  The 

substrate temperature was lowered down to 470°C and a 10-nm GaAs cap was deposited 

while the temperature was ramped up to 500°C.  After GaAs deposition, the AsBr3 

etching gas was subsequently supplied at a substrate temperature of 500°C to produce the 

nanoholes, by using a 5 nm-nominal etching depth.   The bow-tied nanoholes are used as 

a template for the deposition of InAs at 500°C.  

 

QDs molecule fabrication 

After a nanohole template was created, the InAs was deposited at different 

substrate temperatures ranging form 450°C-500°C and the amount of InAs deposition 

was systematically varied to understand the QD formation mechanism.  The growth rate 

of InAs was kept at 0.008-0.01 ML/s throughout this experiment.  For PL measurement, 

the QD molecule was embedded in a GaAs matrix and an AlGaAs confinement layer. 

 

7.2 QD bi-molecule 

 

Bow tied shaped hole template with a depth of around 5-6 nm shown in figure 

7.1(a) is used as a new growth front for InAs deposition at 500ºC.  By systematically 

varying the InAs thickness from 0-2.5 ML, the surface evolution during the filling 

process was obtained by AFM investigation.  Figures 7.1 (b)-(d) illustrate that the hole 

depth becomes shallower and the diameter is narrower along the [1-10] direction during 

0-0.6 ML InAs deposition.  The morphology recovers an atomically flat surface after 0.8- 
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Figure 7.1 1×1 µm2 AFM images of surface evolution during the filling hole at 500°C 

with InAs (a) 0 ML (b) 0.2 ML (b) 0.4 ML (d) 0.6 ML (e) 0.8 ML (f) 1.4 

ML (g) 1.8 ML and (h) 2.5 ML. 

 

 

 
 

Figure 7.2  (a) The center-to-center distance between the QDs in the bi-molecule 

arrangement. The inset shows 125×125 nm2 AFM image of bi-molecule 

structure (b) and (c) show cross-section TEM images of in situ etched 

nanohole and lateral InAs QD bi-molecule, respectively 
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1.4 ML InAs deposition (Figure 7.1(e)-(f)).  For the 1.6 ML InAs filled holes, the initial 

state of the bi-molecule formation can be seen.  The density of the bi molecule structure 

with slightly different sizes for each of the two QDs with an alignment along the [1-10] 

direction increased when 1.8 ML InAs was deposited as shown in figure 7.1(g).  Further 

InAs deposition to 2.5 MLs leads to a fully-developed bi-molecule structure as shown in 

figure 7.1(h).   

The center-to-center distance distribution of the QD bi-molecule ensemble, 

which is obtained from 2×2 µm2 AFM image, is shown as a histogram in figure 7.2(a).  

By using a Gaussian distribution function, we obtain a mean center-to-center distance of 

44.6±3.6 nm, which is similar to the distance between the QDs in the cross-sectioned 

TEM image (Figure 7.2(c)).  From the dimension of the initial hole in figure 7.2(b), we 

infer that the QDs nucleate at the hole edges. 

To understand the filling hole process and investigate the crystal quality of the 

structures, after InAs was deposited onto the nanoholes, the GaAs layer was then 

deposited to cover the structure for further PL measurements.  The PL results at 8 K and 

room temperature are agree well with the AFM results.  Figure 7.3(a) shows systematic 

PL study at 8 K of the bi-molecule formation process.  For 5 nm nominal etching depth, 

the wetting layer (WL) signal at 1.414 eV is the dominant peak, indicating that the 

underlying QDs are completely removed and only the WL remains. At 0.2 ML InAs 

deposition, we observe another peak at 1.396 eV, which we attribute to the second InAs 

layer that partially filled the etched holes. For 1.6 ML InAs deposition, two peaks coexist 

in the spectrum, (apart from the third peak at 1.412 eV, which originates from the WL of 

the initial layer).  The peak at 1.392 eV is appointed to some filled holes with InAs and 

the peak at 1.328 eV is attributed to the initial stage of the QD bi-molecule formation.  

This peak red-shifts to 1.046 eV with further InAs deposition and can therefore be 

attributed to fully developed QD bi-molecules.  The linewidth of the peak is 29 meV, 

indicating a good size uniformity of the QD bi-molecules.  Figure 7.3(b) is the summary 

of PL peak at room temperature as a function of InAs.  The WL signal is the dominant 

peak until 1.6 ML InAs deposition and then the peak from the QDs in the second layer 

can be observed.  It is noteworthy that for 2.5 ML InAs deposition, the QD bi-moelcules 

emit at 0.972 eV with 30 meV-linewidth and the PL intensity is comparable  
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Figure 7.3. (a) PL spectra of the filled hole structure during the bi-molecule 

fabrication process at low temperature. (QDBM: QD bi-molecule, FH: 

filled hole, WL: wetting layer). (b) PL peak energy versus amount of 

deposited InAs at room temperature 

 

to the original QD layer, which underlines a good size uniformity of the structure and the 

high crystal quality of the samples, respectively.  Note that for room temperature 

measurements, the excitation power is 5 W for WL peak and 50 mW for QDs molecule 

structure. 
 

 

7.3 QD Multi-molecule  
 

From the nanohole annealing experiment, we found out that the nanohole rapidly 

collapse at a substrate temperature of 500°C due to the negative curvature of the 

nanoholes which drive Ga adatoms on surface down to the holes as described in chapter 

6.  
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Figure 7.4 1×1 µm2 AFM images of multi-molecule structure fabricated by deposited 

InAs onto nanoholes at 450°C and 500°C (a) and (d) 1.2 ML,  (b) and (e) 

1.4, (c) and (f) 1.6 ML, respectively. (d) 1.7 ML and  (h) 1.8 ML. (The 

height scale is 5 nm.) 

 

To prevent the self-collapse mechanism during the filling hole process, the 

substrate temperature was decreased to 450°C, where the collapse rate is low and then 

InAs was then deposited to fill the nanoholes.  Figure 7.4 shows the comparison between 

the selected AFM images during the filling process at 450°C and 500°C with different 

amounts of InAs.  At a substrate temperature of 450°C, with 1.2-ML of InAs which is far 

less than the critical value for InAs QDs formation, we observe the remains of the 

nanoholes with the InAs QD nucleation at the edge (figure 7.4(a)).  Further depositing 

InAs to 1.4 ML, the QD nucleation density increase and preferentially occurs at the edge 

of the nanoholes (figure 7.4(b)).  With the growth of 1.6 ML of InAs, the multi-molecule 

structure is obtained and the dot nucleation start forming on the flat surface between the 

molecule structure as shown in figure 7.4(c). Moreover, we can identify a small 

depression in the inner part of the molecule structure. Further depositing InAs to 1.7 ML, 

leads the growth of island which stay on the flat surface in between QD molecule (figure  
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Figure 7.5  1×1 µm2 AFM images of multi-molecule structure fabricated by deposited 

InAs onto nanoholes (a) 2.5 ML at 500°C  (b)1.8 ML InAs at 470°C (c) 

2.0 ML InAs at 470°C, and (d) 1.8 ML InAs at 450°C 

 

7.4(d)).  In this case we can clearly see that the QD preferentially grow at kinks or the 

atomic steps. The small depression inside the molecule structure is hardly observed due 

to the larger QD size in molecule structure.  

Figures 7.4 (e)-(f) are the surface evolution during the filling hole with InAs at 

500°C.  The surface morphology developed in a completely different way compared with 

those at 450°C, mainly due to the larger collapse rate at this temperature.  With 1.2 ML 

of InAs, the surface becomes atomically flat.  There is no evident of the remaining of the 

nanoholes on the surface.  With 1.4 ML of InAs, the 2D islands which is the initial state 

of QDs are observed on the surface.  The nucleation of the QDs can be seen on the 

surface at 1.6 ML of InAs deposition. This deposited amount is comparable to the critical 

value for InAs QDs formation on the flat surface.  Most of the QDs nucleation form in 

pairs with each having different size and align along [-110] direction.  The density of the 

initial bi-molecule structure increases when 1.8 ML of InAs was deposited. 
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By changing the substrate temperature for InAs deposition from 450 to 500°C and 

the amount of InAs from 1.8 to 2.5 ML, the dominant number of QDs per molecules (n) 

can increase to 6 as shown in figure 7.5.  Figures 7.6(a), (b), (c) and (d) are bi molecule 

(2 dots per molecule), tri-molecule (3 dots per molecule), quad-molecule (4 dots per 

molecule), and hexa-molecule (6 dots per molecule) which are obtained by the deposition 

of 2.5 ML InAs at 500°C, 1.8 ML InAs at 470°C, 2.0 ML InAs at 470°C, and 1.8 ML at 

450°C, respectively.  We found out that the numbers of QDs per molecule are sensitive to 

the growth conditions.  If we compare the results from figure 7.4(d) to figure 7.5(d), by 

using the same growth condition, the structures obtained are different.  Even though the 

growth rate and substrate temperature is controlled, the fluctuation of the substrate 

temperature during growth causes the numbers of QDs to be difficult to tune.  

For statistical analysis we selected several different samples grown under growth 

conditions where the percentage of certain n-fold QD molecules was particularly high 

and the results are summarized as a histogram plotted shown in figure 7.6.  For 2.5 ML 

InAs deposition at 500°C, we obtain 59% bi-molecules and 40% isolated dots, while for 

2 ML InAs deposition at 470°C, we obtain 52% quad-molecules, 28% tri-molecules, 4% 

bi-molecules, and 16% others. In the case of 1.8-ML InAs deposition at 450°C, we 

obtained 32% hexa-molecules, 22% penta-molecules, 8% hepta-molecules and 38% 

others. We observe that the maximum percentage of n-fold QD molecules decreases with 

n due to a wider n distribution.  The wider distribution of n-fold QD molecules with large 

n is caused by smaller atom migration lengths at lower temperatures 

Figure 7.7 provides information about the maximum percentage on a sample 

surface as a function of n.  N-fold QD molecules with large n tend to form when the hole-

filling process was performed at lower substrate temperature, because In atoms have a 

higher possibility to nucleate before incorporation into the molecule.  We note that the 

formation of even numbered QD molecules tends to have a higher probability than that of 

odd numbered QD molecules. We attribute this effect to the two-fold symmetry of the 

hole structure.  
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Figure 7.6 The histogram of the number of QD per molecules in the growth condition 

which provides the dominant number of QD equal to (a) two, (b) three, (c) 

four, and (d) six per molecule. The insets show 125×125 nm2 AFM images of 

dominant multi-molecules. 

 

 
 

Figure 7.7 Maximum percentage of dominant molecules on the sample surface as a 

function of the dominant number of QDs per molecule (n) 
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Figure 7.8  Schematic illustration of the molecule formation (a) initial nanohole (b) 

early stage of filling process, (c) preferential InAs growth at the hole edge, 

and (d) QDs- molecule formation 

 

7.4 Possible mechanism of QD molecule formation 

 

The surface morphology after the InAs filling hole at 450°C shows that the edge 

of the nanoholes is the dominant factor, which leads the formation of the molecule 

structure.  The QD nucleation can be observed before the InAs thickness reaches the 

critical value for the dot formation and we clearly see the remain of the nanohole.  The 

simple mechanism, which might explain the formation of the molecule structure, is 

schematically depicted in figure 7.8.  The negative curvature of the initial nanohole in 

figure 7.8(a) could be the driving force for adatoms to migrate down to the hole both Ga 

adatoms (from self-collapse mechanism) and In atoms (from deposition).  At high 

substrate temperatures, larger amount of Ga adatoms and larger migration length of Ga 

atoms cause the higher collapse rate during the filling hole process, therefore, the holes 

are expected to be filled with more Ga atoms at higher substrate temperatures.  This is the 

reason why we can not observe the remaining of the holes before the QDs nucleation start 

at 500°C.   At the initial stage of the deposition both In and Ga adatoms are supposed to 

grow at the bottom of the hole.  The topmost layer is expected to be InAs due to the 

segregation of InAs (Gerard and Marzin, 1992).  Since the InAs layer is strongly 
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compressed at the bottom of the hole, the In atoms preferentially attach at the hole edge 

where the InAs layer can relax more easily. This growth model is supported by the AFM 

images in figures 7.4(c)-(d) and figures 7.5(a)-(b) that the hole diameter drastically 

narrow with increasing the In deposition while the annealing process shows less effects to 

the hole diameter.  Finally, the hole edge with the partially relaxed InAs induces a current 

of In atoms towards the edge leading to the QD molecule nucleation around the hole 

(figure 7.8(c) and 7.8(d)).  



 



CHAPTER 8 

 

Conclusions 
 

This work presents a fundamental study of self-assembled InAs/GaAs 

quantum dots (QDs) and a fabrication process to realize the new nanostructures such 

as the nanohole and QD molecules by utilizing the InAs QDs as an initial template. 

We first start the experiment with the investigation of the growth parameters 

to the structural and optical properties of InAs QDs grown Stranski Kranstanow (SK) 

growth mode.  The amount of InAs deposition, the growth rate and substrate 

temperature are systematically varied to provide and understanding of the QD 

formation mechanism and a way to tune the QDs properties by changing the growth 

parameters.  The comparative study of photoluminescence from different type of QDs 

gives the basic idea of the optical properties of SK QDs.   

The large and low density QD grown by using very low InAs growth rate were 

selected to further the investigation of the overgrowth process.  The structural and 

optical properties of the QDs covered with various types of the cap layer reveal the 

crucial effects of the overgrowth layers.  The surface morphology evolution of large 

InAs QDs during GaAs and InxGa1-xAs overgrowth at low temperature were 

investigated by systematically varying the thickness and the strain (In composition) of 

the cap layer. For GaAs overgrowth, the InAs QDs transform into an elongated ridge-

valley structure, whereas the InAs QDs tend to preserve their shape during the 

capping with InGaAs. The shape evolution during the capping process can be 

explained by the effect of elastic energy and surface energy on the chemical potential.  

Since the InGaAs cap layer not only preserves QDs shape but also decreases the strain 

between the QD and the matrix and reduces the energy barrier, the PL peak emitted 

from the QDs covered with InGaAs therefore extend to the longer wavelength.  

However, with In content larger than 20%, the highly strain in the experimented 

structure induces the dislocation formation and deteriorate the PL intensity. 

The strain modulation on the GaAs cap layer introduced by the buried large 

InAs QDs was combined with AsBr3 in situ etching process to create the new 

structures i.e. nanoholes and QD molecule.  We presented a systematic investigation 

of self-assembled nanoholes formation on top of capped QDs by using AsBr3 in situ 
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etching. We observed two etching regimes for the nanoholes formation. The evolution 

of the two regimes depends on the nominal etching depth and the thickness of the 

GaAs capping layer. We appoint the nanohole formation to a strain enhanced etching 

rate on top of the buried QDs.   

The homogenous nanohole which created by supplying 5 nm-nominal etching 

gas on to 10-nm GaAs cap thickness was used as a new growth front for InAs 

deposition, leading the lateral QD molecule formation.  These QD molecules naturally 

form around self-assembled nanoholes where InAs can be more relax.  The number of 

QDs involved in the molecules can be tuned from 2 to 6 by simply changing the InAs 

growth conditions such as the amount of InAs deposition and the substrate 

temperature.  We found that even-numbered QD molecules are more likely to form 

than odd-numbered molecules, attributing to the two fold symmetric of the initial 

nanoholes.  A systematic study of the hole filling as well as hole collapsing process 

allows us to develop a qualitative growth model for the QD molecule formation. 
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