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## CHAPTER I

## INTRODUCTION

A random graph is a collection of points, or vertices, with lines, or edges, connecting pairs of them at random. The notion of a random graph was first introduced in 1947 by Erdős ([21]) to show the existence of a graph with a certain Ramsey property. A decade later, the theory of random graph began with the paper entitled On Random Graphs I by Erdős and Rényi $([22])$, and the theory had been developed by a series ([23], [24], $[25],[26],[27])$ of papers of them.

The theory of random graphs has developed into one of the mainstays of modern discrete mathematics, and has produced a prodigious number of results, many of them highly ingenious, describing statistical properties of graphs, such as distribution of component sizes, existence and size of a giant component, and typical vertex-vertex distances, that are of interest to practitioners in the field mentioned above.

Random graphs have been used as models of networks in diverse areas of science, engineering, and sociology. These include ecological food webs ([17], [60]), epidemiology $([2],[3],[38],[41],[53])$ metabolic pathway ([11], [12], [19], [36], [37], [43]), electric power grids([40]), telephone call network ([1]), networks of social contacts and scientific collaboration ([29], [30], [48], [59]), and, of particular interest to computer science, the internet ([4], [13], [18], [28]). Many additional citations to these topics may be found in ([49]) and the review article ([56]). There are many situations in which the theory tells us that the distribution of a random variable may be approximated by normal distribution or Poisson distribution.

In 1972, Stein([54]) introduced a new powerful technique for obtaining the rate of convergence to the standard normal distribution. His approach was subsequently
extended to cover a convergence to Poisson distributions by Chen ([14]). Both methods were illustrated, in the context of random graph theory, in Barbour ([8]). The method for proving Poisson convergence has since been widely taken up (Karoński [34], Karoński and Ruciński [35], Nowicki [50], Janson[32]), but results for random graphs subsequently obtained by the method for normal convergence seem to be limited to examples in Barbour and Eagleson ([5], [6]).

Let $\mathbb{G}(n, p)$ be a random graph on $n$ labeled vertices $\{1,2, \ldots, n\}$ where possible edge $\{i, j\}$ is present randomly and independently with the probability $p, 0<p<1$. In our work, we will approximate the distribution functions of the number of vertices of a fixed degree by normal and Poisson distribution functions.

### 1.1 Normal approximation

Stein's method was given by Stein([54]) in 1972. His technique was relied on the elementary differential equation

$$
\begin{equation*}
f^{\prime}(w)-w f(w)=I_{z}(w)-\Phi(z) \tag{1.1}
\end{equation*}
$$

where $\Phi(z)=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{z} e^{-\frac{t^{2}}{2}} d t$ and the test function $I_{z}: \mathbb{R} \rightarrow \mathbb{R}$ be defined by


$$
f_{z}(w)= \begin{cases}\sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(w)[1-\Phi(z)] & \text { if } w \leq z  \tag{1.2}\\ \sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(z)[1-\Phi(w)] & \text { if } w>z\end{cases}
$$

Stein's method was applied to random graphs by Barbour[8] in 1982. In 1989, Barbour, Karoński and Ruciński[9] used Stein's method to show that the distributions of the number of vertices of a fixed degree in $\mathbb{G}(n, p)$ can be approximated by the standard normal distribution function. The followings are their results.

Theorem 1.1. ([9], pp.141)
Let $S_{n}$ be the number of vertices of a fixed degree, $d$, in $\mathbb{G}(n, p)$. If $d \geq 1$ then there exists a constant $C$ such that

$$
d_{1}\left(\frac{S_{n}-E S_{n}}{\sqrt{\operatorname{Var} S_{n}}}, \mathcal{N}(0,1)\right) \leq \frac{C}{\sqrt{\operatorname{VarS}}}
$$

where a metric $d_{1}$ is defined by, for any random variables $X$ and $Y$

$$
d_{1}(X, Y)=\sup \left\{|E h(X)-E h(Y)|: \sup _{x \in \mathbb{R}}|h(x)|+\sup _{x \in \mathbb{R}}\left|h^{\prime}(x)\right| \leq 1\right.
$$

for all bounded test functions $h$ with bounded derivative $\}$.
Inparticular, if $E S_{n} \rightarrow \infty$ and $\log n+d \log \log n-n p \rightarrow \infty$ then

$$
\sup _{z \in \mathbb{R}}\left|P\left(\frac{S_{n}-E S_{n}}{\sqrt{\text { VarS } S_{n}}} \leq z\right)-\Phi(z)\right| \rightarrow 0 \quad \text { as } n \rightarrow \infty .
$$

A Berry-Esseen bound between distribution functions of $S_{n}$ and $\Phi$ in the form $\delta_{n}:=\sup _{z \in \mathbb{R}}\left|P\left(\frac{S_{n}-E S_{n}}{\sqrt{\text { VarS }}} \leq z\right)-\Phi(z)\right|$ and the metric $d_{1}$ are different (see Barbour and Hall [10]). In general, $\delta_{n}=O\left(\varepsilon_{n}^{\frac{1}{2}}\right)$ where $\varepsilon_{n}$ is an upper estimate in metric $d_{1}$.

In Theorem 1.1 they gave only sufficient conditions in order to the distribution function of $\frac{S_{n}-E S_{n}}{\sqrt{\operatorname{Var} S_{n}}}$ converge to $\Phi$. But, in case of isolated vertices, i.e. $d=0$, Theorem 1.2 gave both necessary and sufficient conditions for the convergence of $S_{n}$ but they did not give a Berry-Esseen bound between the normalized $S_{n}$ and $\Phi$.

Theorem 1.2. ([9], pp.143)

as $n \rightarrow \infty$ if and only if $n^{2} p \rightarrow \infty$ and $\log n-n p \rightarrow \infty$.

In the work of Barbour, Karoński and Ruciński[9], they used the assumption that $f_{z}$ (in (1.2)) and $f_{z}^{\prime}$ can be expanded by Taylor's formula. In 2003, Martin[44] found that this fact is not true. He corrected this mistake by using another test function in stead
of $I_{z}$. The new test function used by Martin is Lipschitz test function, $I_{z, \varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ which is defined by

$$
I_{z, \varepsilon}(w)= \begin{cases}1 & ; w<z-\varepsilon \\ -\frac{1}{2 \varepsilon}(w-z-\varepsilon) & ; z-\varepsilon \leq w<z+\varepsilon \\ 0 & ; w \geq z+\varepsilon\end{cases}
$$

where $\varepsilon>0$ is fixed.
In this work we use an idea of Martin to give a uniform bound of the normal approximation of the number of vertices of a fixed degree in a random graph. The followings are our main results.

Theorem 1.3. Let $S_{n}$ be defined as in Theorem 1.1 where $d \geq 1$ and $p=\frac{1}{n^{\gamma}}$ where $\gamma \in\left[1,1+\frac{1}{d}\right)$. Then there exists a constant $C(d)$ such that for $0<\beta<1$,

$$
\sup _{z \in \mathbb{R}}\left|P\left(W_{n} \leq z\right)-\Phi(z)\right| \leq \frac{C(d)}{\sigma_{n}^{\beta}}
$$

where $W_{n}:=\frac{S_{n}-E S_{n}}{\sqrt{\operatorname{Var} S_{n}}}$ and $\sigma_{n}^{2}=\operatorname{Var} S_{n}>0$.
Theorem 1.4. Let $W_{n}$ be defined as in Theorem 1.3 and $d=0$. If $p=\frac{1}{n}$, then there exists a constant $C(d)$ such that for $0<\beta<1$,

$$
66 \sup _{z \in \mathbb{R}}\left|P\left(W_{n} \leq z\right)-\Phi(z)\right| \leq \frac{C(d)}{\sigma_{n}^{\beta}} \rightleftharpoons
$$

## 

In 1992, Barbour, Holst and Janson[7] proved that the distribution of $W$, the number of vertices of a fixed degree $d$ in $\mathbb{G}(n, p)$, can be approximated by Poisson distribution, $P o i_{\lambda}$, with parameter

$$
\lambda:=E W=n\binom{n-1}{d} p^{d}(1-p)^{n-1-d}
$$

and the uniform bound is given by the following theorems.

Theorem 1.5. ([7], pp.99)
Let $W$ be the number of vertices of degree $d$, $d \geq 1$, in a random graph $\mathbb{G}(n, p)$ and $A \subseteq\{0,1, \ldots, n\}$. Then

$$
\begin{equation*}
\sup _{A}\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \mu\left(1+R_{1}+R_{2}\right) \tag{1.3}
\end{equation*}
$$

where

$$
\begin{aligned}
\mu & =\binom{n-1}{d} p^{d}(1-p)^{n-1-d} \\
R_{1} & =\left[\frac{(n-1-d)}{(n-1)(1-p)}+\frac{d}{(n-1) p}\right] E(d-\operatorname{deg}(i))^{+} \\
R_{2} & =\frac{(n-1-d)}{(n-1)(1-p)}\left[1+\frac{(n-d-2) p}{(d+1)(1-p)}\right] E(\operatorname{deg}(i)-d)^{+} \quad \text { and }
\end{aligned}
$$

$\operatorname{deg}(i)$ is the degree of vertex $i$.
Inparticular, a bound in (1.3) converges to 0 as $n \rightarrow \infty$ if either

1. $n p \rightarrow 0$ and $d \geq 2$, or
2. $n p$ is bounded away from 0 and $(n p)^{-\frac{1}{2}}|d-n p| \rightarrow \infty$.

In this work, we give bounds of this approximation of the number of vertices of a fixed degree $d, d \geq 0$ in $\mathbb{G}(n, p)$ by using Stein-Chen method. The followings are our main results.

Theorem 1.6. Let $W$ be the number of vertices of degree $d, d \geq 1$, in a random graph $\mathbb{G}(n, p)$ and $A \subseteq\{0,1, \ldots, n\}$.
 where $C(\lambda, A)$ is a constant which defined by

$$
\begin{aligned}
C(\lambda, A) & =\min \left\{1, \lambda, \frac{\Delta(\lambda)}{M_{A}+1}\right\}, \\
\Delta(\lambda) & =\left\{\begin{array}{ll}
e^{\lambda}+\lambda-1 & \text { if } \\
\lambda^{-1}\left(e^{\lambda}-1\right) \leq M_{A}, \\
2\left(e^{\lambda}-1\right) & \text { if }
\end{array} \lambda^{-1}\left(e^{\lambda}-1\right)>M_{A},\right.
\end{aligned}, ~ \begin{array}{ll}
\end{array},
$$

$$
\begin{aligned}
& M_{A}= \begin{cases}\max \left\{w \mid C_{w} \subseteq A\right\} & \text { if } \quad 0 \in A, \\
\min \{w \mid w \in A\} \quad \text { if } \quad 0 \notin A,\end{cases} \\
& C_{w}=\{0,1, \ldots, w\} .
\end{aligned}
$$

Furthermore, we know from [46],[57] that

$$
C\left(\lambda,\left\{0,1, \ldots, w_{0}\right\}\right) \leq\left(1-e^{-\lambda}\right) \min \left\{1, \frac{e^{\lambda}}{w_{0}+1}\right\}
$$

where $w_{0}=0,1, \ldots, n$ and

$$
C\left(\lambda,\left\{w_{0}\right\}\right) \leq \min \left\{1, \frac{\lambda}{w_{0}}\right\}
$$

where $w_{0}=1,2, \ldots, n$.

Corollary 1.7. Let $W$ be the number of vertices of degree $d, d \geq 1$, in a random graph $\mathbb{G}(n, p)$ and $p=\frac{1}{n^{\gamma}}$ for any $\gamma \in \mathbb{R}^{+}$. Then for $A \subseteq\{0,1, \ldots, n\}$

1. if $\delta>1$ then
$1.1\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{C(\lambda, A, d)}{n(\gamma-1)(d-1)}$,
$1.2\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{6 d^{2}}{d!q^{d+3}} \frac{\left(1-e^{-\lambda}\right)}{n(\gamma-1)(d-1)}$,
where $C(\lambda, A, d)=\frac{6 d^{2}}{d!q^{d+3}} C(\lambda, A)$,
2. if $0<\gamma<1$ then
$2.1 \quad\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{C(\lambda, A, d)}{n^{d(1-\gamma)},}$
$2.2 \quad\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{6 d^{2}(2 d+2)!}{d!q^{3+d}} \frac{\left(1-e^{-\lambda}\right)}{n^{d(1-\gamma)}}$, where $C(\lambda, A, d)=\frac{6 d^{2}(2 d+2)!}{d!q^{3+d}} C(\lambda, A)$.

Theorem 1.8. Let $W$ be the number of isolated vertices, i.e., $d=0$, in a random graph $\mathbb{G}(n, p)$. Then, for $A \subseteq\{0,1,2, \ldots, n\}$,

1. $\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq C(\lambda, A)[(n-2) p+1](1-p)^{n-2}$
2. $\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq\left(1-e^{-\lambda}\right)[(n-2) p+1](1-p)^{n-2}$ where Poi $_{\lambda}$ is a Poisson distribtuion with parameter $\lambda=n q^{n-1}$.

Using the fact that $(1-p)<\frac{1}{e^{p}}$, we see that the bounds in Theorem 1.8 converge to 0 when $n p \rightarrow \infty$, that is $p=\frac{1}{n^{\gamma}}$ for $0<\gamma<1$.

Corollary 1.9. Let $W$ be the number of isolated vertices, i.e., $d=0$, in a random graph $\mathbb{G}(n, p)$ and $p=\frac{1}{n^{\gamma}}$ for any $0<\gamma<1$. Then, for $A \subseteq\{0,1,2, \ldots, n\}$,

1. $\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{3 C(\lambda, A)}{q^{2} n^{1-\gamma}}$
2. $\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{3\left(1-e^{-\lambda}\right)}{q^{2} n^{1-\gamma}}$.

According to our work, we can conclude as the followings.

1. The number of vertices of a fixed degree $d, d \geq 1$, in a random graph $\mathbb{G}(n, p)$.

| $p=\frac{1}{n^{\gamma}}$ | Normal approximation | Poisson approximation |
| :---: | :---: | :---: |
| $0<\gamma<1$ |  | $\checkmark$ |
| $1 \leq \gamma<1+\frac{1}{d}$ | $\checkmark$ | $\checkmark(\gamma \neq 1)$ |
| $\gamma \geq 1+\frac{1}{d}$ |  | $\checkmark$ |

2. The number of isolated vertices in a random graph $\mathbb{G}(n, p)$.

| $p=\frac{1}{n^{\gamma}}$ | Normal approximation | Poisson approximation |
| :---: | :---: | :---: |
| $0<\gamma<1$ |  | $\checkmark$ |
| $\gamma=1$ | $\checkmark$ |  |
| $\gamma>1$ |  |  |
| 6 |  |  |

This thesis is organized as follows. Preliminaries are in Chapter 2. In chapter 3 we give a uniformbound of normal approximation of the number of vertices of a fixed degree in a random graph. While Poisson approximation of the number of vertices of a fixed degree in a random graph is considered in Chapter 4 . In chapter 5 , we give an open problem on normal approximation of the number of isolated tree in a random graph. Throughout this work, a constant $C$ stands for an absolute constant with possible different values in different places.

## CHAPTER II

## PRELIMINARIES

In this chapter, we review some basic knowledges in probability, graph and a model of random graph which will be used in our work. The proof is omited but can be found in [20], [42] and [51].

### 2.1 Probability Space and Random Variables

A probability space is a measure space $(\Omega, \mathcal{F}, P)$ for which $P(\Omega)=1$. The measure $P$ is called a probability measure. The set $\Omega$ will be refered as a sample space and its elements are called points or elementary events. The elements of $\mathcal{F}$ are called events. For any event $A$, the value $P(A)$ is called the probabilty of $A$.

Let $(\Omega, \mathcal{F}, P)$ be a probability space. A function $X: \Omega \rightarrow \mathbb{R}$ is called a random variable if for every Borel set $B$ in $\mathbb{R}, X^{-1}(B)$ belongs to $\mathcal{F}$. We shall use the notation $P(X \in B)$ in place of $P(\omega \in \Omega \mid X(\omega) \in B)$. In the case where $B=(-\infty, a]$ or $[a, b]$, $P(X \in B)$ is denoted by $P(X \leq a)$ or $P(a \leq X \leq b)$, respectively.

Let $X$ be a random variable. A function $F: \mathbb{R} \rightarrow[0,1]$ which is defined by
is called the distribution function of $X$.
A random variable $X$ with the distribution function $F$ is said to be a discrete random variable if the image of $X$ is countable and it is called a continuous random variable if $F$ can be written in the form

$$
F(x)=\int_{-\infty}^{x} f(t) d t
$$

for some nonnegative integrable function $f$ on $\mathbb{R}$.
Now we will give some examples of random variables.
A random variable $X$, taking on one of the values $0,1,2, \ldots$, is said to be a Poisson random variable with parameter $\lambda, \lambda>0$, written as $X \sim \operatorname{Poi}(\lambda)$, if

$$
P(X=x)=\frac{e^{-\lambda} \lambda^{x}}{x!} \quad x=0,1,2, \ldots
$$

We say that $X$ is a normal random variable with parameter $\mu$ and $\sigma^{2}$, written as $X \sim N\left(\mu, \sigma^{2}\right)$, if its probability function is defined by

$$
f(x)=\frac{1}{\sqrt{2 \pi}} \exp \left(-\frac{1}{2 \sigma^{2}}(x-\mu)^{2}\right) .
$$

Moreover, if $X \sim N(0,1)$ then $X$ is said to be a standard normal random variable.

### 2.2 Independence

Let $(\Omega, \mathcal{F}, P)$ be a probability space and $\mathcal{F}_{\alpha}$ is a sub- $\sigma$ algebra of $\mathcal{F}$ for every $\alpha \in \Lambda$. We say that $\left\{\mathcal{F}_{\alpha} \mid \alpha \in \Lambda\right\}$ is independent if and only if for any subset $J=\{1,2, \ldots, k\}$ of $\Lambda$,

$$
P\left(\bigcap_{m=1}^{k} A_{m}\right)=\prod_{m=1}^{k} P\left(A_{m}\right)
$$

where $A_{m} \in \mathcal{F}_{m}$ for $m=1,2, \ldots, k$.
Let $\mathcal{E}_{\alpha} \subseteq \mathcal{F}$ for all $\alpha \in \Lambda_{\odot}$ Wesay that $\left\{\mathcal{E}_{\alpha} \mid \alpha \in \Lambda\right\}$ is independent if and only if $\left\{\sigma\left(\mathcal{E}_{\alpha}\right) \mid \alpha \in \Lambda\right\}$ is independent where $\sigma\left(\mathcal{E}_{\alpha}\right)$ is the smallest $\sigma$-algebra with $\mathcal{E}_{\alpha} \subseteq \sigma\left(\mathcal{E}_{\alpha}\right)$.

We say that the set of random variables $\left\{X_{\alpha} \mid \alpha \in \Lambda\right\}$ /is independent if $\left\{\sigma\left(X_{\alpha}\right) \mid \alpha \in \Lambda\right\}$ is independent, where $\sigma(X)=\left\{X^{-1}(B) \mid B\right.$ is a Borel subset of $\left.\mathbb{R}\right\}$.

## Theorem 2.1.

Random variables $X_{1}, X_{2}, \ldots, X_{n}$ are independent if for any Borel sets $B_{1}, B_{2}, \ldots, B_{n}$, we have

$$
P\left(\bigcap_{i=1}^{n}\left\{X_{i} \in B_{i}\right\}\right)=\prod_{i=1}^{n} P\left(X_{i} \in B_{i}\right) .
$$

## Proposition 2.2.

If $X_{i j} ; i=1,2, \ldots, n, j=1,2, \ldots, m_{i}$ are independent and $f_{i}: \mathbb{R}^{m_{i}} \rightarrow \mathbb{R}$ are measurable, then $\left\{f_{i}\left(X_{i 1}, X_{i 2}, \ldots, X_{i m_{i}}\right), i=1,2, \ldots, n\right\}$ is independent.

### 2.3 Expectation, Variance and Conditional Expectation

Let $X$ be any random variable on a probability space $(\Omega, \mathcal{F}, P)$. If $\int_{\Omega}|X| d P<\infty$, then we define its expected value to be

$$
E(X)=\int_{\Omega} X d P
$$

## Proposition 2.3.

1. If $X$ is a discrete random variable, then $E(X)=\sum_{x \in \operatorname{Im} X} x P(X=x)$.
2. If $X$ is a continuous random variable with probability function $f$, then

$$
E(X)=\int_{\mathbb{R}} x f(x) d x
$$

## Proposition 2.4.

Let $X$ and $Y$ be random variables such that $E(|X|)<\infty$ and $E(|Y|)<\infty$ and $a, b \in \mathbb{R}$. Then we have the followings:

1. $E(a X+b Y)=a E(X) \nsubseteq b E(Y)$.


Let $X$ be a random variable which $E\left(|X|^{k}\right)<\infty$. Then $E\left(|X|^{k}\right)<\infty$ is called the $k$-th moment of $X$ about the origin and call $E\left[(X-E(X))^{k}\right]$ or $E[X-E(X)]^{k}$ the $k$-th moment of $X$ about the mean.

We call the second moment of $X$ about the mean, the variance of $X$, denoted by $\operatorname{Var}(X)$. Then

$$
\operatorname{Var}(X)=E[X-E(X)]^{2}
$$

We note that

1. $\operatorname{Var}(X)=E\left(X^{2}\right)-E^{2}(X)$.
2. If $X \sim N\left(\mu, \sigma^{2}\right)$, then $E(X)=\mu$ and $\operatorname{Var}(X)=\sigma^{2}$.
3. If $X \sim \operatorname{Poi}(\lambda)$, then $E(X)=\lambda$ and $\operatorname{Var}(X)=\lambda$.

## Proposition 2.5.

If $X_{1}, X_{2}, \ldots, X_{n}$ are independent and $E\left|X_{i}\right|<\infty$ for $i=1,2, \ldots, n$, then

1. $E\left(X_{1} X_{2} \cdots X_{n}\right)=E\left(X_{1}\right) E\left(X_{2}\right) \cdots E\left(X_{n}\right)$,
2. $\operatorname{Var}\left(a_{1} X_{1}+a_{2} X_{2}+\cdots+a_{n} X_{n}\right)=a_{1}^{2} \operatorname{Var}\left(X_{1}\right)+a_{2}^{2} \operatorname{Var}\left(X_{2}\right)+\cdots+a_{n}^{2} \operatorname{Var}\left(X_{n}\right)$ for any real numbers $a_{1}, a_{2}, \ldots, a_{n}$.

The following inequalities are useful in our work.

## 1. Hölder's inequality:

$$
E(|X Y|) \leq E^{\frac{1}{p}}\left(|X|^{p}\right) E^{\frac{1}{q}}\left(|Y|^{q}\right)
$$

where $1 \leq p, q \leq \infty, \frac{1}{p}+\frac{1}{q}=1$ and $E\left(|X|^{p}\right)<\infty, E\left(|X|^{q}\right)<\infty$.

## 2. Chebyshev's inequality:

$$
P(\{|X-E(X)| \geq \varepsilon\}) \leq \frac{\operatorname{Var}(X)}{\varepsilon^{2}} \text { for all } \varepsilon>0
$$

where $E\left(X^{2}\right)<\infty$.
Let $X$ be a random variable on a probability space $(\Omega, \mathcal{F}, P)$ such that $E|X|<\infty$ and $\mathcal{D}$ a sub $\sigma$-algebra of $\mathcal{F}$. Define a probability measure $P_{\mathcal{D}}: \mathcal{D} \rightarrow[0,1]$ by

##  <br> and a sign-measure $\mathcal{Q}_{X}: \mathcal{D} \rightarrow \mathbb{R}$ by

$$
\mathcal{Q}_{X}(E)=\int_{E} X d P .
$$

Then, by Radon-Nikodym theorem we have $\mathcal{Q}_{X} \ll P_{\mathcal{D}}$ and there exists a unique measurable function $E(X \mid \mathcal{D})$ on $\left(\Omega, \mathcal{F}, P_{\mathcal{D}}\right)$ such that

$$
\int_{E} E(X \mid \mathcal{D}) d P_{\mathcal{D}}=\mathcal{Q}_{X}(E)=\int_{E} X d P \quad \text { for any } \quad E \in \mathcal{D}
$$

We call $E(X \mid \mathcal{D})$ the conditional expectation of $X$ with respect to $\mathcal{D}$.
Moreover, for any random variables $X$ and $Y$ on the same probability space $(\Omega, \mathcal{F}, P)$ such that $E(|X|)<\infty$, we will denote $E(X \mid \sigma(Y))$ by $E(X \mid Y)$.

## Theorem 2.6.

Let $X$ be a random variable on a probability space $(\Omega, \mathcal{F}, P)$ such that $E(|X|)<\infty$, then the followings hold for any sub $\sigma$-algebra $\mathcal{D}$ of $\mathcal{F}$.

1. If $X$ is a random variable on $\left(\Omega, \mathcal{D}, P_{\mathcal{D}}\right)$, then $E(X \mid \mathcal{D})=X$ a.s. $\left[P_{\mathcal{D}}\right]$.
2. $E(X \mid \mathcal{F})=X$ a.s. $[P]$.
3. If $\sigma(X)$ and $\mathcal{D}$ are independent, then $E(X \mid \mathcal{D})=E(X)$ a.s. $\left[P_{\mathcal{D}}\right]$.

### 2.4 Graph Theory

A graph $G$ consists a non-empty set of elements, called vertices, and a list of unordered pairs of these distinct elements, called edges. The set of vertices of the graph $G$ is called the vertex set of $G$, denoted by $V(G)$, and the set of edges is called the edge set of $G$, denoted by $E(G)$. If $\{v, w\}$ is an edge $e$, for some vertices $v$ and $w$ in $G$ then $v$ and $w$ are said to be adjacent or edge $e$ is said to be incident $v$ and $w$.

The degree of a vertex $v$ in graph $G$, denoted by $\operatorname{deg}(v)$, is the number of edges ะพหาลงกรณมหาวทยาลย

Any vertex of degree zero is called an isolated vertex.

### 2.5 Models of Random Graphs

The notion of a random graph originated in a paper of Erdős(1947)[21], which is considered by some as the first conscious application of the probabilistic method. It was used there to prove the existence of a graph with a specific Ramsey property.

The model introduced by Erdős is very natural and can be described as choosing a graph at random, with equal probabilities, from the set of all $2\binom{n}{2}$ graphs whose vertex set is $\{1,2, \ldots, n\}$. In other words, it can be described as the probability space $(\Omega, \mathcal{F}, P)$, where $\Omega$ is the set of all graphs with vertex set $\{1,2, \ldots, n\}, \mathcal{F}$ is the family of all subsets of $\Omega$, and for every $\omega \in \Omega$

$$
P(\omega)=2^{-\binom{n}{2}} .
$$

Generally speaking, a random graph is a graph constructed by a random procedure. In accordance with standard definitions in probability theory, this is formalized by representing the "random procedure" by a probability space $(\Omega, \mathcal{F}, P)$ and the "construction" by a function from the probability space into a suitable family of graphs. The distribution of a random graph is the induced probability distribution on the family of graphs: for many purpose this is the only relevant feature of the construction and we usually do not distinguish between different random graphs with the same distribution. Indeed, it is often convenient to define a random graph by specifying its distribution.

The word "model" is used rather loosely in theory of random graphs. It may refer to a specific class of random graph, defined as above, or perhaps to a specific distribution. Nowadays, among several models of random graphs, there are two basic ones, the binomial model and the uniform model, both originating in the simple model introduced by


Given a real number $p, 0 \leq p \leq 1$, the binomial random graph, denoted by $\mathbb{G}(n, p)$, is defined by taking as $\Omega$ the set of all graphs on vertex $\operatorname{set}\{1,2,6, n\}$ and setting

$$
P(G)=p^{|E(G)|}(1-p)^{\binom{n}{2}-|E(G)|},
$$

where $|E(G)|$ stands for the number of edges of a graph $G$. For $p=\frac{1}{2}$ this is the model of 1947. However, most of the random graph literature is devoted to cases in which $p=p(n)$ as $n \rightarrow \infty$.

Given an integer $M, 0 \leq M \leq\binom{ n}{2}$, the uniform random graph, denoted by $\mathbb{G}(n, M)$, is defined by taking as $\Omega$ the family of all graphs on the vertex set $\{1,2, \ldots, n\}$
with exactly $M$ edges, and the uniform probability on $\Omega$,

$$
P(G)=\binom{\binom{n}{2}}{M}^{-1}, \quad G \in \Omega .
$$

In this work, we are interested in one of two models which is the binomial random graph, is shorthand for a random graph.


## CHAPTER III

## NORMAL APPROXIMATION OF THE NUMBER OF

## VERTICES OF A FIXED DEGREE IN A RANDOM

## GRAPH

In this chapter, we use Stein method to give a uniform bound on normal approximation of number of vertices of a fixed degree in a random graph with $n$ vertices.

Let $\mathbb{G}(n, p)$ be a random graph on $n$ labeled vertices $\{1,2, \ldots, n\}$ where possible edge $\{i, j\}$ is present randomly and independently with the probability $p, 0<p<1$. Let $S_{n}$ be the number of vertices of a fixed degree $d$, where $d \geq 0$, in $\mathbb{G}(n, p)$. Then $S_{n}=Y_{1}+Y_{2}+\cdots+Y_{n}$ where

for $i=1,2, \ldots, n$.
Note that the expectation of $Y_{i}$ for $i=1,2, \ldots, n$ is
where $q=1-p$ and $\mu=P\left(Y_{i}=1\right)=\binom{n-1}{d} p^{d} q^{n-1-d}$ and $E\left(S_{n}\right)=n \mu$

$$
\begin{equation*}
\operatorname{Var} S_{n}=\frac{n}{n-1}\binom{n-1}{d}^{2}(d-(n-1) p)^{2} p^{2 d-1}(1-p)^{2(n-d)-3}+E\left(S_{n}\right)-\frac{\left(E\left(S_{n}\right)\right)^{2}}{n} \tag{3.2}
\end{equation*}
$$

([9], pp.142).
Let

$$
W_{n}:=\frac{S_{n}-E\left(S_{n}\right)}{\sqrt{\operatorname{Var} S_{n}}}
$$

In this chapter, we give a uniform bound between $P\left(W_{n} \leq z\right)$ and $\Phi(z)$. The followings are our main results.

Theorem 3.1. Let $p=\frac{1}{n^{\gamma}}$ where $\gamma \in\left[1,1+\frac{1}{d}\right)$ for $d \geq 1$. Then there exists $a$ constant $C(d)$, such that for $0<\beta<1$,

$$
\sup _{z \in \mathbb{R}}\left|P\left(W_{n} \leq z\right)-\Phi(z)\right| \leq \frac{C(d)}{\sigma_{n}^{\beta}}
$$

$\sigma_{n}^{2}=\operatorname{Var} S_{n}>0$.
Theorem 3.2. Let $d=0$. If $p=\frac{1}{n}$, then there exists a constant $C(d)$, such that for $0<\beta<1$,

$$
\sup _{z \in \mathbb{R}}\left|P\left(W_{n} \leq z\right)-\Phi(z)\right| \leq \frac{C(d)}{\sigma_{n}^{\beta}}
$$

This chapter is organized as follows. In section 3.1, we prove auxiliary results for the proof of main results and in section 3.2 we introduce Stein's method for normal approximation which is used in the proof of main results in section 3.3.

### 3.1 Auxiliary Results

In this section, we give auxiliary results for proving Theorem 3.1 and Theorem 3.2. For each $i \in\{1,2, \ldots, n\}$, let

$$
616
$$


For any $\Lambda \subset\{1,2, \ldots, n\}$ and $i, j \in\{1,2, \ldots, n\}$, we define

$$
Y_{j}^{(\Lambda)}= \begin{cases}1 & \text { if the vertex } j \text { has degree } d \text { in } \mathbb{G}(n, p)-\{\Lambda\} \\ 0 & \text { otherwise }\end{cases}
$$

where the random graph $\mathbb{G}(n, p)-\{\Lambda\}$ is obtained from $\mathbb{G}(n, p)$ by removing the vertex in $\Lambda$. For $i, j=1,2, \ldots, n$, let

$$
\left.\left.\begin{array}{rl}
Z_{i j} & = \begin{cases}\frac{1}{\sigma_{n}} Y_{i} & ; i=j, \\
\frac{1}{\sigma_{n}}\left(Y_{j}-Y_{j}^{(i)}\right) & ; i \neq j,\end{cases} \\
Z_{i} & =\sum_{j=1}^{n} Z_{i j},
\end{array}\right\} \begin{array}{l}
W^{(i)}=\sum_{\substack{j=1 \\
j \neq i}}^{n} \frac{1}{\sigma_{n}}\left(Y_{j}^{(i)}-E Y_{j}^{(i)}\right)-E\left(Z_{i}\right)=W_{n}-Z_{i},
\end{array}\right\} \begin{array}{ll}
0 & ; i=j, \\
V_{i j} & =\left\{\begin{array}{l}
\frac{1}{\sigma_{n}}\left\{Y_{j}^{(i)}+\sum_{l=1}^{n}\left(Y_{l}^{(i)}-Y_{l}^{(i, j)}\right)\right\} \quad ; i \neq j,
\end{array}\right. \\
W_{i j} & =\sum_{\substack{l=1 \\
l \neq i, j}}^{n} \frac{1}{\sigma_{n}}\left(Y_{l}^{(i, j)}-E\left(Y_{l}^{(i, j)}\right)\right)-E\left(V_{i j}\right)-E\left(Z_{i}\right),=W^{(i)}-V_{i j}
\end{array}
$$

where $Y_{j}^{(i)}:=Y_{j}^{(\{i\})}$ and $Y_{l}^{(i, j)}:=Y_{l}^{(\{i, j\})}$.
Note that

$$
\begin{equation*}
W^{(i)} \text { is independent of } X_{i} \text { and } W_{i j} \text { is independent of the pair }\left(X_{i}, Z_{i j}\right) \tag{3.6}
\end{equation*}
$$

([9], pp.137).

## Proposition 3.3. $9\|9\|$ \&


2. For $d=0$ and $p=\frac{1}{n}$, we have

$$
\sigma_{n}^{2}=n \mu
$$

Proof. 1. From the fact that $q=1-p<\frac{1}{e^{p}}$ and $p=\frac{1}{n^{\gamma}}$ for $\gamma \geq 1$ we have

$$
\begin{align*}
\mu=P\left(Y_{i}=1\right) & =\binom{n-1}{d} p^{d} q^{n-1-d} \\
& =\frac{(n-1)(n-2) \cdots(n-d) p^{d}}{d!e^{(n-1-d) p}} \\
& <\frac{n^{d} p^{d}}{d!e^{(n-1-d) p}} \\
& \leq \frac{1}{d!e} \tag{3.7}
\end{align*}
$$

for large $n$.
Hence by (3.2) and (3.7),

$$
\begin{aligned}
\sigma_{n}^{2} & =n\binom{n-1}{d} p^{d} q^{n-1-d}\left\{\frac{1}{(n-1)}\binom{n-1}{d}(d-(n-1) p)^{2} p^{d-1} q^{n-2-d}+1-\frac{E\left(S_{n}\right)}{n}\right\} \\
& =n \mu\left\{\binom{n-1}{d} p^{d} q^{n-1-d} \frac{(d-(n-1) p)^{2}}{(n-1)} \frac{1}{p q}+1-\frac{n \mu}{n}\right\} \\
& =n \mu\left\{\mu \frac{(d-(n-1) p)^{2}}{(n-1)} \frac{1}{p q}+1-\mu\right\} \\
& \geq n \mu\{1-\mu\} \\
& \geq\left(1-\frac{1}{d!e}\right) n \mu \\
& \geq \frac{n \mu}{2} .
\end{aligned}
$$

2. For $d=0$ and $i=1,2, \ldots, n$ we have
จุฬาลงกรณ์มหาวิทยาลัย

From this fact, (3.2) and $p=\frac{1}{n}$, we have

$$
\begin{aligned}
\sigma_{n}^{2} & =n(n-1) p q^{2 n-3}+E\left(S_{n}\right)-\frac{\left(E\left(S_{n}\right)\right)^{2}}{n} \\
& =n(n-1) p q^{2 n-3}+n q^{n-1}-n q^{2 n-2} \\
& =n q^{n-1}\left\{(n-1) p q^{n-2}+1-q^{n-1}\right\} \\
& =n q^{n-1}\left\{n p q^{n-2}-p q^{n-2}+1-q^{n-2} q\right\} \\
& =n q^{n-1}\left\{n p q^{n-2}-q^{n-2}(p+q)+1\right\} \\
& =n q^{n-1}\left\{n p q^{n-2}-q^{n-2}+1\right\} \\
& =n q^{n-1}\left\{1+n q^{n-2}\left(p-\frac{1}{n}\right)\right\} \\
& =n q^{n-1} \\
& =n \mu .
\end{aligned}
$$

Proposition 3.4. Let $d \geq 0$ and $p=\frac{1}{n^{\gamma}}$ where $\gamma \geq 1$. For $n \geq 3, r_{1}, r_{2}, r_{3} \in \mathbb{N}$ and $i, j \in\{1,2, \ldots, n\}$, there exists a positive constant $C_{1}\left(d, r_{1}, r_{2}, r_{3}\right)$ such that

where

$$
\begin{aligned}
& C_{1}\left(d, r_{1}, r_{2}, r_{3}\right) \leq 2^{r_{2}-\frac{2\left(r_{1}+r_{2}\right)}{r_{1}+r_{2}+r_{3}}}\left[2+\frac{3 r_{2}\left(r_{1}+r_{2}+r_{3}\right)(d+2)}{d r_{1}+r_{2}}\right]^{\frac{r_{1}+r_{2}}{r_{1}+r_{2}+r_{3}}} \\
& 99 N 2\left(2^{r_{3}-\frac{2 r_{3}}{r_{1}+r_{2}+r_{3}}}\left[4+3\left(r_{1}+r_{2}+r_{3}\right)(d+4)\right]^{\frac{r_{3}}{r_{1}+r_{2}+r_{3}}}\right.
\end{aligned}
$$

Proof. Note that

$$
\begin{equation*}
\left|Y_{j}-Y_{j}^{(i)}\right| \leq E_{i j} I[\operatorname{deg}(j)=d \text { or } d+1] \tag{3.8}
\end{equation*}
$$

where

$$
E_{i j}= \begin{cases}1 & \text { if } i \text { and } j \text { are adjacent in } \mathbb{G}(n, p) \\ 0 & \text { otherwise }\end{cases}
$$

and $\operatorname{deg}(j)$ is a degree of a vertex $j$ for all $j \in\{1,2, \ldots, n\}$.
Hence, for $r_{1}, r_{2}, \ldots, r_{m} \in \mathbb{N}$ and for distinct $j_{1}, j_{2}, \ldots, j_{m}$ which are not equal to $i$ we have

$$
\begin{align*}
& E\left(\left|Y_{j_{1}}-Y_{j_{1}}^{(i)}\right|^{r_{1}}\left|Y_{j_{2}}-Y_{j_{2}}^{(i)}\right|^{r_{2}} \cdots\left|Y_{j_{m}}-Y_{j_{m}}^{(i)}\right|^{r_{m}}\right) \\
& \leq E\left(E_{i j_{1}}^{r_{1}}\left(I\left[\operatorname{deg}\left(j_{1}\right)=d \text { or } d+1\right]\right)^{r_{1}} E_{i j_{2}}^{r_{2}} \cdots E_{i j_{m}}^{r_{m}}\right) \\
& =P\left(E_{i j_{1}}=1, I\left[\operatorname{deg}\left(j_{1}\right)=d \text { or } d+1\right]=1, E_{i j_{2}}=1, \ldots, E_{i j_{m}}=1\right) \\
& =p^{m-1}\left[\binom{n-2}{d-1} p^{d} q^{n-1-d}+\binom{n-2}{d} p^{d+1} q^{n-2-d}\right] \\
& =p^{m-1}\binom{n-1}{d} p^{d} q^{n-1}-d\left[\frac{d}{n-1}+\frac{(n-1-d) p}{(n-1) q}\right] \\
& \leq \frac{p^{m-1} \mu}{(n-1)}\left[d+\frac{n p}{q}\right] \\
& \leq \frac{p^{m-1} \mu}{n}\left[\frac{n}{(n-1)}\right][d+2] \\
& \leq \frac{3(d+2)}{2} \frac{p^{m-1} \mu}{n} \tag{3.9}
\end{align*}
$$

where $\binom{n}{k}=0$ for any $k<0$.
From this fact and $n p \leq 1$ we have,

$$
\begin{aligned}
& E\left(\mid \sum_{\substack{j=1 \\
j \neq i}}^{n}\left(Y_{j}-\left.Y_{j}^{(i)}\right|^{r}\right)\right. \\
& \leq \sum_{j=1}^{n} E\left(\left|Y_{j}-Y_{j}^{(i)}\right|^{r}\right)+\sum_{j_{1}=1}^{n} \sum_{j_{2}=1}^{n} E\left(\left|\left(Y_{j_{1}}-Y_{j_{1}}^{(i)}\right)^{r_{1}}\left(Y_{j_{2}}-Y_{j_{2}}^{(i)}\right)^{r_{2}}\right|\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \frac{3(d+2)}{2}\left(\frac{n \mu}{n}+\frac{n^{2} p \mu}{n}+\cdots+\frac{n^{r} p^{r-1} \mu}{n}\right) \\
& \leq \frac{3 r(d+2)}{2} \mu
\end{aligned}
$$

which implies that

$$
\begin{align*}
E\left|Z_{i}^{r}\right| & =\frac{1}{\sigma_{n}^{r}} E\left|\left(Y_{i}+\sum_{\substack{j=1 \\
j \neq i}}^{n}\left(Y_{j}-Y_{j}^{(i)}\right)\right)^{r}\right| \\
& \leq \frac{2^{r-1}}{\sigma_{n}^{r}}\left\{E\left|Y_{i}^{r}\right|+E\left|\sum_{\substack{j=1 \\
j \neq i}}^{n}\left(Y_{j}-Y_{j}^{(i)}\right)\right|^{r}\right\} \\
& \leq \frac{2^{r-1}}{\sigma_{n}^{r}}\left(E\left(Y_{i}\right)+\frac{3 r(d+2)}{2} \mu\right) \\
& =2^{r-2}(2+3 r(d+2)) \frac{\mu}{\sigma_{n}^{r}} . \tag{3.10}
\end{align*}
$$

From (3.10) and the fact that

$$
\begin{equation*}
\left|X_{i}\right|=\left|\frac{\left(Y_{i}-\mu\right)}{\sigma_{n}}\right| \leq \frac{1}{\sigma_{n}} \tag{3.11}
\end{equation*}
$$

we have

$$
\begin{equation*}
E\left|X_{i}^{r_{1}} Z_{i}^{r_{2}}\right| \leq \frac{1}{\sigma_{n}^{r_{1}}} E\left|Z_{i}^{r_{2}}\right| \leq 2^{r_{2}-2}\left(2+3 r_{2}(d+2)\right) \frac{\mu}{\sigma_{n}^{r_{1}+r_{2}}} . \tag{3.12}
\end{equation*}
$$

Similarly to (3.8), we observe that

$$
\begin{equation*}
\left|Y_{l}^{(i)}-Y_{l}^{(i, j)}\right| \leq E_{j l} I^{(i)}[\operatorname{deg}(l)=d \text { or } d+1] \tag{3.13}
\end{equation*}
$$

where

From (3.13), for $r_{1}, r_{2} \Omega . \not \subset r_{m} \in \mathbb{N}$ añd for distinct $\lambda_{1}, l_{2}, \cap \cap l_{m}$ which are not equal to $i, j$ we have

$$
\begin{align*}
& E\left(\left|Y_{l_{1}}^{(i)}-Y_{l_{1}}^{(i, j)}\right|^{r_{1}}\left|Y_{l_{2}}^{(i)}-Y_{l_{2}}^{(i, j)}\right|^{r_{2}} \cdots\left|Y_{l_{m}}^{(i)}-Y_{l_{m}}^{(i, j)}\right|^{r_{m}}\right) \\
& \leq E\left(E_{j l_{1}}^{r_{1}}\left(I^{(i)}\left[\operatorname{deg}\left(l_{1}\right)=d \text { or } d+1\right]\right)^{r_{1}} E_{j l_{2}}^{r_{2}} \cdots E_{j l_{m}}^{r_{m}}\right) \\
& =P\left(E_{j l_{1}}=1, I^{(i)}\left[\operatorname{deg}\left(l_{1}\right)=d \text { or } d+1\right]=1, E_{j l_{2}}=1, \ldots, E_{j l_{m}}=1\right) \\
& =p^{m-1}\left[\binom{n-3}{d-1} p^{d} q^{n-2-d}+\binom{n-3}{d} p^{d+1} q^{n-3-d}\right] \\
& =p^{m-1}\binom{n-1}{d} p^{d} q^{n-1-d}\left[\frac{(n-1-d) d}{(n-1)(n-2)}+\frac{(n-1-d)(n-2-d) p}{(n-1)(n-2) q^{2}}\right] \\
& =\frac{p^{m-1} \mu}{(n-1)}\left[\frac{(n-1-d) d}{(n-2)}+\frac{(n-1-d)(n-2-d) p}{(n-2) q^{2}}\right] \\
& =\frac{p^{m-1} \mu}{n}\left[\frac{n}{(n-1)}\right]\left[\frac{(n-1-d) d}{(n-2)}+\frac{(n-1-d)(n-2-d) p}{(n-2) q^{2}}\right] \\
& \leq \frac{3}{2}(d+4) \frac{p^{m-1} \mu}{n} \tag{3.14}
\end{align*}
$$

and from (3.14) and the fact that $n p \leq 1$ we have

$$
\begin{aligned}
& E\left|\sum_{\substack{l=1 \\
l \neq i, j}}^{n}\left(Y_{l}^{(i)}-Y_{l}^{(i, j)}\right)^{r}\right| \\
& \leq \sum_{\substack{l=1 \\
l \neq i, j}}^{n} E\left|Y_{l_{1}}^{(i)}-Y_{l}^{(i, j)}\right|^{r}+\sum_{\substack{l_{1}=1 \\
l_{1} \neq j, j \\
r_{1}+r_{2}=r}}^{n} \sum_{l_{2} \neq i, j, l_{1}}^{n} E\left|\left(Y_{l_{1}}^{(i)}-Y_{l_{1}}^{(i, j)}\right)^{r_{1}}\left(Y_{l_{2}}^{(i)}-Y_{l_{2}}^{(i, j)}\right)^{r_{2}}\right| \\
& +\cdots+\sum_{\substack{l_{1}=1 \\
l_{1} \neq i, j}}^{n} \cdots \sum_{\substack{l_{r}=1 \\
l_{r} \neq i_{i j}, l_{1}, \ldots, l_{r-1}}}^{n} E\left|\left(Y_{l_{1}}^{(i)}-Y_{l_{1}}^{(i, j)}\right) \cdots\left(Y_{l_{r}}^{(i)}-Y_{l_{r}}^{(i, j)}\right)\right|
\end{aligned}
$$

From this fact and the fact that

$$
E\left(Y_{j}^{(i)}\right)=P\left(Y_{j}^{(i)}=1\right)=\binom{n-2}{d} p^{d} q^{n-2-d}=\binom{n-1}{d} p^{d} q^{n-1-d}\left[\frac{(n-1-d)}{(n-1) q}\right] \leq 2 \mu,
$$

we have,

$$
\begin{align*}
E\left|V_{i j}^{r}\right| & =\frac{1}{\sigma_{n}^{r}} E\left|\left\{Y_{j}^{(i)}+\sum_{\substack{l=1 \\
l \neq i, j}}^{n}\left(Y_{l}^{(i)}-Y_{l}^{(i, j)}\right)\right\}^{r}\right| \\
& \leq \frac{2^{r-1}}{\sigma_{n}^{r}}\left\{E\left|Y_{j}^{(i)}\right|^{r}+E\left|\sum_{\substack{l=1 \\
l \neq i, j}}^{n}\left(Y_{l}^{(i)}-Y_{l}^{(i, j)}\right)\right|^{r}\right\} \\
& \leq 2^{r-2}(4+3 r(d+4)) \frac{\mu}{\sigma_{n}^{r}} \tag{3.15}
\end{align*}
$$

for any $r \in \mathbb{N}$. Thus, from (3.12) and (3.15), we have

$$
\begin{aligned}
E\left|X_{i}^{r_{1}} Z_{i}^{r_{2}} V_{i j}^{r_{3}}\right| \leq & \left\{E\left|X_{i}^{r_{1}} Z_{i}^{r_{2}}\right|^{\frac{r_{1}+r_{2}+r_{3}}{r_{1}+r_{2}}}\right\}^{\frac{r_{1}+r_{2}}{r_{1}+r_{2}+r_{3}}}\left\{E\left|V_{i j}^{r_{3}}\right|^{\frac{r_{1}+r_{2}+r_{3}}{r_{3}}}\right\}^{\frac{r_{3}}{r_{1}+r_{2}+r_{3}}} \\
\leq & \left\{2^{\frac{r_{2}\left(r_{1}+r_{2}+r_{3}\right)}{r_{1}+r_{2}}-2}\left[2+\frac{3 r_{2}\left(r_{1}+r_{2}+r_{3}\right)(d+2)}{r_{1}+r_{2}}\right] \frac{\mu}{\sigma_{n}^{r_{1}+r_{2}+r_{3}}}\right\}^{\frac{r_{1}+r_{2}}{r_{1}+r_{2}+r_{3}}} \\
& \left\{2^{r_{1}+r_{2}+r_{3}-2}\left(4+3\left(r_{1}+r_{2}+r_{3}\right)(d+4) \frac{\mu}{\sigma_{n}^{r_{1}+r_{2}+r_{3}}}\right\}^{\frac{r_{3}+r_{2}+r_{3}}{r_{1}}}\right. \\
= & C_{1}\left(d, r_{1}, r_{2}, r_{3}\right) \frac{\mu}{\sigma^{r_{1}+r_{2}+r_{3}}}
\end{aligned}
$$

where

$$
C_{1}\left(d, r_{1}, r_{2}, r_{3}\right) \leq 2^{r_{2}-\frac{2\left(r_{1}+r_{2}\right)}{r_{1}+r_{2}+r_{3}}}\left[2+\frac{3 r_{2}\left(r_{1}+r_{2}+r_{3}\right)(d+2)}{r_{1}+r_{2}}\right]^{\frac{2 r_{3}}{r_{1}+r_{2}+r_{3}}} \underset{+2^{r_{3}-\frac{r_{3}}{r_{1}+r_{2}+r_{3}}}\left[4+3\left(r_{1}+r_{2}+r_{3}\right)(d+4)\right]^{\frac{r_{3}}{r_{1}+r_{2}+r_{3}}}}{\frac{r_{1}}{2}}
$$

for $r_{1}, r_{2}, r_{3} \in \mathbb{N}$.
Proposition 3.5. Let $d \geq 0$ and $p=\frac{1}{n^{\gamma}}$ where $\gamma \geq 1$. For $\widetilde{n} \geq 3, r_{1}, r_{2}, r_{3} \in \mathbb{N}$ and $i, j \in\{1,2, \ldots, n\}$, there exists a positive constant $C_{2}\left(d, r_{3}\right)$ such that

where $C_{2}\left(d, r_{3}\right)=2^{r_{3}-2}\left(4+3 r_{3}(d+4)\right)$.

Proof. Note from (3.8) and (3.13) that, for any $i, j \in\{1,2, \ldots, n\}, i \neq j, l_{1}, \ldots, l_{m}, \in$ $\{1,2, \ldots, n\}-\{i, j\}$ and $r_{1}, r_{2}, \ldots, r_{m+1} \in \mathbb{N}$,

$$
\begin{align*}
E\left|\left(Y_{j}^{(i)}\right)^{r_{1}}\left(Y_{j}-Y_{j}^{(i)}\right)^{r_{2}}\right| & \leq E\left(\left|Y_{j}^{(i)}\right|^{r_{1}} E_{i j}^{r_{2}}(I[\operatorname{deg}(j)=d \text { or } d+1])^{r_{2}}\right) \\
& =P\left(Y_{j}^{(i)}=1, E_{i j}=1, I[\operatorname{deg}(j)=d \text { or } d+1]=1\right) \\
& =\binom{n-2}{d} p^{d+1} q^{n-2-d} \\
& =\binom{n-1}{d} p^{d} q^{n-1-d} \frac{(n-1-d) p}{(n-1) q} \\
& \leq \frac{\mu}{n q} \\
& \leq \frac{2 \mu}{n} \tag{3.16}
\end{align*}
$$

and

$$
\begin{align*}
& E\left|\left(Y_{j}-Y_{j}^{(i)}\right)^{r_{1}}\left(Y_{l_{1}}^{(i)}-Y_{l_{1}}^{(i, j)}\right)^{r_{2}}\left(Y_{l_{2}}^{(i)}-Y_{l_{2}}^{(i, j)}\right)^{r_{3}} \cdots\left(Y_{l_{m}}^{(i)}-Y_{l_{m}}^{(i, j)}\right)^{r_{m+1}}\right| \\
& \leq E\left(E_{i j}^{r_{1}} E_{j l_{1}}^{r_{2}}\left(I^{(i)}\left[\operatorname{deg}\left(l_{1}\right)=d \text { or } d+1\right]\right)^{r_{2}} E_{j l_{2}}^{r_{3}} \cdots E_{j l_{m}}^{r_{m+1}}\right) \\
& =P\left(E_{i j}=1, E_{j l_{1}}=1, I^{(i)}\left[\operatorname{deg}\left(l_{1}\right)=d \text { or } d+1\right]=1, E_{j l_{2}}=1, \ldots, E_{j l_{m}}=1\right) \\
& =p p^{m-1}\left[\binom{n-3}{d-1} p^{d} q^{\left.n-2-d+\binom{n-3}{d} p^{d+1} q^{n-3-d}\right]}\right. \\
& =p^{m}\binom{n-1}{d} p^{d} q^{n-1-d}\left[\frac{(n-1-d) d}{(n-1)(n-2)}+\frac{(n-1-d)(n-2-d) p}{(n-1)(n-2) q^{2}}\right] \\
& =\frac{p^{m} \mu}{(n-1)}\left[\frac{(n-1-d) d}{(n-2)}+\frac{(n-1-d)(n-2-d) p}{(n-2) q^{2}}\right] \\
& \leq \frac{3}{2}(d+4) \frac{p^{m} \mu}{n} . \tag{3.17}
\end{align*}
$$

From (3.17) we see that 19 d

From this fact, (3.11) and (3.16), we have

$$
\begin{aligned}
& E\left|X_{i}^{r_{1}} Z_{i j}^{r_{2}} V_{i j}^{r_{3}}\right| \\
& \leq \frac{1}{\sigma_{n}^{r_{1}+r_{2}+r_{3}}} E\left|\left(Y_{j}-Y_{j}^{(i)}\right)^{r_{2}}\left\{Y_{j}^{(i)}+\sum_{\substack{l \neq 1 \\
l \neq i, j}}^{n}\left(Y_{l}^{(i)}-Y_{l}^{(i, j)}\right)\right\}^{r_{3}}\right| \\
& \leq \frac{2^{r_{3}-1}}{\sigma^{r_{1}+r_{2}+r_{3}}}\left\{E\left|\left(Y_{j}-Y_{j}^{(i)}\right)^{r_{2}}\left(Y_{j}^{(i)}\right)^{r_{3}}\right|+E\left|\left(Y_{j}-Y_{j}^{(i)}\right)^{r_{2}}\left[\sum_{\substack{l=1 \\
l \neq i, j}}^{n}\left(Y_{l}^{(i)}-Y_{l}^{(i, j)}\right)\right]^{r_{3}}\right|\right\} \\
& \leq 2^{r_{3}-2}\left(4+3 r_{3}(d+4)\right) \frac{\mu}{n \sigma^{r_{1}+r_{2}+r_{3}}} .
\end{aligned}
$$

### 3.2 Stein's method for normal approximation

Stein's method was given by Stein[54] in 1972. His technique was relied on the elementary differential equation

$$
\begin{equation*}
f^{\prime}(w)-w f(w)=h(w)-\mathcal{N} h \tag{3.18}
\end{equation*}
$$

where $f: \mathbb{R} \rightarrow \mathbb{R}$ is a continuous and piecewise continuously differentiable function, $h$ is a bounded test function with bounded derivative and $\mathcal{N} h$ is defined by

$$
\mathcal{N} h=\frac{1}{\sqrt{2 \pi}} \int_{-\infty}^{\infty} h(z) e^{-\frac{1}{2} z^{2}} d z .
$$

To use (3.18) to find a bound of normal approximation, many authors([9], [15], [16], [39], [45]) choose the test function $h \Longleftarrow I_{z}$ where $I_{z}: \mathbb{R} \rightarrow \mathbb{R}$ is defined by


It is well-known that the solution $f_{z}$ of (3.18) with test function $I_{z}$ is of the form

$$
f_{z}(w)= \begin{cases}\sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(w)[1-\Phi(z)] & \text { if } w \leq z  \tag{3.20}\\ \sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(z)[1-\Phi(w)] & \text { if } w>z\end{cases}
$$

where $\Phi(z)=\int_{-\infty}^{z} \frac{1}{\sqrt{2 \pi}} e^{-\frac{1}{2} t^{2}} d t([55]$, pp.22).
Observe that

$$
f_{z}^{\prime}(w)= \begin{cases}{[1-\Phi(z)]\left[1+\sqrt{2 \pi} w e^{\frac{1}{2} w^{2}} \Phi(w)\right]} & ; w<z \\ \Phi(z)\left[-1+\sqrt{2 \pi} w e^{\frac{1}{2} w^{2}}(1-\Phi(w))\right] & ; w>z\end{cases}
$$

and the first derivative of $f_{z}$ does not exists at $w=z$. But from (3.18) and (3.20) we have to define

$$
f_{z}^{\prime}(z)=[1-\Phi(z)]\left[1+\sqrt{2 \pi} z e^{\frac{1}{2} z^{2}} \Phi(z)\right] .
$$

Thus

$$
f_{z}^{\prime}(w)= \begin{cases}{[1-\Phi(z)]\left[1+\sqrt{2 \pi} w e^{\frac{1}{2} w^{2}} \Phi(w)\right]} & ; w \leq z  \tag{3.21}\\ \Phi(z)\left[-1+\sqrt{2 \pi} w e^{\frac{1}{2} w^{2}}(1-\Phi(w))\right] & ; w>z\end{cases}
$$

By substituting any random variable $W$ for $w$ in (3.18) with $h=I_{z}$, we yields

$$
E\left[f_{z}^{\prime}(W)-W f_{z}(W)\right]=P(W \leq z)-\Phi(z) .
$$

Hence, to bound $|P(W \leq z)-\Phi(z)|$, it suffices to bound $E\left[f_{z}^{\prime}(W)-W f_{z}(W)\right]$.
Barbour, Karoński and Ruciński( $[9], 1989)$ used Taylor expansion of $f_{z}$ and $f_{z}^{\prime}$ to show that

$$
\left|P\left(W_{n} \leq z\right)-\Phi(z)\right| \leq \frac{C}{\sigma_{n}}
$$

where $W_{n}$ is the number of vertices of a fixed degree in a random graph. Unfortunately, since $f_{z}^{\prime}$ is not continuous at $w=z$, we can not use the Taylor's expansion of $f_{z}^{\prime}$. In 2003, Martin [14] found that this fact is not true. He corrected this mistake by use another test function. In this chapterque will correct the idea of Barbour, Karonski and Ruaciński by using another test function instead of $I_{z}$. The new test function is $I_{z, \varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ which is defined by

$$
I_{z, \varepsilon}(w)= \begin{cases}1 & ; w<z-\varepsilon \\ -\frac{1}{2 \varepsilon}(w-z-\varepsilon) & ; z-\varepsilon \leq w<z+\varepsilon \\ 0 & ; w \geq z+\varepsilon\end{cases}
$$

where $\varepsilon>0$ is fixed. This function is introduced by $\operatorname{Martin}([44]$ pp.84, 2003).

Proposition 3.6. The solution of Stein's equation

$$
f^{\prime}(w)-w f(w)=I_{z, \varepsilon}(w)-\mathcal{N} I_{z, \varepsilon}
$$

is of the form

$$
f_{z, \varepsilon}= \begin{cases}\sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(w)\left[1-\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t\right] & ; w<z-\varepsilon \\ \frac{1}{2 \varepsilon} \sqrt{2 \pi} e^{\frac{w^{2}}{2}}[1-\Phi(w)] \int_{z-\varepsilon}^{w} \Phi(t) d t \\ +\sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(w)\left[\frac{(z+\varepsilon)-w)}{2 \varepsilon}-\frac{1}{2 \varepsilon} \int_{w}^{z+\varepsilon} \Phi(t) d t\right] & ; z-\varepsilon \leq w<z+\varepsilon \\ & \\ \frac{1}{2 \varepsilon} \sqrt{2 \pi} e^{\frac{w^{2}}{2}}[1-\Phi(w)] \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t & ; w \geq z+\varepsilon .\end{cases}
$$

Proof. Note that

$$
\begin{aligned}
& \frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} I_{t}(w) d t=\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} 1 d t=1, \quad \text { for } w<z-\varepsilon, \\
& \begin{aligned}
\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} I_{t}(w) d t & =\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{w} I_{t}(w) d t+\frac{1}{2 \varepsilon} \int_{w}^{z+\varepsilon} I_{t}(w) d t \\
& =\frac{1}{2 \varepsilon} \int_{w}^{z+\varepsilon} 1 d t
\end{aligned}
\end{aligned}
$$

and

$$
\text { 66) } \frac{1}{}=-\frac{1}{2}(w-z-\varepsilon), \text { for } z-\varepsilon \leq w<z+\varepsilon \text {, }
$$

Hence

$$
\begin{equation*}
I_{z, \varepsilon}(w)=\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} I_{t}(w) d t \tag{3.22}
\end{equation*}
$$

for all $w \in \mathbb{R}$. From this fact we can see that

$$
\begin{equation*}
\mathcal{N} I_{z, \varepsilon}=\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \mathcal{N} I_{t} d t=\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t \tag{3.23}
\end{equation*}
$$

By (3.22), (3.23) and Stein's equation we have

$$
\begin{aligned}
I_{z, \varepsilon}-\mathcal{N} I_{z, \varepsilon} & =\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon}\left(I_{t}(w)-\Phi(t)\right) d t \\
& =\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon}\left(f_{t}^{\prime}(w)-w f_{t}(w)\right) d t
\end{aligned}
$$

From this fact and (3.18), the solution of Stein equation,

$$
f^{\prime}(w)-w f(w)=I_{z, \varepsilon}(w)-\mathcal{N} I_{z, \varepsilon}
$$

is $f_{z, \varepsilon}: \mathbb{R} \rightarrow \mathbb{R}$ which is defined by

$$
\begin{equation*}
f_{z, \varepsilon}(w)=\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} f_{t}(w) d t \tag{3.24}
\end{equation*}
$$

We use (3.20) and (3.24) to give the form of $f_{z, \varepsilon}$.
Case $w<z-\varepsilon$.

$$
\begin{aligned}
f_{z, \varepsilon}(w) & =\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(w)[1-\Phi(t)] d t \\
& =\sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(w)\left[1-\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t\right] .
\end{aligned}
$$

Case $z-\varepsilon \leq w<z+\varepsilon$.

$$
\begin{aligned}
f_{z, \varepsilon}= & \frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{w} f_{t}(w) d t+\frac{1}{2 \varepsilon} \int_{w}^{z+\varepsilon} f_{t}(w) d t \\
= & \frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{w} \sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(t)[1-\Phi(w)] d t+\frac{1}{2 \varepsilon} \int_{w}^{z+\varepsilon} \sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(w)[1-\Phi(t)] d t \\
= & \frac{1}{2 \varepsilon} \sqrt{2 \pi} e^{\frac{w^{2}}{2}}[1-\Phi(w)] \int_{z-\varepsilon}^{w} \Phi(t) d t \\
& +\sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(w)\left[\frac{(z+\varepsilon \sigma w)}{2 \varepsilon \sigma}-\frac{1}{2 \varepsilon} \int_{w}^{z+\varepsilon} \Phi(t) d t\right] . \\
\text { Case } w \geq z & +\varepsilon .6 \\
f_{z, \varepsilon}(w)= & \frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(t)[1-\Phi(w)] d t \\
= & \frac{1}{2 \varepsilon} \sqrt{2 \pi} e^{\frac{w^{2}}{2}}[1-\Phi(w)] \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t .
\end{aligned}
$$

This completes the proof.

Proposition 3.7. For any $z \in \mathbb{R}$ and $\varepsilon>0$, the first derivative of $f_{z, \varepsilon}$ exists and is continuous.

Proof. First, we will use (3.20) and (3.21) to show that $f_{z, \varepsilon}^{\prime}$ exists.
Case $w<z-\varepsilon$.

$$
\begin{aligned}
f_{z, \varepsilon}^{\prime}(w) & =\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} f_{t}^{\prime}(w) d t \\
& =\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon}[1-\Phi(t)]\left[1+\sqrt{2 \pi} w e^{\frac{w^{2}}{2}} \Phi(w)\right] d t \\
& =\frac{1}{2 \varepsilon}\left[1+\sqrt{2 \pi} w e^{\frac{w^{2}}{2}} \Phi(w)\right]\left\{2 \varepsilon-\int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t\right\} \\
& =\left[1+\sqrt{2 \pi} w e^{\frac{w^{2}}{2}} \Phi(w)\right]\left[1-\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t\right] .
\end{aligned}
$$

Case $z-\varepsilon<w<z+\varepsilon$

$$
\begin{aligned}
& f_{z, \varepsilon}^{\prime}(w)=\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{w} f_{t}^{\prime}(w) d t+\frac{1}{2 \varepsilon} \int_{w}^{z+\varepsilon} f_{t}^{\prime}(w) d t \\
& =\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{w} \Phi(t)\left[-\overline{\left.1+\sqrt{2 \pi} w e^{\frac{1}{2} w^{2}}(1-\Phi(w))\right] d t}\right. \\
& +\frac{1}{2 \varepsilon} \int_{w}^{z+\varepsilon}[1-\Phi(t)]\left[1+\sqrt{2 \pi} w e^{\frac{1}{2} w^{2}} \Phi(w)\right] d t \\
& =\frac{1}{2 \varepsilon}\left[-1+\sqrt{2 \pi w e^{\frac{1}{2}} w^{2}}(1-\Phi(w))\right] \int_{z-\varepsilon}^{w} \Phi(t) d t \\
& +\frac{1}{2 \varepsilon}\left[1+\sqrt{2 \pi w e^{\frac{1}{2} \omega^{2}} \Phi(w)}\right]\left\{(z+\varepsilon-w)-\int_{w}^{z+\varepsilon} \Phi(t) d t\right\} .
\end{aligned}
$$

Case $w>z+\varepsilon$

$$
f_{z, \varepsilon}^{\prime}(w)=\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} f_{t}^{\prime}(w) d t
$$

$$
\text { 6) }=\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t)\left[-p+\sqrt{2 \pi w e^{\frac{1}{2}} w^{2}}(1-\Phi(w))\right] d t
$$



Next, we will find the first derivative of $f_{z, \varepsilon}(w)$ at points, $w=z-\varepsilon$ and $w=z+\varepsilon$.
To find $f_{z, \varepsilon}^{\prime}(z-\varepsilon)$, we use Proposition 3.6 and L'Hopital's rule to consider the left and
the right derivatives of $f_{z, \varepsilon}(z-\varepsilon)$ as follows.

$$
\begin{aligned}
& \lim _{h \rightarrow 0^{-}} \frac{f_{z, \varepsilon}(z-\varepsilon+h)-f_{z, \varepsilon}(z-\varepsilon)}{h} \\
& =\left[1-\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t\right] \lim _{h \rightarrow 0^{-}} \frac{1}{h}\left\{\sqrt{2 \pi} e^{\frac{(z-\varepsilon+h)^{2}}{2}} \Phi(z-\varepsilon+h)-\sqrt{2 \pi} e^{\frac{(z-\varepsilon)^{2}}{2}} \Phi(z-\varepsilon)\right\} \\
& =\left[1-\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t\right] \lim _{h \rightarrow 0^{-}} \sqrt{2 \pi}\left[\frac{1}{\sqrt{2 \pi}}+(z-\varepsilon+h) \Phi(z-\varepsilon+h) e^{\frac{(z-\varepsilon+h)^{2}}{2}}\right] \\
& =\left[1-\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t\right]\left[1+\sqrt{2 \pi}(z-\varepsilon) \Phi(z-\varepsilon) e^{\frac{(z-\varepsilon)^{2}}{2}}\right]
\end{aligned}
$$

and

$$
\begin{aligned}
& \lim _{h \rightarrow 0^{+}} \frac{f_{z, \varepsilon}(z-\varepsilon+h)-f_{z, \varepsilon}(z-\varepsilon)}{h}
\end{aligned}
$$

$$
\begin{aligned}
& +\sqrt{2 \pi} e^{\frac{(z-\varepsilon+h)^{2}}{2}} \Phi(z-\varepsilon+h)\left[1-\frac{h}{2 \varepsilon}-\frac{1}{2 \varepsilon} \int_{z-\varepsilon+h}^{z+\varepsilon} \Phi(t) d t\right] \\
& \left.-\sqrt{2 \pi} e^{\frac{(z-\varepsilon)^{2}}{2}} \Phi(z-\varepsilon)\left[1-\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t\right]\right\} \\
& =\lim _{h \rightarrow 0^{+}} \frac{\sqrt{2 \pi}}{2 \varepsilon}\left\{e^{\frac{(z-\varepsilon+h)^{2}}{2}}[1-\Phi(z-\varepsilon+h)] \Phi(z-\varepsilon+h)\right. \\
& \left.+\int_{z-\varepsilon}^{z-\varepsilon+h} \Phi(t) d t\left[\frac{-1}{\sqrt{2 \pi}}+[1-\Phi(z-\varepsilon+h)](z-\varepsilon+h) e^{\frac{(z-\varepsilon+h)^{2}}{2}}\right]\right\} \\
& +\sqrt{2 \pi}\left\{e^{\frac{(z-\varepsilon+h)^{2}}{2}} \Phi(z-\varepsilon+h)\left[\frac{-1}{2 \varepsilon}+\frac{1}{2 \varepsilon} \Phi(z-\varepsilon+h)\right]+\right. \\
& \left.+\left[1-\frac{h}{2 \varepsilon}-\frac{1}{2 \varepsilon} \int_{z-\varepsilon+h}^{z+\varepsilon} \Phi(t) d t\right]\left[\frac{1}{\sqrt{2 \pi}}+(z-\varepsilon+h) e^{\frac{(z-\varepsilon+h)^{2}}{2}} \Phi(z-\varepsilon+h)\right]\right\} \\
& =\frac{\sqrt{2 \pi}}{2 \varepsilon} e^{\frac{(z-\varepsilon)^{2}}{2}}[1-\Phi(z-\varepsilon)] \Phi(z+q) e \frac{\sqrt{2 \pi}}{2 \varepsilon} e^{\frac{(z-\varepsilon)^{2}}{2}}(1-\Phi(z-\varepsilon)] \Phi(z-\varepsilon) \\
& +\left[1-\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t\right]\left[1+\sqrt{2 \pi}(z-\varepsilon) e^{\frac{(z-\varepsilon)^{2}}{2}} \Phi(z-\varepsilon)\right]
\end{aligned}
$$

Thus

$$
f_{z, \varepsilon}^{\prime}(z-\varepsilon)=\left[1-\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t\right]\left[1+\sqrt{2 \pi}(z-\varepsilon) e^{\frac{(z-\varepsilon)^{2}}{2}} \Phi(z-\varepsilon)\right] .
$$

Similarly to $f_{z, \varepsilon}^{\prime}(z-\varepsilon)$, we have

$$
f_{z, \varepsilon}^{\prime}(z+\varepsilon)=\frac{1}{2 \varepsilon} \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t\left[-1+\sqrt{2 \pi}(1-\Phi(z+\varepsilon))(z+\varepsilon) e^{\frac{(z+\varepsilon)^{2}}{2}}\right] .
$$

Thus we have

$$
\begin{aligned}
& f_{z, \varepsilon}^{\prime}(w) \\
& = \begin{cases}{\left[1+\sqrt{2 \pi} w e^{\frac{w^{2}}{2}} \Phi(w)\right]-\frac{1}{2 \varepsilon}\left[1+\sqrt{2 \pi} w e^{\frac{w^{2}}{2}} \Phi(w)\right] \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t} & ; w \leq z-\varepsilon \\
\frac{1}{2 \varepsilon}\left[-1+\sqrt{2 \pi} w e^{\frac{1}{2} w^{2}}(1-\Phi(w))\right] \int_{z-\varepsilon}^{w} \Phi(t) d t \\
+\frac{1}{2 \varepsilon}\left[1+\sqrt{2 \pi} w e^{\frac{1}{2} w^{2}} \Phi(w)\right]\left\{(z+\varepsilon-w)-\int_{w}^{z+\varepsilon} \Phi(t) d t\right\} & ; z-\varepsilon \leq w \leq z+\varepsilon \\
\frac{1}{2 \varepsilon}\left[-1+\sqrt{2 \pi} w e^{\frac{1}{2} w^{2}}(1-\Phi(w))\right] \int_{z-\varepsilon}^{z+\varepsilon} \Phi(t) d t & ; w \geq z+\varepsilon .\end{cases}
\end{aligned}
$$

Observe that $f_{z, \varepsilon}^{\prime}$ is continuous.

Remark. The idea of the proof of Proposition 3.6 and Proposition 3.7 is introduced by Martin.

Proposition 3.8. For the function $f_{z, \varepsilon}$ defined in Proposition 3.6 we have


where $A \subseteq \mathbb{R}$

Proof. See Lemma 2 in Chapter II of $\operatorname{Stein}([55], 1986)$ for the proof of (1) and (2). The proof of $(3)$, see page 86 of $\operatorname{Martin}([44], 2003)$.

Theorem 3.9 is one of the main results in [44] that we will apply in our work.

Theorem 3.9. Let $W_{n}$ be a decomposed random variable defined by

$$
\begin{gathered}
W_{n}=\sum_{i \in I} X_{i} \\
E\left(X_{i}\right)=0, i \in I ; \quad E\left(W_{n}^{2}\right)=1 ; \\
W_{n}=W^{(i)}+Z_{i}, i \in I, \text { where } W^{(i)} \text { is independent of } X_{i} ; \\
Z_{i}=\sum_{j \in K_{i}} Z_{i j}, i \in I, K_{i} \subset I ; \\
W^{(i)}=W_{i j}+V_{i j}, i \in I, j \in K_{i},
\end{gathered}
$$

where $W_{i j}$ is independent of the pair $\left(X_{i}, Z_{i j}\right)$.
Suppose that

$$
\left|X_{i}\right| \leq A_{i},\left|Z_{i k}\right| \leq \overline{B_{i k}},\left|V_{i k}\right| \leq C_{i k},\left|Z_{i}+V_{i k}\right| \leq C_{i k}^{\prime}
$$

for some constants $A_{i}, B_{i k}, C_{i k}$ and $C_{i k}^{\prime}$. Then

$$
\sup _{z \in \mathbb{R}}\left|P\left(W_{n} \leq z\right)-\Phi(z)\right| \leq 13.7 \sum_{i \in I} A_{i} B_{i}^{2}+\sum_{i \in I} \sum_{k \in K_{i}} A_{i} B_{i k}\left(6.8 C_{i k}+9.3 C_{i k}^{\prime}\right)
$$

where $B_{i}:=\sum_{k \in K_{i}} B_{i k}$.
To prove this theorem, Martin showed that for all $\varepsilon>0$

$$
\begin{equation*}
\left|P\left(W_{n} \leq z\right)-\Phi(z)\right| \leq A_{1}(\varepsilon)+A_{2}(\varepsilon)+A_{3}(\varepsilon)+B_{1}(\varepsilon)+B_{2}(\varepsilon)+B_{3}(\varepsilon)+\frac{\varepsilon}{\sqrt{2 \pi}} \tag{3.25}
\end{equation*}
$$

where

$$
\begin{aligned}
A_{1}(\varepsilon) & :=\sum_{i \in I} E\left(\left|g_{z, \varepsilon}\left(W^{(i)}+\theta_{1} Z_{i}\right)-\overparen{g}_{z, \varepsilon}\left(W^{(i)}\right)\right|\left|X_{i} Z_{i}\right|\right) \\
A_{3}(\varepsilon) & :=\sum_{i \in I} \sum_{k \in K_{i}} E\left(\left|g_{z, \varepsilon}\left(W_{n}\right)-g_{z, \varepsilon}\left(W_{i k}\right)\right|\right) E\left(\left|X_{i} Z_{i k}\right|\right) \\
B_{1}(\varepsilon) & :=\sum_{i \in I} E\left(\left|I_{z, \varepsilon}\left(W^{(i)}\right)-I_{z, \varepsilon}\left(W^{(i)}+\theta_{1} Z_{i}\right) \| X_{i} Z_{i}\right|\right) \\
B_{2}(\varepsilon) & :=\sum_{i \in I} \sum_{k \in K_{i}} E\left(\left|I_{z, \varepsilon}\left(W_{i j}\right)-I_{z, \varepsilon}\left(W_{i j}+V_{i j}\right)\right|\left|X_{i} Z_{i j}\right|\right) \\
B_{3}(\varepsilon) & :=\sum_{i \in I} \sum_{k \in K_{i}} E\left(\left|I_{z, \varepsilon}\left(W_{n}\right)-I_{z, \varepsilon}\left(W_{i j}\right)\right|\right) E\left(\left|X_{i} Z_{i j}\right|\right)
\end{aligned}
$$

and

$$
\begin{equation*}
g_{z, \varepsilon}(x)=f_{z, \varepsilon}(x) x, \tag{3.26}
\end{equation*}
$$

$\theta_{1} \in[0,1]([44]$, pp.84-86).
Then he used the boundedness of $X_{i}, Z_{i k}, V_{i k}$ and $Z_{i}+V_{i k}$ to bound every term on the right handside of (3.25). In fact we can not apply Theorem 3.9 to our work, since our random variable $Z_{i}=\sum_{j=1}^{n} \frac{1}{\sigma_{n}}\left\{Y_{i}+\left(Y_{j}-Y_{j}^{(i)}\right)\right\}$ is not bounded. But in our work, we also prove our result by using equation (3.25).

### 3.3 Proof of main results

In this section, we give the proof of Theorem 3.1 and Theorem 3.2.
Proof of Theorem 3.1. In Theorem 3.1 we need to find $\delta$ where

$$
\delta:=\sup _{z \in \mathbb{R}}\left|P\left(W_{n} \leq z\right)-\Phi(z)\right|
$$

We note that for any $a, b \in \mathbb{R}$

$$
\begin{align*}
P\left(a \leq W_{n} \leq b\right) & =P\left(W_{n} \leq b\right)-P(W<a)-\Phi(b)+\Phi(a)+\Phi(b)-\Phi(a) \\
& =\left[P\left(W_{n} \leq b\right)-\Phi(b)\right]-[P(W<a)-\Phi(a)]+\Phi(b)-\Phi(a) \\
& \leq\left[P\left(W_{n} \leq b\right)-\Phi(b)\right]+\left[P\left(W_{n} \leq a\right)-\Phi(a)\right]+\Phi(b)-\Phi(a) \\
6 & \leq 2 \delta+\frac{b-a}{\sqrt{2 \pi}} . \tag{3.27}
\end{align*}
$$

To find $\delta$, we divide the proof into 4 steps as follows. 9 ?
Step 1. We will show that

$$
A_{1}(\varepsilon)+A_{2}(\varepsilon)+A_{3}(\varepsilon) \leq \frac{C}{\sigma_{n}}
$$

for every $\varepsilon>0$.
From (3.4), (3.6), (3.10), (3.12) and the fact that

$$
E\left(X_{i}^{2}\right)=\frac{1}{\sigma_{n}^{2}} E\left(\left(Y_{i}-\mu\right)^{2}\right) \leq \frac{\mu}{\sigma_{n}^{2}}
$$

we have

$$
\begin{align*}
E\left(\left|W_{n} X_{i}\right| Z_{i}^{2}\right) & =E\left(\left|\left(W^{(i)}+Z_{i}\right) X_{i}\right| Z_{i}^{2}\right) \\
& =E\left(\left|W^{(i)} X_{i}\right| Z_{i}^{2}\right)+E\left(\left|X_{i} Z_{i}^{3}\right|\right) \\
& \leq\left\{E\left(\left(W^{(i)}\right)^{2} X_{i}^{2}\right)\right\}^{\frac{1}{2}}\left\{E\left(Z_{i}^{4}\right)\right\}^{\frac{1}{2}}+\frac{C \mu}{\sigma_{n}^{4}} \\
& =\left\{E\left(\left(W^{(i)}\right)^{2}\right) E\left(X_{i}^{2}\right)\right\}^{\frac{1}{2}}\left\{E\left(Z_{i}^{4}\right)\right\}^{\frac{1}{2}}+\frac{C \mu}{\sigma_{n}^{4}} \\
& \leq C\left\{E\left(W_{n}^{2}+Z_{i}^{2}\right) E\left(X_{i}^{2}\right)\right\}^{\frac{1}{2}}\left\{E\left(Z_{i}^{4}\right)\right\}^{\frac{1}{2}}+\frac{C \mu}{\sigma_{n}^{4}} \\
& \leq C\left\{2 E\left(X_{i}^{2}\right)\right\}^{\frac{1}{2}}\left\{E\left(Z_{i}^{4}\right)\right\}^{\frac{1}{2}}+\frac{C \mu}{\sigma_{n}^{4}} \\
& \leq \frac{C \mu}{\sigma_{n}^{3}} \tag{3.28}
\end{align*}
$$

From (3.10) and (3.15) we have

$$
\begin{equation*}
E\left|W_{i j}\right|=E\left|\sum_{\substack{l=1 \\ l \neq i, j}}^{n} \frac{1}{\sigma_{n}}\left(Y_{l}^{(i, j)}-E Y_{l}^{(i, j)}\right)-E\left(V_{i j}\right)-E\left(Z_{i}\right)\right| \leq E\left|V_{i j}\right|+E\left|Z_{i}\right| \leq \frac{C}{\sigma_{n}} \tag{3.29}
\end{equation*}
$$

and from (3.9) we have

$$
\begin{gather*}
E\left|X_{i} Z_{i j}\right| \leq \frac{1}{\sigma_{n}^{2}} E\left|Y_{j}-Y_{j}^{(i)}\right| \leq \frac{3(d+2) \mu}{2 n \sigma_{n}^{2}} .  \tag{3.30}\\
694 ? 2)
\end{gather*}
$$

From Proposition 3.3, Proposition 3.8, (3.12), (3.26) and (3.28) we have

$$
\begin{align*}
A_{1}(\varepsilon)= & \sum_{i=1}^{n} E\left(\left|g_{z, \varepsilon}\left(W^{(i)}+\theta_{1} Z_{i}\right)-g_{z, \varepsilon}\left(W^{(i)}\right)\right|\left|X_{i} Z_{i}\right|\right) \\
= & \sum_{i=1}^{n} E\left(\mid f_{z, \varepsilon}\left(W^{(i)}+\theta_{1} Z_{i}\right)\left(W^{(i)}+\theta_{1} Z_{i}-W_{n}\right)-f_{z, \varepsilon}\left(W^{(i)}\right)\left(W^{(i)}-W_{n}\right)\right. \\
& \left.+\left(f_{z, \varepsilon}\left(W^{(i)}+\theta_{1} Z_{i}\right)-f_{z, \varepsilon}\left(W^{(i)}\right)\right) W_{n}| | X_{i} Z_{i} \mid\right) \\
= & \sum_{i=1}^{n} E\left(\mid f_{z, \varepsilon}\left(W^{(i)}+\theta_{1} Z_{i}\right)\left(\theta_{1}-1\right) Z_{i}-f_{z, \varepsilon}\left(W^{(i)}\right) Z_{i}\right) \\
& \left.\left.+\left(\frac{f_{z, \varepsilon}\left(W^{(i)}+\theta_{1} Z_{i}\right)-f_{z, \varepsilon}\left(W^{(i)}\right)}{\theta_{1} Z_{i}}\right) \theta_{1} Z_{i} W_{n}| | X_{i} Z_{i} \right\rvert\,\right) \\
\leq & \sum_{i=1}^{n}\left\{E\left(\left|f_{z, \varepsilon}\left(W^{(i)}+\theta_{1} Z_{i}\right)\right|\left|X_{i}\right| Z_{i}^{2}\right)+E\left(\left|f_{z, \varepsilon}\left(W^{(i)}\right)\right|\left|X_{i}\right| Z_{i}^{2}\right)\right. \\
\leq & \sum_{i=1}^{n}\left\{\frac{\sqrt{2 \pi}}{4} E\left(\left|X_{i}\right| Z_{i}^{2}\right)+\frac{f_{z, \varepsilon}\left(W^{(i)}+\theta_{1} Z_{i}\right)-f_{z, \varepsilon}\left(W^{(i)}\right)}{\left.\theta_{1} Z_{i}\left(\left|W_{n} X_{i}\right| Z_{i}^{2}\right)\right\}}\right. \\
= & \sum_{i=1}^{n}\left\{\frac{\sqrt{2 \pi}}{2} E\left(\left|X_{i}\right| Z_{i}^{2} \mid Z_{i}^{2}\right)+E\left(\left|W_{n} X_{i}\right| Z_{i}^{2}\right)\right\} \\
\leq & C\left\{\frac{n \mu}{\sigma_{n}^{3}}\right\} \\
\leq & \frac{C}{\sigma_{n}} . \\
& \left.\left.6\} W_{n} \mid Z_{i}^{2}\right)\right\}  \tag{3.31}\\
& 0
\end{align*}
$$

## จุฬาลงกรณ์มหาวิทยาลัย

From Proposition 3.3, Proposition 3.5, Proposition 3.8, (3.4), (3.5), (3.6), (3.26), (3.29) and (3.30), we have

$$
\begin{aligned}
& A_{2}(\varepsilon)=\sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} E\left(\left|g_{z, \varepsilon}\left(W^{(i)}\right)-g_{z, \varepsilon}\left(W_{i j}\right)\right|\left|X_{i} Z_{i j}\right|\right) \\
& =\sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} E\left(\mid f_{z, \varepsilon}\left(W^{(i)}\right)\left(W^{(i)}-W_{n}\right)-f_{z, \varepsilon}\left(W_{i j}\right)\left(W_{i j}-W_{n}\right)\right. \\
& \left.+\left(f_{z, \varepsilon}\left(W^{(i)}\right)-f_{z, \varepsilon}\left(W_{i j}\right)\right) W_{n}\left\|X_{i} Z_{i j}\right\|\right) \\
& =\sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} E\left(\mid f_{z, \varepsilon}\left(W^{(i)}\right) W(i)-f_{z, \varepsilon}\left(W^{(i)}\right)\left(W_{i j}+V_{i j}+Z_{i}\right)-f_{z, \varepsilon}\left(W_{i j}\right) W_{i j}\right. \\
& \left.+f_{z, \varepsilon}\left(W_{i j}\right)\left(W^{(i)}+Z_{i}\right)+f_{z, \varepsilon}\left(W^{(i)}\right) W_{n}-f_{z, \varepsilon}\left(W_{i j}\right) W_{n} \| X_{i} Z_{i j} \mid\right) \\
& =\sum_{i=1}^{n} \sum_{\substack{=1 \\
j \neq i}}^{n} E\left(\left[\left[f_{z, \varepsilon}\left(W^{(i)}\right)+f_{z, \varepsilon} \overline{\left(W_{i j}\right)}\right]\left(W^{(i)}-W_{i j}\right)-f_{z, \varepsilon}\left(W^{(i)}\right) V_{i j}-f_{z, \varepsilon}\left(W^{(i)}\right) Z_{i}\right.\right. \\
& \left.+f_{z, \varepsilon}\left(W_{i j}\right) Z_{i}+f_{z, \varepsilon}\left(W^{(i)}\right) W_{n}-f_{z, \varepsilon}\left(W_{i j}\right) W_{n} \| X_{i} Z_{i j} \mid\right) \\
& =\sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} E\left(\mid\left[f_{z, \varepsilon}\left(W^{(i)}\right)+f_{z, \varepsilon}\left(W_{i j}\right) V_{i j}-f_{z, \varepsilon}\left(W^{(i)}\right) V_{i j}+f_{z, \varepsilon}\left(W^{(i)}\right)\left[W_{n}-Z_{i}\right]\right.\right. \\
& \left.-f_{z, \varepsilon}\left(W_{i j}\right)\left[W_{n}-Z_{i}\right] \| X_{i} Z_{i j}\right) \\
& =\sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} E\left(\left[\left[\overline{[f}_{z, \varepsilon}\left(W^{(i)}\right)+f_{z, \varepsilon}\left(W_{i j}\right)\right] V_{i j}-f_{z, \varepsilon}\left(W^{(i)}\right) V_{i j}+f_{z, \varepsilon}\left(W^{(i)}\right)\left[W_{i j}+V_{i j}\right]\right.\right.
\end{aligned}
$$

$$
\begin{align*}
& \leq \sum_{i=1}^{n} \sum_{j=1}^{n} \frac{5 \sqrt{2 \pi}}{4} E\left|X_{i} Z_{i j} V_{i j}\right|+\frac{\sqrt{2 \pi}}{2} E\left|W_{i j} X_{i} Z_{i j}\right| \\
& \leq \sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} \frac{5 \sqrt{2 \pi}}{4} E\left|X_{i} Z_{i j} V_{i j}\right|+\frac{\sqrt{2 \pi}}{2} E\left|W_{i j}\right| E\left|X_{i} Z_{i j}\right| \\
& \leq C\left\{\frac{n^{2} \mu}{n \sigma_{n}^{3}}+\frac{n^{2} \mu}{n \sigma_{n}^{3}}\right\} \\
& \leq \frac{C}{\sigma_{n}} \text {. } \tag{3.32}
\end{align*}
$$

From $E W_{n}=0$, Proposition 3.8, (3.10), (3.15), (3.26) and (3.30), we have

$$
\begin{align*}
A_{3}(\varepsilon)= & \sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} E\left|g_{z, \varepsilon}\left(W_{n}\right)-g_{z, \varepsilon}\left(W_{i j}\right)\right| E\left|X_{i} Z_{i j}\right| \\
= & \sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} E \mid f_{z, \varepsilon}\left(W_{n}\right)\left(W_{n}-W_{n}\right)-f_{z, \varepsilon}\left(W_{i j}\right)\left(W_{i j}-W_{n}\right) \\
& +\left(f_{z, \varepsilon}\left(W_{n}\right)-f_{z, \varepsilon}\left(W_{i j}\right)\right) W_{n}|E| X_{i} Z_{i j} \mid \\
\leq & \sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} E\left|f_{z, \varepsilon}\left(W_{i j}\right)\left(Z_{i}+V_{i j}\right)\right| E\left|X_{i} Z_{i j}\right|+E\left|\left(f_{z, \varepsilon}\left(W_{n}\right)-f_{z, \varepsilon}\left(W_{i j}\right)\right) W_{n}\right||E| X_{i} Z_{i j} \mid \\
\leq & \left.\sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} \frac{\sqrt{2 \pi}}{4} E\left|Z_{i}+V_{i j}\right| E\left|X_{i} Z_{i j}\right|+\frac{\sqrt{2 \pi}}{2} E\left|W_{n}\right||E| X_{i} Z_{i j} \right\rvert\, \\
\leq & \frac{C n^{2} \mu}{n \sigma_{n}^{3}} \\
\leq & \frac{C}{\sigma_{n}} . \tag{3.33}
\end{align*}
$$

Therefore, from (3.31), (3.32) and (3.33),

$$
A_{1}(\varepsilon)+A_{2}(\varepsilon)+A_{3}(\varepsilon) \leq \frac{C}{\sigma_{n}}
$$

To proof step 2-4 we let

$$
\begin{equation*}
\varepsilon=6\left[\frac{2(2+6(d+2))}{\sigma_{n}^{\beta}}+\frac{3(d+2)}{\sigma_{n}^{\beta}}+\frac{3(d+2)}{\sigma_{n}^{\beta}}\right] . \tag{3.34}
\end{equation*}
$$

Step 2. We will show that, for $0<\beta \nless 1$ 化

From Proposition 3.8 (3) we have for $0<\beta<1$

$$
\begin{aligned}
B_{1}(\varepsilon)= & \sum_{i=1}^{n} E\left(\left|I_{z, \varepsilon}\left(W^{(i)}\right)-I_{z, \varepsilon}\left(W^{(i)}+\theta_{1} Z_{i}\right)\right|\left|X_{i} Z_{i}\right|\right) \\
\leq & \frac{1}{2 \varepsilon} \sum_{i=1}^{n} E\left(\left|\int_{0}^{1} I_{\left[z-\varepsilon \leq W^{(i)}+\theta \theta_{1} Z_{i} \leq z+\varepsilon\right]} d \theta\right|\left|X_{i} Z_{i}^{2}\right|\right) \\
\leq & \frac{1}{2 \varepsilon} \sum_{i=1}^{n} E\left(\left|X_{i} Z_{i}^{2}\right|\left|\int_{0}^{1} I_{\left[z-\varepsilon \leq W^{(i)}+\theta \theta_{1} Z_{i} \leq z+\varepsilon,\left|V_{i j}\right|>\frac{1}{\left.\sigma_{n}^{\beta}\right]}\right.} d \theta\right|\right) \\
& +\frac{1}{2 \varepsilon} \sum_{i=1}^{n} E\left(\left|X_{i} Z_{i}^{2}\right|\left|\int_{0}^{1} I_{\left[z-\varepsilon \leq W^{(i)}+\theta \theta_{1} Z_{i} \leq z+\varepsilon,\left|V_{i j}\right| \leq \frac{1}{\sigma_{n}^{j}}\right.} d \theta\right|\right) \\
:= & B_{11}(\varepsilon)+B_{12}(\varepsilon) .
\end{aligned}
$$

By Proposition 3.4 we have

$$
\begin{align*}
B_{11}(\varepsilon) & \leq \frac{\sigma_{n}^{r \beta}}{2 \varepsilon} \sum_{i=1}^{n} E\left(\left|X_{i} Z_{i}^{2} V_{i j}^{r}\right|\left|\int_{0}^{1} I_{\left[z-\varepsilon \leq W^{(i)}+\theta \theta_{1} Z_{i} \leq z+\varepsilon,\left|V_{i j}\right|>\frac{1}{\sigma_{n}^{b}}\right]} d \theta\right|\right) \\
& \leq \frac{\sigma_{n}^{r \beta}}{2 \varepsilon} \sum_{i=1}^{n} E\left|X_{i} Z_{i}^{2} V_{i j}^{r}\right| \\
& \leq \frac{C n \mu}{\varepsilon \sigma_{n}^{r(1-\beta)+3}} \tag{3.35}
\end{align*}
$$

for every $r>0$.
We will use (3.27) to bound $B_{12}(\varepsilon)$. Note that from (3.4), (3.5), (3.27) and Chebyshev's inequality we have


$$
\begin{array}{r}
P\left(a \leq W_{i j} \leq b\right) \xlongequal{O} P\left(a \leq W_{n}-\left(Z_{i}+V_{i j}\right) \leq b,\left|Z_{i}+V_{i j}\right| \leq \frac{1}{\sigma_{n}^{\beta}}\right) \\
\text { 6. }{ }^{9} \left\lvert\, P\left(a \leq W_{n}-\left(Z_{i}+V_{i j}\right) \leq b,\left|Z_{i}+V_{i j}\right| \geq \frac{1}{\sigma_{n}^{\beta}}\right)\right.
\end{array}
$$

$$
\leq 2 \delta+\frac{b-a}{\sqrt{2 \pi}}+\frac{2}{\sqrt{2 \pi} \sigma_{n}^{\beta}}+P\left(\left|Z_{i}+V_{i j}\right|>\frac{1}{\sigma_{n}^{\beta}}\right)
$$

$$
\begin{equation*}
\leq 2 \delta+\frac{b-a}{\sqrt{2 \pi}}+\frac{2}{\sqrt{2 \pi} \sigma_{n}^{\beta}}+E\left|Z_{i}+V_{i j}\right|^{s} \sigma_{n}^{s \beta} \tag{3.36}
\end{equation*}
$$

for any $s>0$.

From (3.6), (3.10), (3.12), (3.15) and (3.36)(for $s=\frac{\beta}{1-\beta}$ ) we have

$$
\begin{align*}
B_{12}(\varepsilon)= & \frac{1}{2 \varepsilon} \sum_{i=1}^{n} E\left(\left|X_{i} Z_{i}^{2}\right| \int_{0}^{1} I_{\left[z-\varepsilon \leq W_{i j}+V_{i j}+\theta \theta_{1} Z_{i} \leq z+\varepsilon,\left|Z_{i}\right| \leq \frac{1}{\sigma_{n}^{\beta}}\left|,\left|V_{i j}\right| \leq \frac{1}{\left.\sigma_{n}^{\beta}\right]}\right.\right.} d \theta\right. \\
& \left.\left.+\int_{0}^{1} I_{\left[z-\varepsilon \leq W_{i j}+V_{i j}+\theta \theta_{1} Z_{i} \leq z+\varepsilon,\left|Z_{i}\right|>\frac{1}{\sigma_{n}^{\beta}}\left|,\left|V_{i j}\right| \leq \frac{1}{\left.\sigma_{n}^{\beta}\right]}\right.\right.} d \theta \right\rvert\,\right) \\
\leq & \frac{1}{2 \varepsilon} \sum_{i=1}^{n} E\left(\left|X_{i} Z_{i}^{2}\right| \int_{0}^{1} I_{\left[z-\varepsilon-\frac{2}{\sigma_{n}^{\beta}} \leq W_{i j} \leq z+\varepsilon+\frac{2}{\sigma_{n}^{\beta}}\right.} d \theta\right)+\frac{\sigma_{n}^{r \beta}}{2 \varepsilon} \sum_{i=1}^{n} E\left|X_{i} Z_{i}^{r+2}\right| \\
= & \frac{1}{2 \varepsilon} \sum_{i=1}^{n} E\left(\left|X_{i} Z_{i}^{2}\right| \int_{0}^{1} P\left(z-\varepsilon-\frac{2}{\sigma_{n}^{\beta}} \leq W_{i j} \leq z+\varepsilon+\frac{2}{\sigma_{n}^{\beta}}\right) d \theta\right)+\frac{C \sigma_{n}^{r \beta} n \mu}{\varepsilon \sigma_{n}^{r+3}} \\
\leq & \frac{(2+6(d+2)) n \mu}{2 \varepsilon \sigma_{n}^{3}}\left[2 \delta+\frac{2 \varepsilon}{\sqrt{2 \pi}}+\frac{6}{\sqrt{2 \pi} \sigma_{n}^{\beta}}\right] \\
& +\frac{(2+6(d+2)) n \mu}{2 \varepsilon \sigma_{n}^{3}} E\left|Z_{i}+V_{i j}\right|^{\frac{\beta}{1-\beta}} \sigma_{n}^{\beta\left(\frac{\beta}{1-\beta}\right)}+\frac{C n \mu}{\varepsilon \sigma_{n}^{r(1-\beta)+3}} \\
\leq & \frac{(2+6(d+2)) n \mu}{2 \varepsilon \sigma_{n}^{3}}\left[2 \delta+\frac{2 \varepsilon}{\sqrt{2 \pi}}+\frac{6}{\sqrt{2 \pi} \sigma_{n}^{\beta}}\right]+\frac{C n \mu}{\varepsilon \sigma_{n}^{3}}\left[\frac{\sigma_{n}^{\frac{\beta^{2}}{1-\beta}}}{\sigma_{n}^{\frac{\beta}{1-\beta}}}\right]+\frac{C n \mu}{\varepsilon \sigma_{n}^{r(1-\beta)+3}} . \tag{3.37}
\end{align*}
$$

Thus by Proposition 3.3, (3.34), (3.35), (3.37) we can choose $r>0$ be such that $r(1-\beta)+1-\beta>1$ where $0<\beta<1$ so

$$
\begin{aligned}
B_{1}(\varepsilon) & \leq \frac{C}{\varepsilon \sigma_{n}^{r(1-\beta)+1}}+\frac{(2+6(d+2))}{\varepsilon \sigma_{n}}\left[2 \delta+\frac{2 \varepsilon}{\sqrt{2 \pi}}+\frac{6}{\sqrt{2 \pi} \sigma_{n}^{\beta}}\right]+\frac{C}{\varepsilon \sigma_{n}^{1+\frac{\beta-\beta^{2}}{1-\beta}}} \\
& =\frac{C}{\varepsilon \sigma_{n}^{r(1-\beta)+1}}+\frac{2(2+6(d+2)) \delta}{\varepsilon \sigma_{n}}+\frac{2(2+6(d+2))}{\sqrt{2 \pi} \sigma_{n}}+\frac{6(2+6(d+2))}{\varepsilon \sigma_{n} \sigma_{n}^{\beta} \sqrt{2 \pi}}+\frac{C}{\varepsilon \sigma_{n}^{1+\beta}} \\
& \leq \frac{C}{\sigma_{n}^{r(1-\beta)+1-\beta}}+\frac{2(2+6(d+2)) \delta \sigma_{n}^{\beta}}{\sigma_{n}^{\beta} 6[2(2+6(d+1))]}+\frac{C}{\sigma_{n}^{\beta}} \\
& \leq \frac{\delta}{6}+\frac{C(d)}{\sigma_{n}^{\beta}} \\
& \text { for } 0
\end{aligned}<\beta<1 . \quad \text { }
$$

Step 3. We will show that there exists a constant $C>0$, for $0<\beta<1$

$$
B_{2}(\varepsilon) \leq \frac{\delta}{6}+\frac{C(d)}{\sigma_{n}^{\beta}} .
$$

By using Proposition 3.8(3), Proposition 3.3, Proposition 3.5, (3.6), (3.10), (3.15), (3.30) and (3.36) (for $s=\frac{1}{1-\beta}$ ) we have for $r>0$ and $0<\beta<1$

$$
\begin{aligned}
B_{2}(\varepsilon)= & \sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} E\left(\left|I_{z, \varepsilon}\left(W_{i j}\right)-I_{z, \varepsilon}\left(W_{i j}+V_{i j}\right)\right|\left|X_{i} Z_{i j}\right|\right) \\
\leq & \frac{1}{2 \varepsilon} \sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} E\left(\left|X_{i} Z_{i j} V_{i j}\right| \int_{0}^{1} I_{\left[z-\varepsilon \leq W_{i j}+\theta V_{i j} \leq z+\varepsilon\right]} d \theta\right) \\
\leq & \frac{1}{2 \varepsilon} \sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} E\left(\left|X_{i} Z_{i j} V_{i j}\right| \int_{0}^{1} I_{\left[z-\varepsilon \leq W_{i j}+\theta V_{i j} \leq z+\varepsilon,\left|V_{i j}\right|>\frac{1}{\sigma_{n}^{\beta]}}\right]} d \theta\right) \\
& +\frac{1}{2 \varepsilon} \sum_{i=1}^{n} \sum_{\substack{n=1 \\
j \neq i}}^{n} E\left(\left|X_{i} Z_{i j} V_{i j}\right| \int_{0}^{1} I_{\left[z-\varepsilon \leq W_{i j}+\theta V_{i j} \leq z+\varepsilon,\left|V_{i j}\right| \leq \frac{1}{\sigma_{n}^{\beta}}\right]} d \theta\right) \\
\leq & \frac{\sigma_{n}^{r \beta}}{2 \varepsilon} \sum_{i=1}^{n} \sum_{\substack{j=1 \\
j \neq i}}^{n} E\left|X_{i} Z_{i j} V_{i j}^{r+1}\right| \\
& +\frac{1}{2 \varepsilon \sigma_{n}^{\beta}} \sum_{i=1}^{n} \sum_{i=1}^{n} E\left(\mid X_{i} Z_{i j}\right] \int_{0}^{1} I_{\left[z-\varepsilon-\frac{1}{\sigma_{n}^{\beta}} \leq W_{i j} \leq z+\varepsilon+\frac{1}{\left.\sigma_{n}^{\beta}\right]} d \theta\right)}^{j \neq i} \\
= & \frac{C \sigma_{n}^{r \beta} n^{2} \mu}{2 \varepsilon n \sigma_{n}^{r+3}}+\frac{1}{2 \varepsilon \sigma_{n}^{\beta}} \sum_{i=1}^{n} \sum_{j=1}^{n} E\left(\left|X_{i} Z_{i j}\right| P\left(z-\varepsilon-\frac{1}{j \neq i} \leq W_{i j} \leq z+\varepsilon+\frac{1}{\sigma_{n}^{\beta}}\right)\right. \\
\leq & \frac{C n \mu}{\varepsilon \sigma_{n}^{r(1-\beta)+3}}+\frac{3(d+2) n^{2} \mu}{4 \varepsilon n \sigma_{n}^{\beta+2}}\left[2 \delta+\frac{2 \varepsilon}{\sqrt{2 \pi}}+\frac{4}{\sqrt{2 \pi} \sigma_{n}^{\beta}}\right] \\
& +\frac{C n^{2} \mu}{\varepsilon n \sigma_{n}^{\beta+2}} E\left|Z_{i}+V_{i j}\right|^{\frac{1}{1-\beta}} \sigma_{n}^{\beta \frac{1}{1-\beta}} \\
\leq & \frac{C}{\varepsilon \sigma_{n}^{r(1-\beta)+1}}+\frac{3(d+2)}{2 \varepsilon \sigma_{n}^{\beta}}\left[2 \delta+\frac{2 \varepsilon}{\sqrt{2 \pi}}+\frac{4}{\sqrt{2 \pi} \sigma_{n}^{\beta}}\right]+\frac{C}{\varepsilon \sigma_{n}^{\beta}}\left[\frac{\sigma_{n}^{\frac{1}{1-\beta}}}{\frac{1}{1-\beta}}\right] \\
\leq & \frac{6}{\varepsilon \sigma_{n}^{r(1-\beta)+1}}+\frac{3(d+2)}{2 \varepsilon \sigma_{n}^{\beta}}\left[2 \delta+\frac{2 \varepsilon}{\sqrt{2 \pi}}+\frac{4}{\sqrt{2 \pi} \sigma_{n}^{\beta}}\right]+\frac{C}{\varepsilon \sigma_{n}^{\beta+1}} .
\end{aligned}
$$

From(3.34) we can choose $r$ be such that

$$
B_{2}(\varepsilon) \leq \frac{3(d+2) \delta}{\varepsilon \sigma_{n}^{\beta}}+\frac{C}{\sigma_{n}^{\beta}} \leq \frac{\delta}{6}+\frac{C(d)}{\sigma_{n}^{\beta}} .
$$

Step 4. We will show that for $0<\beta<1$,

$$
B_{3}(\varepsilon)=\leq \frac{\delta}{6}+\frac{C(d)}{\sigma_{n}^{\beta}} .
$$

From (3.30) and Proposition 3.3 we have

$$
\begin{equation*}
\sum_{i=1}^{n} \sum_{\substack{j=1 \\ j \neq i}}^{n} E\left|X_{i} Z_{i j}\right| \leq \frac{3(d+2) n^{2} \mu}{2 n \sigma_{n}^{2}} \leq 3(d+2) \tag{3.38}
\end{equation*}
$$

By Proposition 3.8(3), (3.10), (3.15) and (3.27) we have

$$
\begin{aligned}
E\left|I_{z, \varepsilon}\left(W_{n}\right)-I_{z, \varepsilon}\left(W_{i j}\right)\right| & \leq \frac{1}{2 \varepsilon} E\left(\left|Z_{i}+V_{i j}\right| \int_{0}^{1} I_{\left[z-\varepsilon \leq W_{n}-\theta\left(Z_{i}+V_{i j}\right) \leq z+\varepsilon\right]} d \theta\right) \\
\leq & \frac{1}{2 \varepsilon} E\left(\left|Z_{i}+V_{i j}\right|_{0}^{1} I_{\left[z-\varepsilon \leq W_{n}-\theta\left(Z_{i}+V_{i j}\right) \leq z+\varepsilon,\left|Z_{i}+V_{i j}\right| \leq \frac{1}{\left.\sigma_{n}^{\beta}\right]}\right.} d \theta\right) \\
& +\frac{1}{2 \varepsilon} E\left(\left|Z_{i}+V_{i j}\right| \int_{0}^{1} I_{\left[z-\varepsilon \leq W_{n}-\theta\left(Z_{i}+V_{i j}\right) \leq z+\varepsilon,\left|Z_{i}+V_{i j}\right|>\frac{1}{\left.\sigma_{n}^{\beta}\right]}\right.} d \theta\right) \\
\leq & \frac{1}{2 \varepsilon \sigma_{n}^{\beta}} E\left(\int_{0}^{1} \frac{\left.I_{\left[z-\varepsilon-\frac{1}{\sigma_{n}^{\beta}}\right.} \leq W_{n} \leq z+\varepsilon+\frac{1}{\sigma_{n}^{\beta}}\right]}{} d \theta\right)+\frac{\sigma_{n}^{r \beta}}{2 \varepsilon} E\left|Z_{i}+V_{i j}\right|^{r+1} \\
= & \frac{1}{2 \varepsilon \sigma_{n}^{\beta}} P\left(\frac{z-\varepsilon}{}-\frac{1}{\sigma_{n}^{\beta}} \leq W_{n} \leq z+\varepsilon+\frac{1}{\sigma_{n}^{\beta}}\right)+\frac{C \sigma_{n}^{r \beta}}{\varepsilon \sigma_{n}^{r+1}} \\
& \leq \frac{1}{2 \varepsilon \sigma_{n}^{\beta}}\left[2 \delta+\frac{2 \varepsilon}{\sqrt{2 \pi}}+\frac{2}{\sqrt{2 \pi} \sigma_{n}^{\beta}}\right]+\frac{C}{\varepsilon \sigma_{n}^{r(1-\beta)+1}} .
\end{aligned}
$$

From this fact, (3.34) and (3.38) we can choose $r$ be such that

$$
\begin{aligned}
B_{3}(\varepsilon) & \leq \frac{3(d+2)}{2 \varepsilon \sigma_{n}^{\beta}}\left[2 \delta+\frac{2 \varepsilon}{\sqrt{2 \pi}}+\frac{2}{\sqrt{2 \pi} \sigma_{n}^{\beta}}\right]+\frac{C}{\varepsilon \sigma_{n}^{r(1-\beta)+1}} \\
& \leq \frac{3(d+2) \delta}{\varepsilon \sigma_{n}^{\beta}}+\frac{C}{\sigma_{n}^{\beta}} \\
& \leq \frac{\delta}{6}+\frac{C(d)}{\sigma_{n}^{\beta}} .
\end{aligned}
$$

Therefore by (3.25), step 1 - step 4 and (3.34) we have

$$
\begin{aligned}
& 66 \leq \frac{C(d)}{\sigma_{n}}+\frac{C(d)}{\sigma_{n}^{\beta}}+\frac{\partial}{2} \\
& 99 / 9 \leq \frac{C(d)}{\sigma_{n}^{\beta}}+\frac{\delta}{2}
\end{aligned}
$$

Therefore, there exists a constant $C(d)>0$ such that for $0<\beta<1$

$$
\sup _{z \in \mathbb{R}}\left|P\left(W_{n} \leq z\right)-\Phi(z)\right| \leq \frac{C(d)}{\sigma_{n}^{\beta}}
$$

## Remark.

We can use the same argument of Theorem 3.1 in proving Theorem 3.2.

## CHAPTER IV

## POISSON APPROXIMATION OF THE NUMBER OF

## VERTICES OF A FIXED DEGREE IN A RANDOM

## GRAPH

In this chapter, we give bounds in Poisson approximation of number of vertices of a fixed degree in a random graph with $n$ vertices.

Let $\mathbb{G}(n, p)$ be a random graph on $n$ labeled vertices $\{1,2, \ldots, n\}$ where possible edge $\{i, j\}$ is present randomly and independently with the probability $p, 0<p<1$. For each $i \in\{1,2, \ldots, n\}$, we define the indicator random variable $X_{i}$, as follows:

$$
X_{i}=\left\{\begin{array}{lc}
1 & \text { if vertex } i \text { has degree } d \text { in } \mathbb{G}(n, p) \\
0 & \text { otherwise } .
\end{array}\right.
$$

Then $W:=\sum_{i=1}^{n} X_{i}$ is the number of vertices of degree $d$ in $\mathbb{G}(n, p)$.
In 1992, Barbour, Holst and Janson[7] proved that the distribution of $W$ can be approximated by Poisson distribution with parameter

$$
\begin{equation*}
66 \lambda:=E(W)=n P\left(X_{i}=1\right)=n\binom{n}{d} p^{d} q^{n-1-d} \tag{4.1}
\end{equation*}
$$

where $q=1-p$ and $d=1,2, \ldots,\binom{n}{2}$, and the uniform bound is given by the following. Theorem 4.1. Let $W$ be the number of vertices of degree $d, d \geq 1$, in a random graph $\mathbb{G}(n, p)$ and $A \subseteq\{0,1, \ldots, n\}$. Then

$$
\begin{equation*}
\sup _{A}\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \mu\left(1+R_{1}+R_{2}\right) \tag{4.2}
\end{equation*}
$$

where $P o i_{\lambda}$ is a Poisson distribution with parameter $\lambda$, i.e., $\operatorname{Poi}_{\lambda}(A)=\sum_{k \in A} \frac{e^{-\lambda} \lambda^{k}}{k!}$,
and

$$
\begin{aligned}
\mu & =P\left(X_{i}=1\right), \\
R_{1} & =\left[\frac{(n-1-d)}{(n-1)(1-p)}+\frac{d}{(n-1) p}\right] E(d-\operatorname{deg}(i))^{+}, \\
R_{2} & =\frac{(n-1-d)}{(n-1)(1-p)}\left[1+\frac{(n-d-2) p}{(d+1)(1-p)}\right] E(\operatorname{deg}(i)-d)^{+}
\end{aligned}
$$

where deg(i) is degree of a vertex $i$. In particular, a bound in (4.2) converges to 0 as $n \rightarrow \infty$ if either

1. $n p \rightarrow 0$ and $d \geq 2$
2. $n p$ is bounded away from 0 and $(n p)^{-\frac{1}{2}}|d-n p| \rightarrow \infty$.

In this chapter, we used the result from Barbour, Holst, Janson([7],1992) and Santiwipanont, Teerapabolarn $([52], 2006)$ to give non-uniform and uniform bounds of this approximation for a fixed $d=0,1,2, \ldots,\binom{n}{2}$ by using Stein-Chen method. The followings are our main results.

Theorem 4.2. Let $W$ be the number of vertices of degree $d, d \geq 1$, in a random graph $\mathbb{G}(n, p)$ and $A \subseteq\{0,1, \ldots, n\}$. Then

1. $\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq C(\lambda, A) \mu\left(1+R_{1}+R_{2}\right)$,
2. $\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq\left(1-e^{-\lambda}\right) \mu\left(1+R_{1}+R_{2}\right)$

$$
\begin{aligned}
& \text { where } C(\lambda, A) \text { is a constant defined by } \\
& 6(\lambda, A)=\min \left\{1, \lambda, \frac{\Delta(\lambda)}{M_{A}+1}\right\}, \text { d? } \overbrace{2} \\
& \text { qq/ } \Delta(\lambda)= \begin{cases}e^{\lambda}-\lambda-1 & \text { if } \lambda^{-1}\left(e^{\lambda}-1\right) \leq M_{A},! \\
2\left(e^{\lambda}-1\right) & \text { if } \lambda^{-1}\left(e^{\lambda}-1\right)>M_{A},\end{cases} \\
& M_{A}=\left\{\begin{array}{ll}
\max \left\{w \mid C_{w} \subseteq A\right\} & \text { if } 0 \in A, \\
\min \{w \mid w \in A\} & \text { if } 0 \notin A,
\end{array} \quad\right. \text { and } \\
& C_{w}=\{0,1, \ldots, w\} .
\end{aligned}
$$

Furthermore, we know from ([46],[57]) that

$$
C\left(\lambda,\left\{0,1, \ldots, w_{0}\right\}\right) \leq\left(1-e^{-\lambda}\right) \min \left\{1, \frac{e^{\lambda}}{w_{0}+1}\right\}
$$

where $w_{0}=0,1, \ldots, n$ and

$$
C\left(\lambda,\left\{w_{0}\right\}\right) \leq \min \left\{1, \frac{\lambda}{w_{0}}\right\}
$$

where $w_{0}=1,2, \ldots, n$.

Corollary 4.3. Let $W$ be the number of vertices of degree $d, d \geq 1$, in a random graph $\mathbb{G}(n, p)$ and $p=\frac{1}{n^{\gamma}}$ for any $\gamma \in \mathbb{R}^{+}$. Then for $A \subseteq\{0,1, \ldots, n\}$

1. if $\gamma>1$ then
1.1 $\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leqslant \frac{C(\lambda, A, d)}{n(\gamma-1)(d-1)}$,
$1.2\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{6 d^{2}}{d!q^{d+3}} \frac{\left(1-e^{-\lambda}\right)}{n(\gamma-1)(d-1)}$,
where $C(\lambda, A, d)=\frac{6 d^{2}}{d!q^{d+3}} C(\lambda, A)$,
2. if $0<\gamma<1$ then
$2.1\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{C(\lambda, A, d)}{n^{d(1-\gamma)}}$,
$2.2\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{6 d^{2}(2 d+2)!}{d!q^{3+d}} \frac{\left(1-\bar{e}^{-\lambda}\right)}{n^{d(1-\gamma)}}$,

Theorem 4.4. Let $W$ be the number of isolated vertices, i.e., $d \propto 0$, in a random graph $\mathcal{G}(n, p)$. Then, for $A \subsetneq\{0,1,2, \ldots, n\},{ }^{\circ}$,
3. $\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq C(\lambda, A)[(n-2) p+1](1-p)^{n-2}$
4. $\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq\left(1-e^{-\lambda}\right)[(n-2) p+1](1-p)^{n-2}$
where Poi is a Poisson distribtuion with parameter $\lambda=n q^{n-1}$.
Using the fact that $(1-p)<\frac{1}{e^{p}}$, we see that the bounds in Theorem 4.4 converge to 0 when $n p \rightarrow \infty$, that is $p=\frac{1}{n^{\gamma}}$ for $0<\gamma<1$.

Corollary 4.5. Let $W$ be the number of isolated vertices, i.e., $d=0$, in a random graph $\mathbb{G}(n, p)$ and $p=\frac{1}{n^{\gamma}}$ for any $0<\gamma<1$. Then, for $A \subseteq\{0,1,2, \ldots, n\}$,

1. $\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{3 C(\lambda, A)}{q^{2} n^{1-\gamma}}$
2. $\left|P(W \in A)-P o i_{\lambda}(A)\right| \leq \frac{3\left(1-e^{-\lambda}\right)}{q^{2} n^{1-\gamma}}$.

This chapter is organized as follows. In section 4.1, we introduce Stein-Chen and coupling methods which are used in our work. In section 4.2 we give the proof of Theorem 4.2 while the proof of Corollary 4.3 is given in section 4.3. The proof of Theorem 4.4 and Corollary 4.5 are given in section 4.4 and section 4.5 , respectively.

### 4.1 Stein-Chen and coupling methods

In 1972, Stein[54] gave a new technique to find a bound in the normal approximation to a distribution of a sum of dependent random variables. His technique was relied instead on the elementary differential equation, and in 1975, Chen[14] applied Stein's idea to the Poisson case. The central idea of the Stein-Chen method is the difference equation

$$
\begin{equation*}
I_{A}(j)-P o i_{\lambda}(A)=\lambda g_{\lambda, A}(j+1)-j g_{\lambda, A}(j), \quad j \in \mathbb{N} \cup\{0\} \tag{4.5}
\end{equation*}
$$

where $\lambda>0$ and $A \subseteq \mathbb{N} \forall\{0\}$ and $I_{A} ; \mathbb{N} \cup\{\theta\} \xrightarrow[R]{\mathbb{R}}$ be defined by

We always call equation (4.5) that Stein's equation for Poisson distribution function and it is well-known that the solution $g_{\lambda, A}$ of (4.5) is of the form,

$$
g_{\lambda, A}(w)= \begin{cases}(w-1)!\lambda^{-w} e^{\lambda}\left[\mathcal{P}_{\lambda}\left(I_{A \cap C_{w-1}}\right)-\mathcal{P}_{\lambda}\left(I_{A}\right) \mathcal{P}_{\lambda}\left(I_{C_{w-1}}\right)\right] & \text { if } w \geq 1, \\ 0 & \text { if } w=0\end{cases}
$$

where

$$
\mathcal{P}_{\lambda}\left(I_{A}\right)=e^{-\lambda} \sum_{l=0}^{\infty} I_{A}(l) \frac{\lambda^{l}}{l!},
$$

and

$$
C_{w-1}=\{0,1, \ldots, w-1\}
$$

([7], p.7, 1992).
By substituting $j$ and $\lambda$ in (4.5) by any integer-valued random variable $W$ and $\lambda=E(W)$, we have

$$
\begin{equation*}
P(W \in A)-\operatorname{Poi}_{\lambda}(A)=E\left(\lambda g_{\lambda, A}(W+1)\right)-E\left(W g_{\lambda, A}(W)\right) . \tag{4.6}
\end{equation*}
$$

So far $W$ could be $\sum_{i=1}^{n} X_{i}$ and $\lambda=E(W)=\sum_{i=1}^{n} p_{i}$ where $p_{i}=E\left(X_{i}\right)=P\left(X_{i}=1\right)$.
Barbour, Holst and Janson $([7], 1992)$ used Stein-Chen method and construct coupling random variable $W_{i}$ to find the bound in Poisson approximation. He assumed that for each $i$ we can construct a random variable $W_{i}$, on the same probability space as $W$, such that the distribution $\mathscr{L}\left(W_{i}\right)$ of $W_{i}$ equals the conditional distribution $\mathscr{L}\left(W-X_{i} \mid X_{i}=1\right)$. Hence, for each $i \in\{1,2, \ldots, n\}$,

$$
\begin{align*}
E\left(X_{i} g_{\lambda, A}(W)\right) & =E\left(E\left(X_{i} g_{\lambda, A}(W) \mid X_{i}\right)\right) \\
& =E\left(X_{i} g_{\lambda, A}(W) \mid X_{i}=0\right) P\left(X_{i}=0\right)+E\left(X_{i} g_{\lambda, A}(W) \mid X_{i}=1\right) P\left(X_{i}=1\right) \\
& =E\left(g_{\lambda, A}(W) \mid X_{i}=1\right) P\left(X_{i}=1\right) \\
\mathbf{6} & =p_{i} E\left(g_{\lambda, A}\left(W_{i}+1\right)\right) . \tag{4.7}
\end{align*}
$$

Thenoby (4.6) and (4.7), we have $19 / 9$ ?

$$
\begin{aligned}
\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| & =\left|E\left(\lambda g_{\lambda, A}(W+1)\right)-E\left(W g_{\lambda, A}(W)\right)\right| \\
& =\left|\lambda E\left(g_{\lambda, A}(W+1)\right)-\sum_{i=1}^{n} E\left(X_{i} g_{\lambda, A}(W)\right)\right| \\
& =\left|\sum_{i=1}^{n} p_{i} E\left(g_{\lambda, A}(W+1)\right)-\sum_{i=1}^{n} p_{i} E\left(g_{\lambda, A}\left(W_{i}+1\right)\right)\right| \\
& \leq \sum_{i=1}^{n} p_{i} E\left(\left|g_{\lambda, A}(W+1)-g_{\lambda, A}\left(W_{i}+1\right)\right|\right)
\end{aligned}
$$

$$
\begin{aligned}
& \leq \sum_{i=1}^{n} p_{i} E\left(\left|\sup _{w}\left[g_{\lambda, A}(w+1)-g_{\lambda, A}(w)\right]\left[(W+1)-\left(W_{i}+1\right)\right]\right|\right) \\
& \leq \sup _{w}\left[g_{\lambda, A}(w+1)-g_{\lambda, A}(w)\right] \sum_{i=1}^{n} p_{i} E\left(\left|W-W_{i}\right|\right) .
\end{aligned}
$$

From the estimates above, we arrive at our fundamental result.

Theorem 4.6. If $W$ and $W_{i}$ are defined as above, then

$$
\begin{equation*}
\left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq\|\Delta g(\lambda, A)\| \sum_{i=1}^{n} p_{i} E\left(\left|W-W_{i}\right|\right) \tag{4.8}
\end{equation*}
$$

where $\|\Delta g(\lambda, A)\|:=\sup _{w}\left[g_{\lambda, A}(w+1)-g_{\lambda, A}(w)\right]$.
In order to justify the Poisson approximation we therefore only have to

1. bound $\|\Delta g(\lambda, A)\|$ and
2. find couplings ( $W, W_{i}$ ) which made $E\left(\left|W-W_{i}\right|\right)$ small.

Many authors would like to determine a bound of $\|\Delta g(\lambda, A)\|$. For $A \subseteq \mathbb{N} \cup\{0\}$, Chen $([14], 1975)$ proved that

$$
\|\Delta g(\lambda, A)\| \leq \min \left\{1, \lambda^{-1}\right\}
$$

and Janson $([33], 1994)$ showed that

$$
\begin{equation*}
\|\Delta g(\lambda, A)\| \leq \lambda^{-1}\left(1-e^{-\lambda}\right) \text {. } \tag{4.9}
\end{equation*}
$$

In case of non-uniform bound, Neammanee $([46], 2003)$ showed that

$$
\begin{equation*}
66\urcorner 94 g q\left(\lambda,\left\{w_{0}\right\}\right) \| \leq \min \left\{\frac{1}{w_{0}}, \lambda^{-1}\right\} \delta \tag{4.10}
\end{equation*}
$$

and Teerapabolarn and Neammanee $([57], 2005)$ gave a bound of $\|\Delta g(\lambda, A)\|$ where $A=\left\{0,1, \ldots, w_{0}\right\}$ in the terms of

$$
\begin{equation*}
\left\|\Delta g\left(\lambda,\left\{0,1, \ldots, w_{0}\right\}\right)\right\| \leq \lambda^{-1}\left(1-e^{-\lambda}\right) \min \left\{1, \frac{e^{\lambda}}{w_{0}+1}\right\} \tag{4.11}
\end{equation*}
$$

In general case for any subset $A$ of $\{0,1, \ldots, n\}$, Santiwipanont and Teerapabolarn $([52], 2006)$ gave a bound in the form of

$$
\begin{equation*}
\|\Delta g(\lambda, A)\| \leq \lambda^{-1} \min \left\{1, \lambda, \frac{\Delta(\lambda)}{M_{A}+1}\right\} \tag{4.12}
\end{equation*}
$$

where

$$
\Delta(\lambda)= \begin{cases}e^{\lambda}+\lambda-1 & \text { if } \\ \lambda^{-1}\left(e^{\lambda}-1\right) \leq M_{A}, \\ 2\left(e^{\lambda}-1\right) & \text { if } \quad \lambda^{-1}\left(e^{\lambda}-1\right)>M_{A},\end{cases}
$$

and

$$
M_{A}= \begin{cases}\max \left\{w \mid C_{w} \subseteq A\right\} & \text { if } \quad 0 \in A, \\ \min \{w \mid w \in A\} & \text { if } 0 \notin A .\end{cases}
$$

The difficult part in applying Theorem 4.6 is to find $W_{i}$ which make $E\left(\left|W-W_{i}\right|\right)$ small enough. This is not the solution in general. For the case of $X_{1}, X_{2}, \ldots, X_{n}$ are independent, we let $W_{i}=W-X_{i}$. Then $E\left(\left|W-W_{i}\right|\right)=p_{i}$ and, from (4.8), we have

$$
\left|P(W \in A)-\overline{P o i_{\lambda}(A)}\right| \leq\|\Delta g(\lambda, A)\| \sum_{i=1}^{n} p_{i}^{2}
$$

The problem of the construction of $W_{i}$ is difficult in the case of dependent indicator summands. In this case $W_{i}$ is vary and depends on $X_{i}$, see examples in [52] (p.17-24).

In section 4.2, we will use Theorem 4.6 to prove our main result by constructing the random variable $W_{i}$ which make $E\left|W-W_{i}\right|$ small.

### 4.2 Proof of Theorem 4.2

By (4.8) and (4.12), it suffices to bound $E\left(\left|W-W_{i}\right|\right)$ for any $i \in\{1,2, \ldots, n\}$ where $W_{i} \sim\left(W-X_{i}\right) \mid X_{i}=1$. Barbour, Holst and Janson $([7], 1992)$ constructed a random variable $W_{i}$ as follows. degree of a vertex $i$. To determine $W_{i}$, construct a new graph $G^{\prime}=\left\{E_{l j}^{\prime}: l, j \in\right.$ $\{1,2, \ldots, n\}\}$ where $E_{l j}^{\prime}=E_{l j}$ for all $l, j \neq i$. In case $l=i$ or $j=i$ we define $E_{l j}^{\prime}$ as follows:

1. If $\operatorname{deg}(i)=d$ then we define $E_{i j}^{\prime}=E_{i j}$ for $j \neq i$.
2. If $\operatorname{deg}(i)<d$ then we will choose $d-\operatorname{deg}(i)$ vertices from all vertex $j$ such that $E_{i j}=0$. For all $j$ which are chosen we define $E_{i j}^{\prime}=1$ and defind $E_{i j}^{\prime}=E_{i j}$ for all other $j$.
3. If $\operatorname{deg}(i)>d$ then we will choose $\operatorname{deg}(i)-d$ vertices from each vertex $j$ such that $E_{i j}=1$. For all $j$ which are chosen we define $E_{i j}^{\prime}=0$ and defind $E_{i j}^{\prime}=E_{i j}$ for all other $j$.

Let $W_{i}=W^{\prime}-1$, where $W^{\prime}$ is the number of vertices of degree $d$ obtained from $G^{\prime}$. Then Barbour, Holst and Janson showed in $[7](\mathrm{pp.99})$ that the distribution $\mathscr{L}\left(W_{i}+1\right)=$ $\mathscr{L}\left(W \mid X_{i}=1\right)$ which implied that for any $k \in \mathbb{N}$

$$
\begin{aligned}
P\left(W_{i}+1=k\right) & =P\left(W=k \mid X_{i}=1\right) \\
P\left(W_{i}=k-1\right) & =P\left(W-X_{i}=k-1 \mid X_{i}=1\right) \\
P\left(W_{i}=k\right) & =P\left(W-X_{i}=k \mid X_{i}=1\right)
\end{aligned}
$$

that is $W_{i} \sim\left(W-X_{i}\right) \mid X_{i}=1$. By Barbour, Holst and Janson([7],1992), (p.100), showed that

$$
\begin{equation*}
E\left(\left|W-W_{i}\right|\right) \leq \mu\left(1+R_{1}+R_{2}\right) \tag{4.1.1}
\end{equation*}
$$

where

$$
\begin{aligned}
& R_{1}=\left[\frac{(n-1-d)}{(n-1)(1-p)}+\frac{d}{(n-1) p}\right] E(d-\operatorname{deg}(i))^{+}, \quad \text { and } \\
& R_{2}=\frac{(n-1-d)}{(n-1)(1-p)}\left[1+\frac{(n-d-2) p}{(d+1)(1-p)}\right] E(\operatorname{deg}(i)-d)^{+} .
\end{aligned}
$$

Then by (4.8), (4.9), (4.12) and (4.13) we have

$$
\begin{aligned}
& \left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq C(\lambda, A) \mu\left(1+R_{1}+R_{2}\right) \quad \text { and } \\
& \left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq\left(1-e^{-\lambda} \mu\left(1+R_{1}+R_{2}\right)\right. \\
& 6|6| \bigsqcup^{0}
\end{aligned}
$$

$$
\text { where } C(\lambda, A) \text { is a constant which defined by }
$$

Furthermore, we know from (4.10) and (4.11) that

$$
C\left(\lambda,\left\{0,1, \ldots, w_{0}\right\}\right) \leq\left(1-e^{-\lambda}\right) \min \left\{1, \frac{e^{\lambda}}{w_{0}+1}\right\}
$$

where $w_{0}=0,1, \ldots, n$ and

$$
C\left(\lambda,\left\{w_{0}\right\}\right) \leq \min \left\{1, \frac{\lambda}{w_{0}}\right\}
$$

where $w_{0}=1,2, \ldots, n$.
This completes the proof of Theorem 4.2.
Remark. We observe that the uniform bound of Theorem 4.2 is better than the bound by Barbour, Holst and Janson(1992), since $1-e^{-\lambda}<1$ for $\lambda=n\binom{n-1}{d} p^{d} q^{n-1-d}$.

### 4.3 Proof of Corollary 4.3

For the asymtotic results, we note that, from $1-p \leq \frac{1}{e^{p}}$,

$$
\begin{equation*}
\mu=P\left(X_{i}=1\right)=\binom{n-1}{d} p^{d}(1-p)^{n-1-d} \leq \frac{(n p)^{d}}{d!q^{1+d} e^{n p}} . \tag{4.14}
\end{equation*}
$$

By [7], pp.100, we have

$$
E(d-\operatorname{deg}(i))^{+} \leq d \text { and } E(\operatorname{deg}(i)-d)^{+}=\sum_{\substack{j=1 \\ j \neq i}}^{n} E I_{\left[E_{i j}^{\prime}<E_{i j}\right]}=(n-1) p \leq n p
$$

where $(d-\operatorname{deg}(i))^{+}=\max \{d-\operatorname{deg}(i), 0\}$ and $(\operatorname{deg}(i)-d)^{+}=\max \{\operatorname{deg}(i)-d, 0\}$. Then from (4.13) and (4.14), we have

$$
\begin{align*}
E\left(\left|W-W_{i}\right|\right) & \leq \frac{(n p)^{d}}{d!q^{1+d} e^{n p}}\left\{1+\left[\frac{(n-1-d)}{(n-1)(1-p)}+\frac{d}{(n-1) p}\right] E(d-\operatorname{deg}(i))^{+}\right. \\
& \left.+\frac{(n-1-d)}{(n-1)(1-p)}\left[1+\frac{(n-d-2) p}{(d+1)(1-p)}\right] E(\operatorname{deg}(i)-d)^{+}\right\} \\
& \leq \frac{(n p)^{d}}{d!q^{1+d} e^{n p}}\left\{\frac{d}{q}+\left[\frac{1}{q}+\left(1+\frac{1}{n-1}\right) \frac{d}{n p}\right] d+\left[\frac{1}{q}+\frac{n p}{(d+1) q^{2}}\right] n p\right\} \\
& \leq \frac{(n p)^{d}}{d!q^{1+d} e^{n p}}\left\{\left[\frac{2}{q}+\frac{2 d}{n p}\right] d+\left[\frac{n p}{q}+\frac{(n p)^{2}}{(d+1) q^{2}}\right]\right\} . \tag{4.15}
\end{align*}
$$

We suppose that $\hat{p}=\frac{1}{n^{\gamma}}$ for any $\gamma \in \mathbb{R}^{+}$

1. If $\gamma>1$ then we observe that

$$
\quad E\left(\left|W-W_{i}\right|\right) \leq \frac{(n p)^{d}}{d!q^{1+d} e^{n p}}\left\{\left[\frac{2}{q}+\frac{2 d}{n p}\right] d+\left[\frac{n p}{q}+\frac{(n p)^{2}}{(d+1) q^{2}}\right]\right\}
$$

$$
\begin{align*}
& \leq \frac{(n p)^{d+2}}{d!q^{1+d} e^{n p}}\left\{\left[\frac{2 d}{q(n p)^{2}}+\frac{2 d^{2}}{(n p)^{3}}\right]+\left[\frac{1}{q n p}+\frac{1}{d q^{2}}\right]\right\} \\
& \leq \frac{(n p)^{d+2}}{d!q^{1+d} e^{n p}}\left\{\frac{6 d^{2}}{q^{2}(n p)^{3}}\right\} \\
& \leq \frac{6 d^{2}(n p)^{d-1}}{d!q^{3+d}} \\
& =\frac{6 d^{2}}{d!q^{3+d}} \frac{1}{n(\gamma-1)(d-1)} . \tag{4.16}
\end{align*}
$$

From (4.8), (4.9), (4.12) and (4.16) we have

$$
\begin{aligned}
& \left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{C(\lambda, A, d)}{n(\gamma-1)(d-1)} \\
& \left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{6 d^{2}}{d!q^{d+3}} \frac{\left(1-e^{-\lambda}\right)}{n^{(\gamma-1)(d-1)}}
\end{aligned}
$$

where $C(\lambda, A, d)=\frac{6 d^{2}}{d!q^{d+3}} C(\lambda, A)$.
2. If $\gamma<1$. From (4.15), we observe that

$$
\begin{align*}
E\left(\left|W-W_{i}\right|\right) & \leq \frac{(n p)^{d}}{d!q^{1+d} e^{n p}}\left\{\left[\frac{2}{q}+\frac{2 d}{n p}\right] d+\left[\frac{n p}{q}+\frac{(n p)^{2}}{(d+1) q^{2}}\right]\right\} \\
& \leq \frac{(n p)^{d}}{d!q^{1+d} e^{n p}}\left[\frac{2 d}{q}+\frac{2 d^{2}(n p)^{2}}{q^{2}}+\frac{(n p)^{2}}{q}+\frac{(n p)^{2}}{d q^{2}}\right] \\
& \leq \frac{(n p)^{d}}{d!q^{1+d} e^{n p}}\left[\frac{2 d^{2}(n p)^{2}}{q^{2}}+\frac{2 d^{2}(n p)^{2}}{q^{2}}+\frac{d^{2}(n p)^{2}}{q^{2}}+\frac{d^{2}(n p)^{2}}{q^{2}}\right] \\
& =\frac{6 d^{2}(n p)^{d+2}}{d!q^{3+d} e^{n p}} \\
& \leq \frac{6 d^{2}(2 d+2)!(n p)^{d+2}}{d!q^{3+d}(n p)^{2 d+2}} \\
& =\frac{6 d^{2}(2 d+2)!1}{d!q^{3+d}} n^{d(1-\gamma)} . \tag{4.17}
\end{align*}
$$

From (4.8), (4.9), (4.12) and (4.17) we have

$$
\begin{aligned}
& \left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{C(\lambda, A, d)}{n^{d(1-\gamma)}} \\
& \left|P(W \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{6 d^{2}(2 d+2)!}{d!q^{3+d}} \frac{\left(1-e^{-\lambda}\right)}{n^{d(1-\gamma)}}
\end{aligned}
$$

where $C(\lambda, A, d)=\frac{6 d^{2}(2 d+2)!}{d!q^{3+d}} C(\lambda, A)$.
This complete the proof of corollary $4.3 . \square ร \overparen{\partial}$


A vertex $i$ is an isolated vertex in $\mathbb{G}(n, p)$ if the number of edges incident to it is 0 . Then in this case, $W$ is the number of isolated vertices in $\mathbb{G}(n, p)$ and $W=\sum_{i=1}^{n} X_{i}$, where

$$
X_{i}= \begin{cases}1 & \text { if vertex } i \text { is an isolated vertex in } \mathbb{G}(n, p) \\ 0 & \text { otherwise }\end{cases}
$$

and $P\left(X_{i}=1\right)=(1-p)^{n-1}$.
For $i, j \in\{1,2, \ldots n\}$, we define

$$
X_{j}^{(i)}= \begin{cases}1 & \text { if vertex } j \text { is an isolated vertex in } \mathbb{G}(n, p)-\{i\} \\ 0 & \text { otherwise }\end{cases}
$$

Let $W_{i}$ be the number of isolated vertices in a random graph $\mathbb{G}(n, p)-\{i\}$ obtained from $\mathbb{G}(n, p)$ by removing the vertex $i$ and all the edges incident to it. Then the distribution $\mathscr{L}\left(W_{i}\right)$ of $W_{i}$ equals the conditional distribution $\mathscr{L}\left(W-X_{i} \mid X_{i}=1\right)$, that is for $k \in\{0,1, \ldots, n-1\}$,

$$
\begin{aligned}
P\left(W-X_{i}=k \mid X_{i}=1\right) & =\frac{P\left(W-X_{i}=k, X_{i}=1\right)}{P\left(X_{i}=1\right)} \\
& =\frac{P\left(W=k+1, X_{i}=1\right)}{P\left(X_{i}=1\right)} \\
& =\frac{\binom{n-1}{k} q^{(n-2) k} q^{n-1}}{q^{n-1}} \\
& =\binom{n-1}{k} q^{(n-2) k} \\
& =P\left(W_{i}=k\right) .
\end{aligned}
$$

We observe that in case of $X_{i}=1$,

$W_{i}=W_{+}+($the number of vertices of degree 1 in $\mathbb{G}(n, p)$ that adjacent to vertex $i)$, i.e.

$$
\begin{gather*}
W_{i}=W \circ+\text { the number of vertices of degree } 1 \text { in }(\underset{9}{ }(n, p) \text { that adjacent to vertex } \imath \text { ), } \\
W_{i}=W+\sum_{\substack{j=1 \\
j \neq i}}^{n} E_{i j} X_{j}^{(i)} \tag{4.19}
\end{gather*}
$$

where

$$
E_{i j}= \begin{cases}1 & \text { if } i \text { and } j \text { are adjacent in } \mathbb{G}(n, p) \\ 0 & \text { otherwise }\end{cases}
$$

From (4.18) and (4.19), we have

$$
\begin{equation*}
\left(W-W_{i}\right)^{+} \leq X_{i} \text { and }\left(W_{i}-W\right)^{+} \leq \sum_{\substack{j=1 \\ j \neq i}}^{n} E_{i j} X_{j}^{(i)} \tag{4.20}
\end{equation*}
$$

We know that

$$
\left|W-W_{i}\right|=\left(W-W_{i}\right)^{+}+\left(W-W_{i}\right)^{-}
$$

where $\left(W-W_{i}\right)^{+}=\max \left\{W-W_{i}, 0\right\}$ and $\left(W-W_{i}\right)^{-}=-\min \left\{W-W_{i}, 0\right\}$.
Since $-\min \left\{W-W_{i}, 0\right\}=\max \left\{W_{i}-W, 0\right\}=\left(W_{i}-W\right)^{+}$, we have

$$
\begin{equation*}
E\left(\left|W-W_{i}\right|\right)=E\left(W-W_{i}\right)^{+}+E\left(W_{i}-W\right)^{+} \tag{4.21}
\end{equation*}
$$

From the fact that

$$
\sum_{\substack{j=1 \\ j \neq i}}^{n} E\left(E_{i j} X_{j}^{(i)}\right)=(n-1) P\left(E_{i j}=1, X_{j}^{(i)}=1\right)=(n-1) p(1-p)^{n-2}
$$

(4.21) and $(1-p)<\frac{1}{e^{p}}$ we have,

$$
\begin{align*}
E\left(\left|W-W_{i}\right|\right) & \leq E\left(X_{i}\right)+\sum_{\substack{j=1 \\
j \neq i}}^{n} E\left(E_{i j} X_{j}^{(i)}\right) \\
& =(1-p)^{n-1}+(n-1) p(1-p)^{n-2} \\
& =[(n-2) p+1](1-p)^{n-2} \tag{4.22}
\end{align*}
$$

Therefore, by (4.8), (4.12) and (4.22), we have oll d

$$
\text { ค } \left.9 N^{\circ}\left|P(W \in A)-\tilde{\operatorname{Po}}_{\lambda}(A)\right| \leq C(\lambda, A)[(n-2) p+1](1-p)^{n-2}\right]
$$

where

$$
C(\lambda, A)=\min \left\{1, \lambda, \frac{\Delta(\lambda)}{M_{A}+1}\right\}
$$

In case of uniform bound by (4.8), (4.9) and (4.22), we have

$$
\left|P(W \in A)-P o i_{\lambda}(A)\right| \leq\left(1-e^{-\lambda}\right)[(n-2) p+1](1-p)^{n-2}
$$

This completes the proof of Theorem 4.4.

### 4.5 Proof of Corollary 4.5

By using the fact that $(1-p) \leq \frac{1}{e^{p}}$ and (4.22) we have

$$
\begin{align*}
E\left(\left|W-W_{i}\right|\right) & \leq[(n-2) p+1](1-p)^{n-2} \\
& \leq \frac{n p+1}{q^{2} e^{n p}} \\
& \leq \frac{1}{q^{2}}\left[\frac{2 n p}{(n p)^{2}}+\frac{1}{n p}\right] \\
& =\frac{3}{q^{2} n^{1-\delta}} \tag{4.23}
\end{align*}
$$

where $q=1-p$ and $p=\frac{1}{n^{\gamma}}, 0<\gamma<1$.
Then by (4.8), (4.9), (4.12) and (4.23) we obtains Corollary 4.5.

## Remark.

In case of non-isolated vertices, (i.e. $w=0$ ). Teerapabolarn, Neammanee and Chongcharoen $([58], 2004)$ gave the approximation in the form of

$$
P(W=0)-e^{-\lambda} \leq\left(\lambda+e^{-\lambda}-1\right)\left[\frac{(n-2) p+1}{n(1-p)}\right]
$$

where $\lambda=n(1-p)^{n-1}$, i.e.,

$$
\begin{equation*}
\left|P(W=0)-e^{-\lambda}\right| \leq \frac{1}{\lambda}\left(\lambda+e^{-\lambda}-1\right)[(n-2) p+1](1-p)^{n-2} \tag{4.24}
\end{equation*}
$$

We note from Theorem 4.4 that $C(\lambda,\{0\})=\left(1-e^{-\lambda}\right)$. By the fact that $e^{\lambda} \geq 1+\lambda$ we


Thus a bound in (4.24) is better than a bound from (4.4).

## CHAPTER V

## FUTURE RESEARCH

In this chapter, we describe about some future research in normal approximation of the number of isolated trees in a random graph.

A tree is, by definition, a connected graph containing no cycles and a tree in $\mathbb{G}(n, p)$ is isolated if there is no edge in $\mathbb{G}(n, p)$ with one vertex in the tree and the other outside of the tree.

Let $\Lambda:=\Lambda(n, k)=\left\{\bar{i}:=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \mid 1 \leq i_{1}<i_{2}<\cdots<i_{k} \leq n\right\}$ be the set of all possible combinations of $k$ vertices, $k>1$. For each $\bar{i} \in \Lambda$, we define

$$
Y_{\bar{i}}= \begin{cases}1 \quad & ; \text { if there is an isolated tree in } \mathbb{G}(n, p) \text { that spans the vertices } \\ & \bar{i}=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\}, \\ 0 & ; \text { otherwise, }\end{cases}
$$

Let $S$ be the number of isolated trees of a fixed order $k, k>1$, in $\mathbb{G}(n, p)$. Then $S=\sum_{\bar{i} \in \Lambda} Y_{\bar{i}}$.

In 1986, Stein[55] proved that the distribution of $S$ can be approximated by Poisson distribution with parameter

$$
\lambda=E(S)=\binom{n}{k} P\left(Y_{\bar{i}}=1\right)=\binom{n}{k} k^{k-2} p^{k-1} q^{\binom{k}{2}-(k-1)} q^{(n-k) k}
$$

and the uniform bound is given by

$$
\left|P(S \in A)-\operatorname{Poi}_{\lambda}(A)\right| \leq \frac{C}{\sqrt{k}}\left(1+c_{n}\right) e^{1-c_{n}}\left(c_{n} e^{1-c_{n}}\right)^{k-1}
$$

for all $A \subseteq \mathbb{N} \cup\{0\}, n \in \mathbb{N}$, and $k \leq n$, where $P o i_{\lambda}$ is a Poisson random variable with parameter $\lambda$ and $c_{n}=-n \log (1-p)$.
K.Neammanee ([47], 2005) gave a pointwise approximation of $S$ by Poisson distribution as follows:

Theorem 5.1. ([47], pp.90) Suppose $2 k<n$ and $w_{0} \neq 0$. Then

1. $\left|P\left(S=w_{0}\right)-\frac{e^{-\lambda} \lambda^{w_{0}}}{w_{0}!}\right| \leq \lambda \min \left\{\frac{1}{w_{0}}, \frac{1}{\lambda}\right\} \min \left\{2, \frac{\lambda k^{2}}{n}\left(1+c_{n} e^{\frac{k^{2}}{n}\left(c_{n}-1\right)}\right)\right\}$, and
2. $\left|P(S=0)-e^{-\lambda}\right| \leq \min \{1, \lambda\} \min \{2, \lambda\}$.

If we use the idea in chapter 3 to give a uniform bound between $P(W \leq z)$ and $\Phi(z)$, the following is our expected result.

Theorem 5.2. Let $k \geq 2$ and $p=\frac{1}{n^{\gamma}}$ for a fixed $\gamma \in\left[1,1+\frac{1}{k-1}\right)$, then there exists a constant $C$ such that for $0<\beta<1$,

$$
|P(W \leq z)-\Phi(z)| \leq \frac{C}{\sigma_{n}^{\beta}}
$$

To proof Theorem 5.2, we define the random variables which the same idea as in chapter 3.

For each $\bar{i} \in \Lambda$, let

$$
\begin{aligned}
& \Lambda_{1}^{\bar{i}}=\left\{\dot{j \in \Lambda \mid \bar{j} \cap \bar{i}=\varnothing\} \quad \text { and } \quad \Lambda_{2}^{i}=\{\bar{j} \in \Lambda \mid \bar{j} \cap \bar{i} \neq \varnothing\}}\right. \\
& \in \Lambda_{1}^{\bar{i}}, \text { let }
\end{aligned}
$$

and for $\bar{j}, \bar{l} \in \Lambda_{1}^{\bar{i}}$, let

and

$$
Y_{\bar{i}}^{(\bar{j}, \bar{l})}=\left\{\begin{aligned}
1 \quad & ; \text { if there is an isolated tree in } \mathbb{G}(n, p)-(\bar{j} \cup \bar{l}) \text { which spaned by a } \\
& \text { vertices } \bar{i}=\left\{i_{1}, i_{2}, \ldots, i_{k}\right\} \\
0 & ; \text { otherwise }
\end{aligned}\right.
$$

where a random graph $\mathbb{G}(n, p)-\bar{j}$ and $\mathbb{G}(n, p)-(\bar{j} \cup \bar{l})$ obtained from $\mathbb{G}(n, p)$ by removing the vertex in $\bar{j}$ and vertex in $\bar{j} \cup \bar{l}$, respectively. For $\bar{i} \in \Lambda$, let

$$
\begin{aligned}
& X_{\bar{i}}=\frac{Y_{\bar{i}}-E Y_{\bar{i}}}{\sigma}, \\
& Z_{\bar{i} \bar{j}}= \begin{cases}\frac{1}{\sigma} Y_{\bar{j}} & ; \bar{j} \in \Lambda_{2}^{\bar{i}} \\
\frac{1}{\sigma}\left(Y_{\bar{j}}-Y_{\bar{j}}^{(\bar{i})}\right), & ; \bar{j} \in \Lambda_{1}^{\bar{i}},\end{cases} \\
& Z_{\bar{i}}=\sum_{\bar{j} \in \Lambda} Z_{\bar{i} \bar{j}}=\frac{1}{\sigma}\left\{\sum_{\bar{j} \in \Lambda_{2}^{\bar{i}}} Y_{\bar{j}}+\sum_{\bar{j} \in \Lambda_{1}^{\bar{i}}}\left(Y_{\bar{j}}-Y_{\bar{j}}^{(\bar{i})}\right)\right\}, \\
& W_{\bar{i}}=W-Z_{\bar{i}} \text {, } \\
& V_{\bar{i} \bar{j}} \quad \begin{array}{lll}
0 & ; \bar{i}=\bar{j} \\
\frac{1}{\sigma} Y_{\bar{j}}^{(\bar{i}} & ; \bar{i} \neq \bar{j} \text { and } \bar{j} \in \Lambda_{1}^{\bar{i}} \\
\frac{1}{\sigma}\left\{\sum_{\bar{l} \in \Lambda_{1}^{\bar{i}} \cap \Lambda_{2}^{j}} Y_{l}^{(\bar{i})}+\sum_{\bar{l} \in \Lambda_{1}^{\bar{j}} \cap \Lambda_{1}^{\bar{j}}}\left(Y_{l}^{(\bar{i})}-Y_{l}^{(\bar{i}, \bar{j})}\right)\right\} & ; \bar{i} \neq \bar{j} \text { and } \bar{j} \in \Lambda_{2}^{\bar{i}},
\end{array} \\
& \text { and } \quad W_{\bar{i} \bar{j}}=\sum_{\substack{\bar{I} \in \Lambda \\
\bar{l} \cap(\bar{i} \bar{j})=\varnothing}} \frac{1}{\sigma}\left\{Y_{\bar{l}}^{\left(\bar{i} \bar{L}_{\bar{j}}\right)}-E\left(Y_{l}^{(\bar{i} \bar{u} \bar{j})}\right)\right\}-E\left(V_{\bar{i} \bar{j}}\right)-E\left(Z_{\bar{i}}\right)=W_{\bar{i}}-V_{\bar{i} \bar{j}}
\end{aligned}
$$

where $\sigma^{2}=\operatorname{Var} S$.
Note that $E\left(X_{\bar{i}}\right)=0, W=\sum_{\bar{i} \in \Lambda} X_{\bar{i}}$ and $\operatorname{VarW}=1$. By Cayley's Theorem(see, for example, Graver and Watkins [31], p. 322, 1977) there are $k^{k-2}$ different trees on $k$ specified vertices. For a given isolated tree on these $k$ vertices it is necessary and sufficient that the $k-1$ connections of the specified tree bemade, but none of the $\binom{k}{2}-(k-1)$ other connections among these $k$ vertices, and that noné of the $(n-k) k$ possible connections of these $k$ vertices to vertices outside this set be made. Then we have the expectation of $Y_{\bar{i}}$ for $\bar{i} \in \Lambda$

$$
\begin{equation*}
\mu=P\left(Y_{\bar{i}}=1\right)=k^{k-2} p^{k-1} q^{\binom{k}{2}-(k-1)} q^{(n-k) k} \leq k^{k-2} p^{k-1} \tag{5.1}
\end{equation*}
$$

where $q=1-p$ and $k \geq 2$.
Barbour, Karoński and Ruciński $([9], 1989)$ showed that

$$
\begin{equation*}
\sigma^{2} \geq\left[1-\frac{1}{\sqrt{2 \pi(k-1)}}\right] E(S) \tag{5.2}
\end{equation*}
$$

for large $n$ and $k>1$.
To prove the main theorem, we need the following properties of $X_{\bar{i}}, Z_{\bar{i}}, Z_{\bar{i} \bar{j}}$ and $V_{\bar{i} \bar{j}}$.
Proposition 5.3. For every $\bar{i}, \bar{j} \in \Lambda$ and for any $r, r_{1}, r_{2} \in \mathbb{N}$.

1. $E\left(\left|Z_{\bar{i}}^{r}\right|\right) \leq r 2^{r} k^{r(2 k-1)} \frac{n^{k-1} p^{k-1}}{\sigma^{r}}$.
2. $E\left(\left|X_{\bar{i}}^{r_{1}} Z_{\bar{i}}^{r_{2}}\right|\right) \leq\left[2^{r_{1}+r_{2}} r_{2}\left(1+k^{r_{2}(2 k-1)}\right)\right] \frac{\mu}{\sigma^{r_{1}+r_{2}}}$.
3. $E\left(\left|V_{\bar{i}}^{r}\right|\right) \leq\left[2^{r} r k^{r(2 k-1)}+k^{k-2}\right] \frac{n^{k-1} p^{k-1}}{\sigma^{r}}$
4. $E\left(\left|X_{\bar{i}} Z_{\bar{i} \bar{j}}\right|\right) \leq \begin{cases}\frac{k^{k-2} \mu p^{k}}{\sigma^{2}} & ; \bar{j} \in \Lambda_{1}^{\bar{i}} \\ \frac{\mu^{2}}{\sigma^{2}} & ; \bar{j} \in \Lambda_{2}^{\bar{i}} \text { and } \bar{i} \neq \bar{j} \\ \frac{\mu}{\sigma^{2}} & ; \\ ; \bar{j} \in \Lambda_{2}^{\bar{i}} \text { and } \bar{i}=\bar{j} .\end{cases}$

Proposition 5.4. Let $k>1$ and $p=\frac{1}{n^{\gamma}}$ where $\gamma \geq 1$. For $n \geq 2, r_{1}, r_{2}, r_{3} \in \mathbb{N}$ and $i, j \in\{1,2, \ldots, n\}$, there exists a positive constant $C$ such that

$$
E\left(\left|X_{i}^{r_{1}} Z_{i}^{r_{2}} V_{i j}^{r_{3}}\right|\right) \leq \frac{C \mu}{\sigma^{r_{1}+r_{2}+r_{3}}} .
$$

Proposition 5.5. Let $p=\frac{1}{n \gamma}$ for $\gamma \geq 1$. Then for $r_{1}, r_{2}, r_{3} \in \mathbb{N}$ and for every $\bar{i}, \bar{j} \in \Lambda$, $\bar{i} \neq \bar{j}$,

$$
E\left(\left|X_{i}^{r_{1}} Z_{\bar{i} \bar{j}}^{r_{2}} V_{\overline{i j}}^{r_{3}}\right|\right)= \begin{cases}\frac{C\left(k, r_{1}\right) \mu^{r_{1}} p^{k}}{\sigma_{1}^{r_{1}+r_{2}+r_{3}}} & ; \\ 0 & ; \bar{j} \in \Lambda_{1}^{\bar{i}} \\ 0 & \bar{j} \in \Lambda_{2}^{\bar{i}}\end{cases}
$$


The idea of the proof of Proposition 5.3 - Proposition 5.5 follows directly from Proposition 3.4 and Proposition 3.5.

By the same argument of $\operatorname{Martin}([44], 2003)$ we can show that (3.25) holds and by using the same technique of chapter 3 we have

$$
\begin{aligned}
A_{1}(\varepsilon) & \leq \frac{C n^{\frac{k-1}{2}}}{\sigma}, \\
A_{2}(\varepsilon)+A_{3}(\varepsilon) & \leq \frac{C}{\sigma}, \\
B_{1}(\varepsilon)+B_{2}(\varepsilon)+B_{3}(\varepsilon) & \leq \frac{\delta}{2}+\frac{C}{\sigma^{\beta}} .
\end{aligned}
$$

From (5.1) and (5.2) we can see that $\sigma \sim C n^{\frac{k}{2}} p^{\frac{(k-1)}{2}}$, then the bound of $A_{1}(\varepsilon)$ is

$$
\frac{C n^{\frac{k-1}{2}}}{\sigma} \sim \frac{C n^{\frac{k-1}{2}}}{n^{\frac{k}{2}-\frac{\gamma(k-1)}{2}}}=\frac{C}{n^{\frac{1}{2}-\frac{\gamma(k-1)}{2}}} \nrightarrow 0 \quad \text { as } n \rightarrow \infty
$$

when $k \geq 2$ and $\gamma \geq 1$.
Hence, to complete Theorem 5.2 it still to improve the bound on $A_{1}(\varepsilon)$ only.

## ?
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## APPENDIX A

The solution of Stein's equation $f^{\prime}(w)-w f(w)=I_{z}(w)-\Phi(z)$ is of the form

$$
f_{z}(w)= \begin{cases}\sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(w)[1-\Phi(z)] & \text { if } w \leq z \\ \sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(z)[1-\Phi(w)] & \text { if } w>z\end{cases}
$$

Moreover the first derivative of $f_{z}$ does not exists at $w=z$.

Proof. From Stein ([55], pp.22) we have

$$
f_{z}(w)= \begin{cases}\sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(w)[1-\Phi(z)] & \text { if } w \leq z \\ \sqrt{2 \pi} e^{\frac{w^{2}}{2}} \Phi(z)[1-\Phi(w)] & \text { if } w>z\end{cases}
$$

We use this form and L'Hopital's rule to consider the left and the right derivatives of $f_{z}$ as follows.

$$
\begin{aligned}
\lim _{h \rightarrow 0^{-}} \frac{f_{z}(z+h)-f_{z}(z)}{h} & =\lim _{h \rightarrow 0^{-}} \frac{\sqrt{2 \pi} e^{\frac{(z+h)^{2}}{2}} \Phi(z+h)[1-\Phi(z)]-\sqrt{2 \pi} e^{\frac{z^{2}}{2}} \Phi(z)[1-\Phi(z)]}{h} \\
& =\sqrt{2 \pi}[1-\Phi(z)] \lim _{h \rightarrow 0^{-}} \frac{e^{\frac{(z+h)^{2}}{2}} \Phi(z+h)-e^{\frac{z^{2}}{2}} \Phi(z)}{h} \\
& =\sqrt{2 \pi}[1-\Phi(z)] \lim _{h \rightarrow 0^{-}}\left[\frac{1}{\sqrt{2 \pi}}+\Phi(z+h)(z+h) e^{\frac{(z+h)^{2}}{2}}\right] \\
& =\sqrt{2 \pi[1-\Phi(z)]\left[\frac{1}{\sqrt{2 \pi}}+z \Phi(z) e^{\frac{z^{2}}{2}}\right]} \\
& =[1-\Phi(z)]\left[1+\sqrt{2 \pi} z \Phi(z) e^{\frac{z^{2}}{2}}\right]
\end{aligned}
$$

and
$\lim _{h \rightarrow 0^{+}} \frac{f_{z}(z+h)-f_{z}(z)}{h}=\lim _{h \rightarrow 0^{+}} \frac{\sqrt{2 \pi} e^{\frac{(z-h)^{2}}{2}} \Phi \Phi(z)[1-\Phi(z+h)] \tilde{\sqrt{2 \pi}} e^{\frac{z^{2}}{2}} \Phi(z)[1-\Phi(z)]}{\omega}$
จ9/9) $9=\sqrt{2 \pi \Phi} \widetilde{(z)} \lim _{h \rightarrow 0^{+}} e^{\frac{(z+h)^{2}}{2}}[1-\Phi(z A h)]-e^{\frac{z^{2}}{2}}[1-\Phi(z)]$

$$
\begin{aligned}
& =\sqrt{2 \pi} \Phi(z) \lim _{h \rightarrow 0^{+}}\left[e^{\frac{(z+h)^{2}}{2}}-\frac{1}{\sqrt{2 \pi}}+[1-\Phi(z+h)](z+h) e^{\frac{(z+h)^{2}}{2}}\right] \\
& =\sqrt{2 \pi} \Phi(z)\left[e^{\frac{z^{2}}{2}}-\frac{1}{\sqrt{2 \pi}}+[1-\Phi(z)] z e^{\frac{z^{2}}{2}}\right] .
\end{aligned}
$$

Thus $\lim _{h \rightarrow 0^{-}} \frac{f_{z}(z+h)-f_{z}(z)}{h} \neq \lim _{h \rightarrow 0^{+}} \frac{f_{z}(z+h)-f_{z}(z)}{h}$, this implies that $f_{z}^{\prime}(z)$ does not exists.
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