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## CHAPTER I

## INTRODUCTION

### 1.1 Cooperative Diversity and Its Commercial Applications

Signal attenuation or fading limits the data transmission rate and introduces errors to the transmitted signal. The undesired effect of fading can be mitigated by channel coding [1], time diversity [2], frequency diversity [3], spatial diversity $[4,5,6]$, or cooperative diversity $[7,8,9,10]$. Cooperative diversity can improve transmission reliability and increase capacities of wireless networks, especially in largescale fading, in which spatial diversity from the cooperation schemes can improve the performance of the systems significantly [11]. The common concept is to employ the relay node(s) in the network so that the relay node relays the signals transmitted from the source node to the destination node when the direct link between the source node and the destination node is poor.

Cooperative diversity has been applied commercially in the broadband wireless access system, for example, the Broadband Wireless Metropolitan Area Network, which has been standardized in IEEE 802.16j, where one or more relay stations can be employed to provide additional coverage or performance advantage [12]. When the mobile station has a poor link to the base station, the mobile station can communicate with the base station via the relay station instead. Service operators have to upgrade the base stations so that the base stations can recognize the relay stations. The relay stations are classified into two different types: transparent and nontransparent. A non-transparent relay station communicates with the base station and mobile stations using the same carrierfrequency, and can-operate in both centralized and distributed scheduling mode. A transparent relay station communicates with the base station and mobile stations using the same or different carrier frequencies, and can only operate in centralized scheduling mode. In addition, cooperative diversity will be applied commercially in the cellular system, for example, the Long Term Evolution Advanced, which is being standardized by the 3rd Generation Partnership Project to
serve as a 4G mobile communication standard [13,14]. The Long Term Evolution Advanced is compatible with the first release Long Term Evolution equipment and can share the same frequency bands. Basically, the relay nodes help the base station to extend the range to the mobile station. This reduces the propagation path loss, and lowers the interference.

### 1.2 Research Motivation

### 1.2.1 Scheme Comparison

Various cooperative diversity schemes have been proposed in the literature. The primary work considers the single-relay cooperative diversity schemes [10, 15, 16], where a system is composed of one source node, one destination node, and single relay node. The source node can transmit signals to the destination using the twohop link via the relay node instead of the direct link. The performance is improved because the chance that the twordink and the direct link become poor at the same time is smaller than the chance that the direct link alone becomes poor.

It is natural to further improve the performance by increasing the number of relay nodes. the later work addresses the multiple-felay cooperative diversity schemes without relay selection $[17,18,19]$, where a system uses all available relay nodes to relay the signals. The available relay nodes mean the relay nodes that can decode the signals from the source node correctly. The performance of such systems increases monotonically with the number of relays. $\ell ? \cap$ a 98 Actually the multiplefrelay cooperative ediversity schemes without relay

$$
\text { Transmission Rate } \propto \frac{1}{\text { No. of Selected Relays }} .
$$

Accordingly, the recent work proposes the multiple-relay cooperative diversity schemes with relay selection [20,21,22,23,24], where a system selects only the best relay node to relay the signals. Even though not all relays are used, the loss in the asymptotic
performance does not incur because having several relay nodes to select already provided diversity orders [20].

From the aforementioned comparison, the multiple-relay cooperative diversity schemes with relay selection provide diversity gain without harming the transmission rate. Therefore, this thesis focuses on considering the multiple-relay cooperative diversity schemes with relay selection, which have been proposed in three different schemes in the literature: the fixed selective decode-and-forward without direct link combining scheme [21], the fixed selective decode-and-forward with direct link combining scheme [22], and the smart selective decode-and-forward scheme [24].

In fact, there are schemes that allow the relaying for more than two hops, but these schemes are proposed for using in ad hoc networks, which are the different kind of application, not the scope of this thesis.

### 1.2.2 Analysis versus simulation

Since we have three different cooperative diversity schemes to consider and to benchmark with the non-cooperative system, we have to quantify their performance for doing comparison and gaining insights. The improvement in reliability and capacity of the cooperative diversity schemes can be well measured by their outage capacities and outage probabilities [25]. Both performance measures are also applicable for the non-cooperative system [26,27], which will be served as a benchmark (see section 1.3). 2 ) 9 ?
 generally. As a result, we do not truly understand the gain offered from the cooperative diversity schemes and how to choose the best scheme. In order to really understand all schemes and apply them properly, the outage probability and outage capacity should be computed for all schemes with any topology, any number of relays, and any signal-to-noise ratio regime. Unfortunately, it takes too long time to do Monte Carlo simulations.

For example, in 9-relay case, the Intel Pentium M processor 1.6 GHz with 768 MB of RAM takes 2 days to yield the results for only one topology setting.

Therefore, we decided to find the analytical results, which can be obtained without waiting time, as proposed in $[28,29]$.

Table 1 The available results in the literature


The definitions of the outage probability and the outage capacity are given below.

- Outage probability The probability that the maximum instantaneous end-to-end mutual information falls below a certain specified threshold, which is a transmission rate.
- Outage capacity The maximum transmission rate that is guaranteed to be supported if outages are allowed to occur with a certain specified probability.


Figure 1 The point-to-point transmission: The source node transmits signals to the destination node, where the link has an instantaneous signal-to-noise ratio of $\gamma$, which is a random variable with probability density function $p_{\gamma}(\gamma)$

For point-to-point transmission as shown in Figure 1, the outage probability and outage capacity can be calculated with the standard formulas. When the instantaneous signal-to-noise ratio denoted by $\gamma$ and its probability density function is known to be $p_{\gamma}(\gamma)$, the outage probability at a transmission rate of $R$ is given by [26]

$$
\begin{equation*}
\mathbb{P}_{\text {out }}^{\text {DC }}(R)=\operatorname{Pr}\left\{\log _{2}(1+\gamma)<R\right\}=\int_{0}^{\gamma_{\mathrm{th}}} p_{\gamma}(\gamma) d \gamma \tag{1.1}
\end{equation*}
$$

where $\gamma_{\mathrm{th}}=2^{R}-1$. When the outages are allowed to occur with probability $\epsilon$, the outage capacity is given by [27]

where $F$ y is the complementary qumulative distribution fundtion of the instantaneous signal-to-noise ratio, i.e.,

$$
F(x):=\operatorname{Pr}\{\gamma<x\},
$$

and $\mathbb{E}\{\gamma\}$ is the expectation of the instantaneous signal-to-noise ratio, i.e.,

$$
\mathbb{E}\{\gamma\}=\int_{0}^{\infty} p_{\gamma}(\gamma) d \gamma
$$

### 1.4 Outline

Chapter II describes the system model and channel model, and describes the considered cooperative diversity schemes, namely, the fixed selective decode-and-forward without direct link combining scheme, the fixed selective decode-and-forward with direct link combining scheme, and the smart selective decode-andforward scheme. Chapter III presents the analysis of the outage probabilities for all considered cooperative diversity schemes as well as discussions. Chapter IV presents the analysis of the outage capacities for all considered cooperative diversity schemes as well as discussions. Chapter V concludes the dissertation.


## CHAPTER II

## MODELS AND SCHEMES

For convenience, all variables are listed in Table 2.


Table 2 Variable list (continued)


Table 2 Variable list (continued)


### 2.1 System Model

We consider a wireless relay network consisting of $K+2$ single-antenna nodes: a designated source-destination node pair and $K$ relay nodes. The locations of all nodes are arbitrary but deterministically determined and all nodes do not move during the consideration period. Without loss of generality, the distance between the source and the destination nodes is normalized to one unit. The source and the destination nodes are denoted by S and D . respectively. The source node can transmit signals directly to the destination node or transmit signals to the destination node via a relay. All relays are operating in decode-and-forward mode, and only a single relay will be selected to regenerate the signals. All nodes operate in a common frequency band. The system uses the time-division-multiplexing (TDM) protocol, and does not allow signal collision, that is, only one node can transmit signals at a time. Hence, if the system selects a relay to regenerate the signals, the transmission will be divided into two time slots so that the source and the relay nodes can transmit signals in separate time. The system is subject to the decrease of capacity to a half from dividing the transmission into two time slots.

### 2.2 Channel Model

We consider Rayleigh frequency-flat fading with the coherence time that is long enough for the system to complete transmitting a block of data. The model for the received signall and the channeyfona link between any pair of nodes $i$ and $j$ is given by
จุหาลงกรณ์มหหควิทยาลัย
where $x_{i}$ is the signal transmitted by node $i, h_{i j} \sim \mathcal{C N}\left(0, \Omega_{i j}\right)$ is the complex channel gain over the link $i \rightarrow j, n_{j} \sim \mathcal{C N}\left(0, N_{0}\right)$ is additive white Gaussian noise at node $j$. We will denote by $\mathcal{C N}\left(\mu, \sigma^{2}\right)$ a complex circularly symmetric Gaussian distribution with mean $\mu$ and variance $\sigma^{2} / 2$ for the real and imaginary components. The channel gains, noise, and transmitted signals are independent. The channel gain $h_{i j}$ captures the effects of fading as well as path loss by setting $\Omega_{i j}=d_{i j}^{-\alpha}$, where $d_{i j}$ denotes the
distance between node $i$ and node $j$, and $\alpha$ is the path loss exponent. We denote the channel from S to the $k$ th relay by $h_{\mathrm{sk}}$, and the channel from the $k$ th relay to D by $h_{k \mathrm{D}}$. Every node $i$ transmits with the same average transmit signal power $P \triangleq \mathbb{E}\left\{\left|x_{i}\right|^{2}\right\}$. Finally, we define $S N R_{i j}$ as the instantaneous signal-to-noise ratio between node $i$ and node $j$, and define SNR as the average signal-to-noise ratio from the source node to the destination node, given by

where $W$ is the transmission bandwidth. With respect to the average signal-to-noise ratio from the source node to the destination node, the average signal-to-noise ratio from node $i$ to node $j$ can be written as


### 2.3 Selective Relaying Schemes

In this section, we will describe the cooperative diversity schemes, which select a best relay from a set of relays to forward the information, including (i) fixed selective decode-and-forward without direct link combining, (ii) fixed selective decode-
and-forward with direct link combining, and (iii) smart selective decode-and-forward. The selection is carried out to maximize the instantaneous end-to-end mutual information, as explained in the following subsections. As a benchmark, we describe the direct communication without cooperative diversity here.


Figure 2 The direct communication scheme: The source node transmits signals directly to the destination node without any help from the relay nodes for the entire transmission + 46. period.

Without any cooperative diversity, the source node transmits the signals directly to the destination node as shown in Figure 2. In this case, it is not necessary to divide the channel into two time slots. So, the source node Can transmit signals to the destination node for the entire frame without loss from time sharing. The instantaneous end-to-end mutual information (between $y_{D}$ and $x_{S}$ ), conditioned on the instantaneous channel, is given by


$$
\begin{align*}
99 \% ค \% & =\log _{2}\left(1+\frac{\left|h_{\mathrm{SD}}\right|^{2} P}{N_{0} W}\right) 9 \cap ? \& ?  \tag{2.4}\\
& =\log _{2}\left(1+\frac{\left|h_{\mathrm{SD}}\right|^{2} \mathrm{SNR}}{d_{\mathrm{SD}}^{-\alpha}}\right)
\end{align*}
$$

We refer to $S N R_{\text {SD }}$ as the instantaneous SNR between the source and destination.


Figure 3 The fixed selective decode-and-forward without direct-link combining scheme: The transmission is divided into two time slots. During the first time slot, the source node transmits signals, and only the selected relay node listens. During the second time slot, the selected relay node decodes and regenerates the signals to the destination node,
 Figure 3. This scheme always selects one relay to establish cooperation. If the selected relay fails to decode, the transmission is declared unsuccessful. If the decoding succeeds, the relay forwards the information to the destination.

The selection is based on maximizing the instantaneous end-to-end mutual information. First, each relay is considered based on the following transmission scheme: The transmission is divided into two time slots. In the first time slot, the source
node transmits symbols, and the selected relay node listens. Given that the $k$ th relay node is being considered, the maximum rate supported by the channel between the source and the relay nodes is

where we designate the channel gain.from the source node to the $k$ th relay by $h_{\text {sk }}$. Likewise, the channel gain from the $k$ th relay node to the destination node is designated by $h_{k \mathrm{D}}$. Also, the factor $1 / 2$ takes into account the loss from the time sharing due to dividing the channel into two time slots. If the transmission rate is not higher than the maximum rate, the relay will be able to decode the received signals and will transmit the regenerated version of the signals to the destination node during the second time slot while the source node will remain silent. The destination node decodes the signals transmitted from the selected relay node with an associated maximum rate of



Thus, the end-to-end maximum rate supported by using the $k$ th relay node is given by

$$
\begin{equation*}
R_{\text {flow-nodirect }}(k)=\min \left\{R_{\mathrm{Sk}}, R_{k \mathrm{D}}\right\} . \tag{2.7}
\end{equation*}
$$

After considering all relays, the relay that offers the highest maximum rate is selected, say the $k_{\text {max }}$ th relay, that is,

$$
\begin{equation*}
k_{\max }=\arg \max _{k \in \mathcal{K}} R_{\text {flow-nodirect }}(k), \tag{2.8}
\end{equation*}
$$

where $\mathcal{K}$ is the set of all relay indexes: $\mathcal{K} \in\{1,2,3, \ldots, K\}$ and the $k_{\text {max }}$ th relay node is the selected relay node. The maximum rate supported by the fixed selective decode-and-forward without direct link combining scheme is given by

$$
\begin{equation*}
R_{\mathrm{FSDE}-\text {-nodiriect }}=\max _{k \in \mathcal{K}} \min \left\{R_{\mathrm{Sk}}, R_{\mathrm{kD}}\right\} . \tag{2.9}
\end{equation*}
$$

To implement the fixed selective decode-and-forward without direct-link combining scheme, the system must have the ability to select the best relay to regenerate the signals and to keep other relays silent. One possible way is to use the relay selection protocol proposed in [30]. In the overhead period, all relay nodes listen to the ready-to-send (RTS) signal from the source node and listen to the clear-to-send (CTS) signal from the destination.By receiving RTS signal from the source node and receiving CTS signal from the destination node, all relay nodes know the channel strengths from the source node and to the destination node. Then, all relay nodes wait for a period of time, which is reciprocal to the channel strength either from the source node or to the destination node, by using the weaker one. Then, the best relay node, which has the shortest waiting time, regenerates the signals. Other relay nodes can sense the transmitted signals from the best relay node and keep silent. The length of the overhead can be set small as long as the probability that several relay nodes have equal



Figure 4 The fixed selective decode-and-forward with direct-link combining scheme:
The transmission is divided into two time stots. During the first time slot, the source node transmits signals, and the selected relay and the destination nodes listen. During the second time slot, the selected relay node decodes and regenerates signals to the destination node, which combines and decodes the received signals from both time
$\left.\rho_{\text {थI }}^{0}\right)_{\text {siots. }}$ which combines and decodes the received sign

4. This scheme always selects one relay to establish cooperation. If the selected relay fails to decode, the transmission is declared unsuccessful. If the decoding succeeds, the relay forwards the information to the destination. The destination node combines the signal received from both the source node and the selected relay node at the different time slots using maximum ratio combining.

The relay node selection is based on maximizing the instantaneous end-to-end mutual information. First, each relay is considered based on the following transmission scheme: The transmission is divided into two time slots. In the first time slot, the source node transmits symbols, and both the selected relay node and the destination node listen. Given that the $k$ th relay node is being considered, the maximum rate supported by the channel between the source and the relay nodes is

where we designate the channel gain from the source node to the $k$ th relay by $h_{\mathrm{sk}}$. Likewise, the channel gain from the $k$ th relay node to the destination node is designated by $h_{\mathrm{kD}}$. Also, the factor $1 / 2$ takes into account the loss from the time sharing due to dividing the channel into two time slots. If the transmission rate is not higher than the maximum rate, the relay will be able to decode the received signals and will transmit the regenerated version of the signals to the destination node during the second time slot while the source node will remain silent. The destination node performs maximum ratio combining on two signals received from the source node and the selected relay node at the different time slots, and then decodes the combined signal. The maximum rate supported by combining both channels is given by

$$
\begin{align*}
R_{\mathrm{MRC}}(k) & =\frac{1}{2} \log _{2}\left(1+S N R_{\mathrm{Sk}}+S N R_{\mathrm{kD}}\right) \\
& =\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{Sk}}\right|^{2} P}{N_{0} W}+\frac{\left|h_{\mathrm{kD}}\right|^{2} P}{N_{0} W}\right)  \tag{2.11}\\
& =\frac{1}{2} \log _{2}\left(1+\frac{\left(\left|h_{\mathrm{SD}}\right|^{2}+\left|h_{k \mathrm{D}}\right|^{2}\right) \mathrm{SNR}}{d_{\mathrm{SD}}^{-\alpha}}\right)
\end{align*}
$$

Therefore, the maximum instantaneous end-to-end mutual information supported by using the $k$ th relay node is given by

$$
\begin{equation*}
R_{\text {flow-direct }}(k)=\min \left\{R_{\mathrm{Sk}}, R_{\mathrm{MRC}}(k)\right\} . \tag{2.12}
\end{equation*}
$$

After considering all relays, the relay that offers the highest maximum end-to-end rate, say the $k_{\max }$ th relay, is selected, that is,

$$
\begin{equation*}
k_{\max }=\arg \max _{k \in \mathcal{K}} R_{\text {flow-direct }}(k) \tag{2.13}
\end{equation*}
$$

The maximum rate supported by the fixed selective decode-and-forward with direct link combining scheme is given by
$R_{\text {FSDF-direct }}=\max _{k \in \mathcal{K}} \min \left\{R_{\mathrm{Sk}}, R_{\mathrm{MRC}}(k)\right\}$

To implement the fixed selective decode-and-forward with direct-link combining scheme, the system must have the ability to select the best relay to regenerate the signals and to keep-other relays silent. One possible way is to use the relay selection protocol proposed in [29]. In the overhead period, all relay nodes listen to the RTS signal from the source node and listen to the CTS signal from the destination. Also, the destination node, which knows the channel strength from the source node by receiving the RTS signal from the source node, broadcasts the channel strength between the source node and the destination. By receiving RTS signal from the source 6 Q node and receiving CTS signal from the destination node as well as the broadcasted channel strength between the source node to the destination node, all relay nodes know the channel strengths from the source node and to the destination node as well as the link between the source node and the destination node. Then, all relay hodes wait for a period of time, which is reciprocal to the channel strength either from the source node or of the combined channel between the link from the source node to the destination node and the link from itself to the destination node, by using the weaker one. Then, the best relay node, which has the shortest waiting time, regenerates the signals. Other relay nodes can sense the transmitted signals from the best relay node and keep silent. The
length of the overhead can be set small as long as the probability that several relay nodes have equal waiting time is negligible.

### 2.3.3 Smart Selective Decode-and-forward



Figure 5 The smart selective decode-and-forward scheme: The scheme performs as either the fixed selective decode-and-forward with direct-link combining scheme or the direct communication scheme by choosing the scheme that offers the higher maximum rate.

The third cooperative scheme considered here is the smart selective decode-and-forward, proposed in [24], as illustrated in Figure 5. This scheme is inspired from the loss from time sharing due to dividing the channel into two time slots in both fixed selective decode-and-forward schemes. This loss can affect the performance of the system more severely than the obtained benefit from performing cooperation. The third considered scheme is an adaptive cooperative scheme which decides when to use the fixed selective decode-and-forward with direct-link combining scheme or direct communication without cooperation based on the channel conditions. In this case, the maximum achievable rate is given by

$$
\begin{equation*}
R_{\mathrm{SSDF}}=\max \left\{R_{\mathrm{FSDF}-\text { direct }}, R_{\mathrm{DC}}\right\} \tag{2.15}
\end{equation*}
$$

where $R_{\mathrm{DC}}$ and $R_{\text {FSDF-diect }}$ are given in (2.4) and (2.14), respectively.

To implement the fixed selective decode-and-forward with direct-link combining scheme, the system must have the ability to select the best relay to regenerate the signals and to keep other relays silent. One possible way is to use the relay selection protocol proposed in [29]. In the overhead period, all relay nodes listen to the RTS signal from the source node and listen to the CTS signal from the destination. Also, the destination node, which knows the channel strength from the source node by receiving the RTS signal from the source node, broadcasts the channel strength between the source node and the destination. By receiving RTS signal from the source node and receiving cis signal/from the destination node as well as the broadcasted channel strength between the source node to the destination node, all relay nodes know the ghannel strengths from the source node and tothe destination node as well as the link between the source node and the destination node. Then, all relay hodes wait for a period of time, which is reciprocal to the channel strength either from the source node or of the combined channel between the link from the source node to the destination node and the link from itself to the destination node, by using the weaker one. Other relay nodes can sense the transmitted signals from the best relay node, which has the shortest waiting time, and keep silent. Then, the best relay node compare itself with the
channel strength between the source node and the destination node with compensation for the time sharing free. After the comparison, the best relay node notifies the source node whether the cooperation should be used. If not, the best relay goes to sleep mode and the source node transmit the signals without cooperation and time sharing. Otherwise, the transmission is divided into two time slots, where the source node transmits the signals in the first time slot and the best relay node regenerates the signals in the second time slot. The length of the overhead can be set small as long as the probability that several relay nodes have equal waiting time is negligible.


## CHAPTER III

## OUTAGE PROBABILITY

The cooperative diversity has been expected to leverage the reliability of the wireless communications, which are exposed to the path loss and fading. In order to examine this expectation, we have to quantify the reliability for explicitly measuring how much the improvement is obtained and for comparing the considered schemes with different sets of factors. One of the important measures of reliability is the outage probability. This chapter first analyzes the outage probabilities of the considered cooperative diversity schemes, the obtained formulas are verified by computer simulations with several sets of parameters. Then, the formulas are used to provide numerical results with comparisons and discussions to gain insights.

### 3.1 Direct Communication

In order to examine whether the used cooperative diversity scheme really provides advantage in the employed environment and how much the improvement is, we have to compare the performance when the cooperative diversity scheme is being used to the performance when the cooperative diversity scheme is not being used. Accordingly, before we consider the outage probabilities of the cooperative diversity schemes, the outage probability of the direct communication is analyzed here to serve as a benchmarking.

probability is straightforward and ds available in standard materials. The outage probability is a function of a desired transmission rate $R$ and an average signal-to-noise ratio SNR. The formula is provided in Proposition 1.

Proposition 1 : The outage probability, which is obtained from direct communication between the source node and the destination node, at a transmission rate of $R$ and at an average signal-to-noise ratio of the link between the source node and the destination node of SNR is given by [27]

$$
\begin{align*}
\mathbb{P}_{\mathrm{out}}^{\mathrm{DC}}(R, \mathrm{SNR}) & =1-\exp \left(-\left(\frac{2^{R}-1}{\mathrm{SNR}}\right)\right),  \tag{3.1}\\
\mathrm{SNR} & \triangleq d_{\mathrm{SD}}^{-\alpha} \frac{P}{N_{0} W}
\end{align*}
$$

where $\mathbb{P}_{\text {out }}^{\mathrm{DC}}$ denote the outage probability of the direct communication, $d_{\mathrm{SD}}$ is the distance between the source node and the destination node, and $\alpha$ is the path loss exponent.

Proof : From the definition, the outage probability is the probability that the instantaneous mutual information between the source node and the destination node falls below the desired transmission rate.

$$
\begin{equation*}
\mathbb{P}_{\text {oul }}^{\mathrm{DC}}(R, \mathrm{SNR})=\operatorname{Pr}\left\{I_{\mathrm{SD}}(S N R)<R\right\}, \tag{3.2}
\end{equation*}
$$

where $I_{\mathrm{SD}}$ denotes the instantaneous mutual information between the source node and the destination node, and is a function of the instantaneous signal-to-noise ratio, denoted by $S N R$, between the source node and the destination node.

Given the instantaneous signal-to-noise ratio, the instantaneous mutual information can be calculated by [31]

So,



The instantaneous signal-to-noise ratio is the squared modulus of the complex channebcoefficient between the/ source node and the destination node, multiplied by the average transmit signal power at the source node $P \triangleq \mathbb{E}\left\{\left|x_{S}\right|^{2}\right\}$, and divided by the noise power spectral density at the destination node $N_{0}$, and divided by the transmission bandwidth $W$.

$$
\begin{equation*}
S N R=\frac{\left|h_{\mathrm{SD}}\right|^{2} P}{N_{0} W}, \tag{3.5}
\end{equation*}
$$

where $P, N_{0}$, and $W$ are constant, and $\left|h_{\mathrm{sD}}\right|^{2}$ is a random variable. Then,

$$
\begin{align*}
\operatorname{Pr}\left\{\log _{2}(1+S N R)<R\right\} & =\operatorname{Pr}\left\{\log _{2}\left(1+\frac{\left|h_{\mathrm{SD}}\right|^{2} P}{N_{0} W}\right)<R\right\}  \tag{3.6}\\
& =\operatorname{Pr}\left\{\left|h_{\mathrm{SD}}\right|^{2}<\left(2^{R}-1\right) \frac{N_{0} W}{P}\right\} .
\end{align*}
$$

Since $h_{\text {SD }}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{\mathrm{SD}}\right),\left|h_{\mathrm{SD}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{S D}^{-1}\right)$ (see Lemma 1 ).

Then,

Since $\Omega_{\mathrm{SD}}=d_{\mathrm{SD}}^{-\alpha}$ and is the mean of $\left.h_{\mathrm{SD}}\right|^{2}$, the average signal-tothoise ratio of the link between the source node and the destination node can be written as

$$
\begin{align*}
&99 \cap \cap) ? 6 \\
& \mathrm{SNR}=\mathbb{E}\left\{\left|h_{\mathrm{SD}}\right|^{2}\right\} \frac{p}{N_{0} W}  \tag{3.9}\\
&=\Omega_{\mathrm{SD}} \frac{P}{N_{0} W} \\
&=d_{\mathrm{SD}}^{-\alpha} \frac{P}{N_{0} W} .
\end{align*}
$$

Substituting (3.9) into (3.8) yields (3.1). Q.E.D.

Lemma 1 : Let x be a random variable with a complex circularly symmetric Gaussian distribution with mean 0 and variance $\Omega$, i.e., $x \sim \mathcal{C N}(0, \Omega)$. Let $y=|x|^{2}$. Then, $y$ is an exponentially distributed random variable with a rate parameter of $\Omega^{-1}$, i.e., with mean $\Omega$.

Proof: There are two approaches to prove the lemma. We will show both of them as follows.

and let $x_{2}$ be the imaginary part of $x$.

$$
\begin{equation*}
x_{2}=\operatorname{Im}\{x\} . \tag{3.11}
\end{equation*}
$$

Then, the probability density function of $/ X_{1}$ is normal distribution with mean 0 and variance $\frac{\Omega}{2}$.

and the probability density function of $x_{2}$ is also normal distribution with mean 0 and



Considering changing the Cartesian coordinate system $\left(x_{1}, x_{2}\right)$ to the polar coordinate system $(\rho, \theta)$, the relations include

$$
\begin{gather*}
\rho=\sqrt{x_{1}^{2}+x_{2}^{2}},  \tag{3.14}\\
\theta=\arctan \left(\frac{x_{2}}{x_{1}}\right), \tag{3.15}
\end{gather*}
$$

$$
\begin{align*}
& x_{1}=\rho \cos (\theta),  \tag{3.16}\\
& x_{2}=\rho \sin (\theta), \tag{3.17}
\end{align*}
$$

and the Jacobian of changing the differential in the Cartesian coordinate system $\left(x_{1}, x_{2}\right)$ to the differential in the polar coordinate system $(\rho, \theta)$ can be calculated by

Hence, we obtain


The joint probability of an infinitesimal area at the point $\left(x_{1}, x_{2}\right)$ can be written as $p_{x_{1}, x_{2}}\left(x_{1}, x_{2}\right) d x_{1} d x_{2}$, and is related to the polar coordinate system $(\rho, \theta)$ by

$$
\begin{equation*}
\int p_{x_{1}, x_{2}}\left(x_{1}, x_{2}\right) d x_{1} d x_{2}=p_{\rho, \theta}(\rho, \theta) \rho d \rho d \theta \tag{3.20}
\end{equation*}
$$

Since $x_{1}$ and $x_{2}$ are statisfically jndependent, the joint probabilitycan be written as the
product of marginal probabilities product of marginal probabilities $\triangle \mid$ o | C ||

$$
\begin{equation*}
\text { Q } 99 \cap \widehat{p_{x_{1}}, \hat{x}_{2}}\left(x_{1}, x_{2}\right) d x_{1} d x_{2}=0 p_{1}\left(x_{1}\right) \stackrel{\rightharpoonup}{p_{\gamma_{2}}}\left(x_{2}\right) d x_{1} d x_{2} \mid \text { है } \tag{3.21}
\end{equation*}
$$

Equating the right hand side expressions of (3.20) and (3.21) gives

$$
\begin{aligned}
p_{\rho, \theta}(\rho, \theta) \rho d \rho d \theta & =\frac{1}{\sqrt{\pi \Omega}} \exp \left(-\frac{x_{1}^{2}}{\Omega}\right) \frac{1}{\sqrt{\pi \Omega}} \exp \left(-\frac{x_{2}^{2}}{\Omega}\right) d x_{1} d x_{2} \\
& =\frac{1}{\pi \Omega} \exp \left(-\frac{x_{1}^{2}+x_{2}^{2}}{\Omega}\right) d x_{1} d x_{2}
\end{aligned}
$$

$$
\begin{equation*}
=\frac{1}{\pi \Omega} \exp \left(-\frac{\rho^{2}}{\Omega}\right) \rho d \rho d \theta \tag{3.22}
\end{equation*}
$$

Then, we take the integration over $\theta$ in order to obtain the marginal probability of $\rho$.


Then, we take differentiation with chain rule in order to obtain the probability density


Let

$$
\begin{equation*}
s=\rho^{2} . \tag{3.26}
\end{equation*}
$$

Hence, $\rho=\sqrt{s}$. The Jacobian of changing the differential in $\rho$-domain to the differential in $s$-domain can be written as

$$
\begin{align*}
J(\rho \rightarrow s) & =\left|\frac{d \rho}{d s}\right| \\
& =\left|\frac{d}{d s} \sqrt{s}\right| \tag{3.27}
\end{align*}
$$

Therefore, the probability density function of $s$ is given by
which is the exponential distribution with rate parameter $\Omega^{-1}$, i.e., with mean $\Omega$. Since

$$
\begin{equation*}
s=\rho_{1}^{2}=x_{1}^{2}+x_{2}^{2}=|x|^{2}=y, \tag{3.29}
\end{equation*}
$$

it follows that the lemma is true. Q.E.D.

Approach 2 : Let $x_{1}$ be the real part of $x$, and $x_{2}$ be the imaginary part of $x$, as shown in (3.10) and (3.11), respectively. Then, the probability density functions of both $x_{1}$ and $x_{2}$ are normal distribution with mean 0 and variance $\frac{\Omega}{2}$, as shown in

## 

and let

$$
\begin{equation*}
s_{2}=x_{2}^{2} . \tag{3.31}
\end{equation*}
$$

It follows that $x_{1}=\sqrt{s_{1}}$ and $x_{2}=\sqrt{s_{2}}$. The Jacobian of changing the differential in $x_{1}$ domain to the differential in $s_{1}$-domain can be written as

$$
\begin{align*}
J\left(x_{1} \rightarrow s_{1}\right) & =\left|\frac{d x_{1}}{d s_{1}}\right| \\
& =\left|\frac{d}{d s_{1}} \sqrt{s_{1}}\right|  \tag{3.32}\\
& =\frac{1}{2 \sqrt{s_{1}}} .
\end{align*}
$$

Similarly, the Jacobian of changing the differential in $x_{2}$-domain to the differential in $S_{2}$ domain can be written as


Therefore, the probability density function of $s_{1}$ is given by
and the probability density function of $s_{2}$ is given by

where the factor of 2 is introduced due to the addition between two equal probabilities on the negative side and the positive side in $x_{1}$-domain and in $x_{2}$-domain, respectively. Let

$$
\begin{equation*}
s=x_{1}^{2}+x_{2}^{2}=s_{1}+s_{2} . \tag{3.36}
\end{equation*}
$$

It follows that $s$ is a random variable, which is an addition between $s_{1}$ and $s_{2}$, which are statistically independent because both of them are a function of $x_{1}$ and $x_{2}$, respectively, which are in turn statistically independent. Therefore, the probability density function of $s$ can be written as the convolution between the probability density function of $s_{1}$ and the probability density function of $s_{2}$.

which is the exponential distribution with rate parameter $\Omega^{-1}$, i.e., with mean $\Omega$. Since



### 3.2 Fixed Selective Decode-and-forward without Direct Link Combining/Scheme


without direct link combining scheme does not exist in standard materials. In the literature, there is a formula that can calculate the exact outage probability of the fixed selective decode-and-forward without direct link combining scheme. We propose a different formula that can also calculate the exact value, but is simpler for computation. We will present both of them in this dissertation. The first formula contains the double
summations, in which the inner summation grows combinatorial with the number of relays. On the other hand, the second formula contains the product that grows linearly with the number of relays. Therefore, it is more convenient to use the second formula even though both formulas provide the same result.

### 3.2.1 Exact Formula : Approach 1

For doing comparisons among different schemes later, the outage probability is still a function of a desired transmission rate $R$ and an average signal-tonoise ratio SNR, where the average signal-to-noise ratio in this case is the average signal-to-noise ratio of the link between the source node and the destination node. The average signal-to-noise ratio of the link between other pair of nodes is the function of the average signal-to-noise ratio of the link between the source node and the destination node. The first formula is provided in Theorem 1.

Theorem 1 : The outage probability, which is obtained from employing the cooperative diversity with the fixed selective decode-and-forward without direct link combining scheme in the wireless relay network having $K$ relay nodes, at a transmission rate of $R$ and at an average signal-to-noise ratio of the link between the source node and the destination node o

SNR is given by [21]
where $\mathcal{K} \in\{1,2,3, \ldots, \mathcal{R}\}$ is the set of the indices of all reay holdes, $\mathcal{S}$ is a subset of $\mathcal{K}$, $|\mathcal{S}|$ is the cardinality of the set $\mathcal{S}, \mathbb{P}_{\text {out }}^{\text {PSDF-nodirect }}$ denotes the outage probability of the fixed selective decode-and-forward without direct link combining scheme, $d_{\text {SD }}$ is the distance between the source node and the destination node, $d_{\mathrm{sk}}$ is the distance between the source node and the $k$ th relay node, $d_{k \mathrm{D}}$ is the distance between the $k$ th relay node and the destination node, and $\alpha$ is the path loss exponent.

Proof : From the definition, the outage probability is the probability that the maximum among all relay nodes of the minimum between the instantaneous mutual information of the link from the source node to the relay node and the instantaneous mutual information of the link from the relay node to the destination node falls below the desired transmission rate.

$$
\begin{equation*}
\mathbb{P}_{\text {out }}^{\mathrm{FSDF} \text {-nodirect }}(R, \mathrm{SNR})=\operatorname{Pr}\left\{\max _{k} \min \left\{\frac{1}{2} I_{S k}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right)\right\}<R\right\} \tag{3.40}
\end{equation*}
$$

where $I_{s k}$ denotes the instantaneous mutual information between the source node and the $k$ th relay node, $I_{k \mathrm{D}}$ denotes the instantaneous mutual information between the $k$ th relay node and the destination node, where both of them are the functions of the instantaneous signal-to-noise ratio, denoted by $S N R_{\mathrm{Sk}}$ and $S N R_{k \mathrm{D}}$, respectively, between the source node and the $k$ th relay node and between the $k$ th relay node and the destination node. The factor of $1 / 2$ takes into account the loss due to dividing the transmission into two time slots. The maximum of the minimum can be written as the joint maximums.

$$
\begin{align*}
& \operatorname{Pr}\left\{\max _{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{\mathrm{kD}}\left(S N R_{k \mathrm{D}}\right)\right\}<R\right\}= \\
& \operatorname{Pr}\left\{\max _{k}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)\right\}<R \wedge \max _{k}\left\{\frac{1}{2} I_{\mathrm{LD}}\left(S N R_{\mathrm{kD}}\right)\right\}<R\right\} . \tag{3.41}
\end{align*}
$$

Furthermore, the joint probability can be writtên as the conditional probability with the normalization, Accordingly, owe guarantee that the liinks from the source node to the U designated subset of relay nodes cân support the desired transmission rate first, and then ccalculate the probability that the strongest link from the Gelay node to the destination node can support the desired transmission rate. Thus, we have to consider all possible disjoint subsets of the relay nodes, i.e., all combinations of the relay nodes that can receive information from the source node successfully. For the sake of presentation, we refer to this disjoint subset as decoding subset.

$$
\begin{align*}
& \operatorname{Pr}\left\{\max _{k}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{sk}}\right)\right\}<R \wedge \max _{k}\left\{\frac{1}{2} I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right)\right\}<R\right\} \\
& =\sum_{l=0}^{K} \sum_{\substack{\mathcal{C} \mathcal{K}}} \operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \\
& \operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \\
& =\sum_{l=0}^{K} \sum_{S \mathcal{K} \mathcal{K}} \operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \\
& \operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R\right\} \operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}}^{1} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\}, \tag{3.42}
\end{align*}
$$

where $\mathcal{S}$ is the decoding subset, whieh has a varying cardinality ranging from 0 until $K$, and is defined by

$$
S=\left\{\begin{array}{l}
\left\{k \in \mathcal{K} \frac{1}{2} I_{\text {sk }}\right.  \tag{3.43}\\
\sin ^{2}
\end{array}\left(S N R_{\text {sk }}\right) \geq R\right\} .
$$

Let first consider the normalization probability. Given the instantaneous signal-to-noise ratio between the source node and the $k$ th relay node, the instantaneous mutual information between the source node and the $k$ th relay node can be calculated by


The instantaneolus signal-to-noise ratio is the squared modulus of the complex channel coefficient petween the sourcenacleland the $k$ th relaynnode, Imultiplied by the average transmit signal power at the source node $P \triangleq \mathbb{E}\left\{\left|x_{S}\right|^{2}\right\}$, and divided by the noise power spectral density at the $k$ th relay node, which is assumed to be $N_{0}$ for all relay nodes, and divided by the transmission bandwidth $W$.

$$
\begin{equation*}
S N R_{\mathrm{sk}}=\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W} \tag{3.45}
\end{equation*}
$$

where $P, N_{0}$, and $W$ are constant, and $\left|h_{\mathrm{sk}}\right|^{2}$ is a random variable. Thus,

$$
\begin{align*}
\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{sk}}\left(S N R_{\mathrm{sk}}\right) \nless R\right\} & =\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+S N R_{\mathrm{sk}}\right) \geq R\right\} \\
& =\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W}\right) \geq R\right\} . \tag{3.46}
\end{align*}
$$

Since $h_{\text {sk }}$ are statistically independent among $k \in \mathcal{K}$, the expression is distributive and can be further manipulated.


Since $h_{\text {sk }}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{\mathrm{Sk}}\right),\left|h_{\mathrm{Sk}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{\mathrm{sk}}^{-1}\right)$ (see Lemma 1):


Then,

$$
\begin{align*}
& =\int_{0}^{P} \frac{1}{\Omega_{\mathrm{Sk}}} \exp \left(-\frac{x}{\Omega_{\mathrm{Sk}}}\right) d x  \tag{3.49}\\
& =-\left.\exp \left(-\frac{x}{\Omega_{\mathrm{Sk}}}\right)\right|_{0} ^{\left(2^{2 R}-1\right) \frac{N_{0} W}{p}} \\
& =1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{Sk}} P}\right) \text {. }
\end{align*}
$$

Therefore,

$$
\begin{aligned}
\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{sk}}\left(S N R_{\mathrm{sk}}\right) \nless R\right\} & =\prod_{k \in \mathcal{S}}\left[1-\left(1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{s} k} P}\right)\right)\right] \\
& =\prod_{k \in \mathcal{S}}\left[\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{sk}} P}\right)\right] .
\end{aligned}
$$

Likewise,


Now, let consider the conditional probability. Given the instantaneous signal-to-noise ratio between the $k$ th relay node and the destination node, the instantaneous mutual information between the $k$ th relay node and the destination node can be calculated by

$$
\begin{equation*}
I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right)=\log _{2}\left(1+S N R_{k \mathrm{D}}\right) . \tag{3.52}
\end{equation*}
$$

The instantaneous signal-to-noise ratio is the squared modulus of the complex channel coefficient between the $k$ th relay node and the destination node, multiplied by the average transmit signal power at the $k$ th relay node, which is assume to equal that of the source node $\mathbb{E}\left\{\left|x_{k}\right|^{2}\right\}=P$, and divided by the noise power spectral density at the destination $N_{0}^{9}$, and divided by the transmission bandwidth $W \mid . \delta$
where $P, N_{0}$, and $W$ are constant, and $\left|h_{k D}\right|^{2}$ is a random variable. Thus,
$\operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R\right\}$

$$
\begin{align*}
& =\operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} \log _{2}\left(1+S N R_{k \mathrm{D}}\right)\right\}<R \left\lvert\, \bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+S N R_{\mathrm{Sk}}\right) \geq R \wedge \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right.\right\} \\
& =\operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{k \mathrm{D}}\right|^{2} P}{N_{0} W}\right)\right\}<R \left\lvert\, \bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{Sk}}\right|^{2} P}{N_{0} W}\right) \geq R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right.\right\} . \tag{3.54}
\end{align*}
$$

Since the channel coefficients of the links from the source node to every relay node and the channel coefficients of the links from every relay node to the destination node are statistically independent, i.e., $h_{\text {sk }}, k \in \mathcal{K}$ and $h_{k D}, k \in \mathcal{K}$ are statistically independent, the conditional probability becomes probability.

$$
\begin{align*}
\operatorname{Pr}\{ & \left.\max _{k \in \mathcal{S}}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\mid h_{k D}^{2} P}{N_{0} W}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+\frac{\left.h_{\mathrm{sk}}\right|^{2} P}{N_{0} W}\right) \geq R \wedge \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \\
& =\operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left.h_{k D}\right|^{2} P}{N_{0} W}\right)<R\right\}\right. \\
& =\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+\frac{h_{k D}}{N_{0} W \in \leq R}\right)\right. \tag{3.55}
\end{align*}
$$

Since $h_{k \mathrm{D}}$ are statistically independent among $k \in \mathcal{K}$, the expression is distributive and can be further manipulated.

Since $h_{k \mathrm{D}}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{k \mathrm{D}}\right),\left|h_{k \mathrm{D}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{k \mathrm{D}}^{-1}\right)$ (see Lemma 1).

$$
\begin{equation*}
p_{\left|k_{k \mathrm{D}}\right|}(x)=\frac{1}{\Omega_{\mathrm{kD}}} \exp \left(-\frac{x}{\Omega_{k \mathrm{D}}}\right) . \tag{3.57}
\end{equation*}
$$

Then,

$$
\operatorname{Pr}\left\{\left|h_{k D}\right|^{2}<\left(2^{2 R}-1\right) \frac{N_{0} W}{P}\right\}=\int_{0}^{\left(2^{2 R}-1\right) \frac{N_{0} W}{P}} p_{\left|h_{k D}\right|^{2}}(x) d x
$$

$$
=\int_{0}^{\left(2^{2 R}-1\right)} \frac{1}{\Omega_{k \mathrm{D}}} \exp \left(-\frac{x}{\Omega_{k \mathrm{D}}}\right) d x
$$

$$
\begin{align*}
& =-\left.\exp \left(-\frac{x}{\Omega_{k \mathrm{D}}}\right)\right|_{0} ^{\left(2^{2 R}-1\right) \frac{N_{0} W}{P}}  \tag{3.58}\\
& =1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{k \mathrm{D}} P}\right) .
\end{align*}
$$

Therefore,

Substituting (3.50), (3.51) and (3.59) into (3.42), we obtain

$$
\begin{aligned}
& \operatorname{Pr}\left\{\max _{k}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)\right\}<R \wedge \max _{k}\left\{\frac{1}{2} I_{\mathrm{kD}}\left(S N R_{k \mathrm{D}}\right)\right\}<R\right\}
\end{aligned}
$$

$$
\begin{aligned}
& =\sum_{l=0}^{K} \sum_{\substack{ \\
|S| \mathcal{K}=l}} \prod_{k \in \mathcal{S}}\left[\left(1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{k \mathrm{D}} P}\right)\right) \exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{Sk}} P}\right)\right] \\
& \prod_{k \notin \mathcal{S}}\left[1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{S k} P}\right)\right] \text {. }
\end{aligned}
$$

$$
\begin{align*}
& \operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} I_{k D}\left(S N R_{k D}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R\right\} \tag{3.59}
\end{align*}
$$

Since $\Omega_{\mathrm{Sk}}=d_{\mathrm{Sk}}^{-\alpha}$ and is the mean of $\left|h_{\mathrm{sk}}\right|^{2}$, the average signal-to-noise ratio of the link between the source node and the $k$ th relay node can be written as

$$
\mathbb{E}\left\{S N R_{S k}\right\}=\mathbb{E}\left\{\left|h_{\text {sk }}\right|^{2}\right\} \frac{P}{N_{0} W}
$$

$$
\begin{equation*}
=\Omega_{\mathrm{sk}} \frac{P}{N_{0} W} \tag{3.61}
\end{equation*}
$$

Since $\Omega_{k \mathrm{D}}=d_{k \mathrm{D}}^{-\alpha}$ and is the mean of $\left|h_{\mathrm{kD}}\right|^{2}$, the average signal-to-noise ratio of the link between the $k$ th relay node and the destination node can be written as

Comparing (3.63) with (3.9), we obtain



### 3.2.2 Exact Formula : Approach 2

Now, we provide the second formula in Theorem 2. Instead of relying on the double summations among decoding subsets, we consider the product among the flows from the source node to the destination node via the relay nodes. Hence, the
product grows linearly with the number of relays, and the obtained result takes less computation time when the number of relays increases.

Theorem 2: The outage probability, which is obtained from employing the cooperative diversity with the fixed selective decode-and-forward without direct link combining scheme in the wireless relay network having $K$ relay nodes, at a transmission rate of $R$ and at an average signal-to-noise ratio of the link between the source node and the destination node of SNR is given by [29]

where $d_{\mathrm{SD}}$ is the distance between the source node and the destination node, $d_{\mathrm{Sk}}$ is the distance between the source node and the $k$ th relay node, $d_{k \mathrm{D}}$ is the distance between the $k$ th relay and the destination node, and $\alpha$ is the path loss exponent.

Proof : From the definition, the outage probability is the probability that the maximum among all relay nodes of the minime between the instantaneous mutual information of the link from the source node to the relay node and the instantaneous mutual information of the link from the relay node to the destination node falls below the desired transmission rate.


$$
\begin{align*}
& \mathbb{P}_{\text {out }}^{\text {FSDF-nodirect }}(R, \mathrm{SNR})=\operatorname{Pr}\left\{\max _{\min }\left\{\frac{1}{1} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{\mathrm{kD}}\left(S N R_{k \mathrm{D}}\right)\right\}<R\right\} \tag{3.66}
\end{align*}
$$

where $I_{\text {sk }}$ denotes the instantaneous, mutual information between the source node and the $k$ th relay-node $I_{\text {an }}$ denotes the instanntaneous mutual information between the $k$ th relay node and the destination node, where both of them are the functions of the instantaneous signal-to-noise ratio, denoted by $S N R_{\mathrm{Sk}}$ and $S N R_{k \mathrm{D}}$, respectively, between the source node and the $k$ th relay node and between the $k$ th relay node and the destination node. The factor of $1 / 2$ takes into account the loss due to dividing the transmission into two time slots. Then,

$$
\begin{align*}
& \operatorname{Pr}\left\{\max _{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(\operatorname{SNR}_{\mathrm{Sk}}\right), \frac{1}{2} I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right)\right\}<R\right\}=  \tag{3.67}\\
& \quad \operatorname{Pr}\left\{\bigcap_{k=1}^{K} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right)\right\}<R\right\} .
\end{align*}
$$

Consider the flows from the source node to the destination node via the relay nodes. Each of them experiences the instantaneous signal-to-noise ratios that are statistical independent. Therefore, the expression is distributive, and the minimum can be manipulated further.

$$
\begin{align*}
\operatorname{Pr}\left\{\bigcap_{k=1}^{K}\right. & \left.\min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{S k}\right), \frac{1}{2} I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right)\right\}<R\right\} \\
& =\prod_{k=1}^{K} \operatorname{Pr}\left\{\min \left\{\frac{1}{2} I_{S k}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right)\right\}<R\right\}  \tag{3.68}\\
& =\prod_{k=1}^{K} \operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(\overline{\left(S N R_{\mathrm{sk}}\right.}\right)<R \cup \frac{1}{2} I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right)<R\right\} .
\end{align*}
$$

Without altering the expression, weytake double negations, which change the union probability to joint probability.


$$
\begin{equation*}
=1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \frac{1}{2} I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right) \nless R\right\} . \tag{3.69}
\end{equation*}
$$

Given the instantaneous signal-to-noise ratio between the source node and the $k$ th relay node, the instantâneous m゙पtual information between the source node and the $k$ th relay nộde can be calculated by

$$
\begin{equation*}
I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)=\log _{2}\left(1+S N R_{\mathrm{Sk}}\right) . \tag{3.70}
\end{equation*}
$$

The instantaneous signal-to-noise ratio is the squared modulus of the complex channel coefficient between the source node and the $k$ th relay node, multiplied by the average transmit signal power at the source node $P \triangleq \mathbb{E}\left\{\left|x_{S}\right|^{2}\right\}$, and divided by the noise power
spectral density at the $k$ th relay node, which is assumed to be $N_{0}$ for all relay nodes, and divided by the transmission bandwidth $W$.

$$
\begin{equation*}
S N R_{\mathrm{Sk}}=\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W} \tag{3.71}
\end{equation*}
$$

where $P, N_{0}$, and $W$ are constant, and $\left|h_{s k}\right|^{2}$ is a random variable. Likewise, given the instantaneous signal-to-noise ratio between the $k$ th relay node and the destination node, the instantaneous mutual information between the $k$ th relay node and the destination node can be calculated by

$$
\begin{equation*}
\left(S N R_{k D}\right)=\log _{2}\left(1+S N R_{k \mathrm{D}}\right) \tag{3.72}
\end{equation*}
$$

The instantaneous signal-to-noise ratio is the squared modulus of the complex channel coefficient between the $k$ th relay node and the destination node, multiplied by the average transmit signal power at the $k$ th relay node, which is assume to equal that of the source node $\mathbb{E}\left\{\left|X_{k}\right|^{2}\right\}=P$, and divided by the noise power spectral density at the destination $N_{0}$, and divided by the transmission bandwidth $W$.

where $P, N_{0}$, and $W$ are constant, and $\left|h_{k \mathrm{D}}\right|^{2}$ is a random variable. Thus,

Since the channel coefficient of the link from the source node to the $k$ th relay node and the channel coefficient of the link from the $k$ th relay node to the destination node are statistically independent, i.e., $h_{s k}$ and $h_{k \mathrm{D}}$ are statistically independent for any $k \in\{1,2, \ldots, K\}$, the joint probability becomes the product between probabilities.

$$
\begin{align*}
& \operatorname{Pr}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W}\right) \nless R \wedge \frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{kD}}\right|^{2} P}{N_{0} W}\right) \nless R\right\}  \tag{3.75}\\
& \quad=\operatorname{Pr}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W}\right) \nless R\right\} \operatorname{Pr}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{kD}}\right|^{2} P}{N_{0} W}\right) \nless R\right\},
\end{align*}
$$

where both probabilities can be manipulated further.

$$
\begin{align*}
\operatorname{Pr}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W}\right) \nless R\right\} & =1-\operatorname{Pr}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W}\right)<R\right\}  \tag{3.76}\\
& =1-\operatorname{Pr}\left\{\left.h_{\mathrm{sk}}\right|^{2}<\left(2^{2 R}-1\right) \frac{N_{0} W}{P}\right\},
\end{align*}
$$

and likewise,

$$
\begin{align*}
& \operatorname{Pr}\left\{\left.\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{k D}\right|^{2} P}{N_{0} W}\right) \right\rvert\, \Sigma R\right\}=1-\operatorname{Pr}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{k D}\right|^{2} P}{N_{0} W}\right)<R\right\} \tag{3.77}
\end{align*}
$$

Since $h_{\mathrm{sk}}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{\mathrm{Sk}}\right),\left|h_{\mathrm{Sk}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{\mathrm{Sk}}^{-1}\right)$ (see Lemma 1).

Then,


$$
\begin{aligned}
& =\int_{0}^{\left(2^{2 R}-1\right) \frac{N_{0} W}{P}} \frac{1}{\Omega_{\mathrm{Sk}}} \exp \left(-\frac{x}{\Omega_{\mathrm{Sk}}}\right) d x \\
& =-\left.\exp \left(-\frac{x}{\Omega_{\mathrm{Sk}}}\right)\right|_{0} ^{\left(2^{2 R}-1\right) \frac{N_{0} W}{P}}
\end{aligned}
$$

$$
\begin{equation*}
=1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{S} k} P}\right) \tag{3.79}
\end{equation*}
$$

Since $h_{k \mathrm{D}}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{k \mathrm{D}}\right),\left|h_{k \mathrm{D}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{k D}^{-1}\right)$ (see Lemma 1).

Then,


Substituting (3.79) into (3.76) and substituting (3.81) into (3.77), the expression in (3.75)


Substituting (3.82) into (3.69), (3.68) is given by

$$
\begin{align*}
& \operatorname{Pr}\left\{\bigcap_{k=1}^{K} \min \left\{\frac{1}{2} I_{\mathrm{S} k}\left(S^{K} R_{\mathrm{Sk}}\right), \frac{1}{2} I_{k \mathrm{D}}\left(S_{k D}\right)\right\}<R\right\} \\
& \quad=\prod_{k=1}^{K}\left[1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{Sk}} P}\right) \exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{k \mathrm{D}} P}\right)\right] \tag{3.83}
\end{align*}
$$

Since $\Omega_{\mathrm{Sk}}=d_{\mathrm{Sk}}^{-\alpha}$ and is the mean of $\left|h_{\mathrm{Sk}}\right|^{2}$, the average signal-to-noise ratio of the link between the source node and the $k$ th relay node can be written as


Since $\Omega_{k \mathrm{D}}=d_{k \mathrm{D}}^{-\alpha}$ and is the mean of $\left|h_{k \mathrm{D}}\right|^{2}$, the average signal-to-noise ratio of the link between the $k$ th relay node and the destination node can be written as




Substituting (3.85) and (3.87) into (3.83), the expression can be further manipulated.

$$
\begin{align*}
& \operatorname{Pr}\left\{\bigcap_{k=1}^{K} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(\operatorname{SNR}_{\mathrm{Sk}}\right), \frac{1}{2} I_{k \mathrm{D}}\left(S N R_{k \mathrm{D}}\right)\right\}<R\right\} \\
&=\prod_{k=1}^{K}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]  \tag{3.88}\\
&=\prod_{k=1}^{K}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}+d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right] .
\end{align*}
$$

Substituting (3.88) into (3.67) solves (3.66), which yields (3.65). Q.E.D.

### 3.2.3 Checking Approach 2 with Approach 1

The formula (3.39) contains the combinatorial calculation, which makes the approach 1 more complicated than the approach 2, which results in the formula (3.65) containing only the product of $K$ terms. We will check whether the simpler formula (3.65) obtained from the approach 2 gives the same result as the conventional formula (3.39) obtained from the approach 1. We did not find a way to directly manipulate the simpler formula (3.65) to be the conventional formula (3.39). What we can do is to first specify $K$, and then manipulate both formulas to the point that both expressions are the same. Here, we show the cases that $K=1, K=2$, and $K=3$.

Let stant from $K=1$. The conventional formula gives

where $\prod_{k \in \varnothing}[\bullet]=1$. The simpler formula gives

$$
\begin{align*}
\mathbb{P}_{\text {out }}^{\mathrm{FSPF}-\text { nodirect }}(R, \mathrm{SNR}) & =\prod_{k=1}^{1}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}+d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)\right] \\
& =1-\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}+d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)  \tag{3.90}\\
& =1-\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right.}{\text { SNR }}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{sD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right),
\end{align*}
$$

which is the same as (3.89).

Then, at $K=2$, the conventional formula gives
$\mathbb{P}_{\text {out }}^{\text {FSDF-nodirect }}(R, \mathrm{SNR})$
$=\sum_{l=0}^{2} \sum_{\substack{S \in\{1,2\} \\|S|=l}} \prod_{k \in \mathcal{S}}\left[\left(1-\exp \left(-\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\operatorname{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right] \prod_{k \in \mathcal{S}}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]$
$\left.=\prod_{k \in\{1,2\}}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]+\prod_{\mathrm{k} \in\{(1,}\left(1-\exp \left(-\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]$
$\left.\prod_{k \in\{2\}}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]+\prod_{k \in\{2\}}\left[1-\exp \left(-\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]$
$\prod_{k \in\{1\}}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]+\prod_{k \in\{1,2,\}}\left[\left(1-\exp \left(-\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]$
$=\operatorname{Term} 1(\mathcal{S}=\varnothing)+\operatorname{Term} 2(\mathcal{S}=\{1\})+\operatorname{Term3}(\mathcal{S}=\{2\})+\operatorname{Term} 4(\widetilde{\mathcal{S}}=\{1,2\})$

$+\exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)$,
where

$$
\begin{align*}
& \operatorname{Term}(\mathcal{S}=\varnothing)= \\
& 1-\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)+\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right), \tag{3.92}
\end{align*}
$$

$\operatorname{Term} 2(\mathcal{S}=\{1\})=\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)+\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$

$$
-\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(2^{2 R}-1\right)\right.
$$

$$
+\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right),
$$

$$
\operatorname{Term3}(\mathcal{S}=\{2\})=\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)
$$

$$
-\exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}\left(2^{2 R}-1\right)}{d_{\mathrm{SD}}^{\alpha} \mathrm{SNR}}\right)
$$

$$
+\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR})}\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right),
$$

$$
\begin{equation*}
\left(d^{\alpha}\left(2^{2 R}-1\right)\right)\left(d^{\alpha}\left(2^{2 R}-1\right)\right) \tag{3.94}
\end{equation*}
$$

$\operatorname{Term} 4(\mathcal{S}=\{1,2\})=\exp \left(\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \sim$
$-\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$
$-\exp \left(-\frac{d_{\mathrm{S}}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$
$+\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{2D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$,
and the simpler formula gives

$$
\begin{align*}
& \mathbb{P}_{\text {out }}^{\text {FSDF-nodirect }}(R, \mathrm{SNR})=\prod_{k=1}^{2}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}+d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)\right] \\
& \left.=\left[1-\exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}+d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)\right)\right]\left[1-\exp \left(-\frac{d_{\mathrm{S} 2}^{\alpha}+d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)\right] \\
& =1-\exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \\
& -\exp \left(-\frac{d_{\mathrm{S} 2}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \\
& +\exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{S} 2}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)  \tag{3.96}\\
& \text { which is the same as (3.91). }
\end{align*}
$$

## Last, at $K=3$, the conventional formula gives

$\mathbb{P}_{\text {out }}^{\text {FSDF-nodirect }}(R, \mathrm{SNR})$

$=\prod_{k \in\{1,2,3\}}\left[1-\exp \left(-\frac{d_{S k}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]+\prod_{k \in\{1\}}\left[\left(1-\exp \left(-\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{S} k}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]$
$\prod_{k \in\{2,3\}}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]+\prod_{k \in\{2\}}\left[\left(1-\exp ^{\operatorname{SN}}\left(-\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]$
$\prod_{k \in\{1,3\}}\left[1-\exp \left(\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]+\prod_{k \in\{3\}}\left[\left(1-\exp \left(-\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]$
$\prod_{k \in\{1,2\}}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]+\prod_{k \in\{1,2\}}\left[\left(1-\exp \left(-\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]$
$\prod_{k \in\{3\}}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]+\prod_{k \in\{1,3\}}\left[\left(1-\exp \left(-\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]$

$$
\begin{align*}
& \prod_{k \in\{2\}}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]+\prod_{k \in\{2,3\}}\left[\left(1-\exp \left(-\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right] \\
& \prod_{k \in\{1\}}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right]+\prod_{k \in\{1,2,3\}}\left[\left(1-\exp \left(-\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right] \\
& =\operatorname{Term} 1(\mathcal{S}=\varnothing)+\operatorname{Term} 2(\mathcal{S}=\{1\})+\operatorname{Term} 3(\mathcal{S}=\{2\})+\operatorname{Term} 4(\mathcal{S}=\{3\}) \\
& +\operatorname{Term} 5(\mathcal{S}=\{1,2\})+\operatorname{Term} 6(\mathcal{S}=\{1,3\})+\operatorname{Termi} 7(\mathcal{S}=\{2,3\})+\operatorname{Term} 8(\mathcal{S}=\{1,2,3\}) \\
& =1-\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right. \\
& -\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)-\exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \\
& +\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{S} 2}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \\
& +\exp \left(-\frac{d_{\mathrm{SI}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \\
& +\exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \\
& -\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \\
& \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \text {, }  \tag{3.97}\\
& \text { where }
\end{align*}
$$

$+\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)+\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$
$+\exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$

$$
\begin{equation*}
-\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right), \tag{3.98}
\end{equation*}
$$

$$
\begin{aligned}
& \operatorname{Term3}(\mathcal{S}=\{2\})=\exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& -\exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{SL}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(\frac{d_{\mathrm{S2}}^{\alpha}\left(2^{2 R}-1\right)}{d_{\mathrm{SD}}^{\alpha}} \operatorname{SNR}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)
\end{aligned}
$$

$$
+\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{2D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)
$$

$$
+\exp \left(-\frac{d_{\mathrm{S} 2}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)
$$

$$
\begin{align*}
& \operatorname{Term} 2(\mathcal{S}=\{1\})=\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{SI}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& -\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& +\exp \left(-\frac{d_{\mathrm{SI}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}\left(2^{2 R}-1\right)}{d_{\mathrm{SD}}^{\alpha}} \frac{\text { SNR }}{}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& +\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& +\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{SB}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& -\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{\left.d_{\mathrm{SD}}^{\alpha} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)}\right) \exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \text {, } \tag{3.99}
\end{align*}
$$

$$
\begin{equation*}
-\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{2D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right), \tag{3.100}
\end{equation*}
$$

$\operatorname{Term} 4(\mathcal{S}=\{3\})=\exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$
$-\exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$
$\left.+\exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(^{2 R}-1\right)\right) \operatorname{SNR}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$
$+\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\operatorname{SNR}}\right) \exp \left(-\frac{d_{\mathrm{Si}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$
$+\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S} 2}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$
$-\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{Si}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$,
$\operatorname{Term} 5(\mathcal{S}=\{1,2\})=\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{SI}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$ $\exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(\left.-\frac{d_{\mathrm{S2}}^{\alpha}\left(2^{2 R}-1\right)}{d_{\mathrm{SD}}^{\alpha}} \right\rvert\, \frac{\mathrm{SNR} /}{\mathrm{SN}}\right)-\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$ $\exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)+\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR} 9}\right) \exp \left(\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$ $\exp \left(-\frac{d_{\mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$ $+\exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$

$$
\begin{aligned}
& +\exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{DD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& -\exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{LD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right),
\end{aligned}
$$

$$
\operatorname{Term} 6(\mathcal{S}=\{1,3\})=\exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}\left(2^{2 R}-1\right)}{d_{\mathrm{SD}}^{\alpha}} \operatorname{SNR}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{\mathrm{d}_{\mathrm{SD}}^{\alpha}}\left(\frac{\left.2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right.
$$

$$
\exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{Si}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)
$$

$$
\exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)+\exp \left(-\frac{d_{\mathrm{SI}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)
$$

$$
\exp \left(-\frac{d_{\mathrm{JD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{SL}}^{\alpha}}{\left.d_{\mathrm{SD}}^{\alpha} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)} \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)\right.
$$

$$
\left.+\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{SB}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \mathrm{SNR}\right)\left(2^{2 R}-1\right)\right) \exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)
$$

$$
+\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)
$$

$$
\operatorname{Term7}(\mathcal{S}=\{2,3\})=\exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)
$$

$$
\begin{align*}
& \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& \exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)+\exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{2D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& \exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& +\exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& +\exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{SB}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& -\exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R} \frac{\mathrm{~S}}{} \mathrm{SNR}\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& \exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right), \tag{3.104}
\end{align*}
$$

$\operatorname{Term} 8(\mathcal{S}=\{1,2,3\})=\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$
$-\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$


$+\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S2}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{LD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$ $\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)+\exp \left(-\frac{d_{\mathrm{S1}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)$

$$
\begin{aligned}
& \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)+\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& \exp \left(-\frac{d_{\mathrm{dD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right)-\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right) \\
& \exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{\left(2^{2 R}-1\right)}{\mathrm{SNR}}\right),
\end{aligned}
$$

and the simpler formula gives

$$
\begin{aligned}
& \mathbb{P}_{\text {out }}^{\mathrm{FSDF}-\text { nodirect }}(R, \mathrm{SNR})=\prod_{k=1}^{3}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}+d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)\right] \\
& =\left[1-\exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}+d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)\right]\left(1-\exp \left(-\frac{d_{\mathrm{S} 2}^{\alpha}+d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)\right] \\
& {\left[1-\exp \left(-\frac{d_{\mathrm{S} 3}^{\alpha}+d_{3 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)\right.} \\
& =1-\exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)
\end{aligned}
$$

$$
-\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)-\exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{3D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)
$$

$$
+\exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{S} 2}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{dD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)
$$

$$
\left.+\exp \left(-\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}+1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)\right) \exp \left(-\frac{d_{\mathrm{3D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)
$$

$$
+\exp \left(-\frac{d_{\mathrm{S} 2}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{2D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{S} 3}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{3D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)
$$

$$
-\exp \left(-\frac{d_{\mathrm{S} 1}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{1 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{S} 2}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{2 \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)
$$

$\exp \left(-\frac{d_{\mathrm{S3}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right) \exp \left(-\frac{d_{\mathrm{SD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)$,
which is the same as (3.97).

### 3.2.4 Computation time comparison

After checking that the proposed formula gives the answer equal to the counterpart formula in the literature, we then compare the computation time used by the proposed formula and the counterpart formula. The testing computer is the Intel Pentium M processor 1.6 GHz with 768 MB of RAM. The testing software is MATLAB version 7.2.9.232 (R2006a) using the command cputime, which returns the CPU time that has been used by the MATLAB process in seconds. The comparison is shown in Table 3. When we increase the number of relays, the increased computation time required by the proposed formula is not observable because the number of terms in the formula increases linearly. On the other hand the computation time required by the counterpart formula in the literature gets long abruptly because the number of terms in the formula increases combinatorially.

Table 3 computation time comparison between two exact formulas


| 11 | 0.01 | 0.18 |
| :---: | :---: | :---: |
| 12 | 0.01 | 0.34 |
| 13 | 0.01 | 0.66 |
| 14 | 0.01 | 1.31 |
| 15 | 0.01 | 2.66 |
| 16 | 0.01 | 5.37 |
| 17 | 0.01 | 10.69 |
| 18 | 0.01 | 21.82 |
| 20 | 0.01 | 43.82 |

### 3.3 Fixed Selective Decode-and-forward with Direct Link Combining Scheme

The formula for calculating the outage probability of the fixed selective decode-and-forward with direct, link combining scheme does not exist in standard materials. Even though introducing the direct link combining does not completely change the fixed selective decode-and-forward without direct link combining scheme, it becomes much more involved to analyze the outage probability. In the literature, there are two different formulas that can calculate the approximated outage probability of the fixed selective decode-and-forward without direct link combining scheme in the low SNR regime and in the high SNR regime, respectively. We propose a formula that can calculate the exact value. We will present three of them in this dissertation.


### 3.3.1 Approximation in the low SNR regime <br> ค $9 \%$ Fon doing comparisons among different schemes later, the outage

 probability is still a function of a desired transmission rate $R$ and an average signal-tonoise ratio SNR, where the average signal-to-noise ratio in this case is the average signal-to-noise ratio of the link between the source node and the destination node. The average signal-to-noise ratio of the link between other pair of nodes is the function of the average signal-to-noise ratio of the link between the source node and the destination node. The formula for approximation in the low SNR regime is provided in Proposition 2.Proposition 2 : The outage probability, which is obtained from employing the cooperative diversity with the fixed selective decode-and-forward with direct link combining scheme in the wireless relay network having $K$ relay nodes, at a transmission rate of $R$ and at an average signal-to-noise ratio of the link between the source node and the destination node of SNR is approximated in the low SNR regime by [23]

$$
\begin{align*}
& \mathbb{P}_{\text {out }}^{\mathrm{FSDF}-\mathrm{direct}}(R, \mathrm{SNR}) \approx \sum_{l=0}^{K} \sum_{S \subset \mathcal{K}}\left\{d_{\mathrm{SD}}^{\alpha}\left[\prod_{k \in \mathcal{S}} f_{r} \exp \left(\frac{d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right] \sum_{i=0}^{l}\binom{l}{i}\left(\frac{1}{d_{\mathrm{sD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{3(l-i)}(-1)^{i}\right. \\
& \left(\frac{L^{3 i+1}}{3 i+1}-\frac{d_{\mathrm{SD}}^{\alpha} 3^{3 i+2}}{(3 i+2)}+\frac{1}{2} \frac{d_{\mathrm{SD}}^{2 \alpha} 3^{3 i+3}}{(3 i+3)}-\frac{1 d_{\mathrm{sD}}^{3 \alpha} L^{3 i+4}}{6(3 i+4)}\right) \\
& \prod_{k \in \mathcal{S}}\left[\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right) \prod_{\mathrm{h} \in \mathcal{S}}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right]\right\} \tag{3.107}
\end{align*}
$$

where $\mathcal{K} \in\{1,2,3, \ldots, K\}$ is the set of the indices of all relay nodes, $\mathcal{S}$ is a subset of $\mathcal{K}$, $|\mathcal{S}|$ is the cardinality of the set $\mathcal{S}, \mathbb{P}$ PSDP-diried denotes the outage probability of the fixed selective decode-and-forward with direct link combining scheme, $d_{\mathrm{SD}}$ is the distance between the source node and the destination node, $d_{s k}$ is the distance between the source node and the $k$ th relay node, $d_{k D}$ is the distance between the $k$ th relay node and the destination node, and $\alpha$ is the path loss exponent and


Proof: From the definition, the oulage probability is the probability that the maximum
among iall relay nodes of the minimum between the instantaneous mutual information of the link from the source node to the relay node and the instantaneous mutual information of the combined links from the source node to the destination node and from the relay node to the destination node falls below the desired transmission rate.

$$
\begin{equation*}
\mathbb{P}_{\text {out }}^{\mathrm{FSDF}-\text { direct }}(R, \mathrm{SNR})=\operatorname{Pr}\left\{\max _{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{sk}}\right), \frac{1}{2} I_{\mathrm{SD}+\mathrm{dD}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R\right\} \tag{3.109}
\end{equation*}
$$

where $I_{\text {sk }}$ denotes the instantaneous mutual information between the source node and the $k$ th relay node, $I_{\text {SD }+k D}$ denotes the instantaneous mutual information between the source node combined with the $k$ th relay node and the destination node, where both of them are the functions of the instantaneous signal-to-noise ratio, denoted by $S N R_{\mathrm{sk}}$ and $S N R_{\mathrm{SD}}, S N R_{k \mathrm{D}}$, respectively, between the source node and the $k$ th relay node, and between the source node and the destination node and between the $k$ th relay node and the destination node. The factor of $1 / 2$ takes into account the loss due to dividing the transmission into two time slots. The maximum of the minimum can be written as the joint maximums.

$$
\begin{align*}
& \operatorname{Pr}\left\{\max _{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{\mathrm{SD}+k \mathrm{k}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R\right\}= \\
& \operatorname{Pr}\left\{\max _{k}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R \wedge \max ^{2}\left\{\frac{1}{2} I_{\mathrm{SDD}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R\right\} .\right. \tag{3.110}
\end{align*}
$$

Furthermore, the joint probability can be written as the conditional probability with the normalization. Accordingly, we guarantee that the links from the source node to the designated subset of relay nodes can support the desired transmission rate first, and then calculate the probability that the direct link combined with the strongest link from the relay node,tothe destination hode can support the desired frânsmission rate. Thus, we have to consider all possible disjoint subsets of the relay nodes, i.e., all combinations of the-relay nodes that can receive information from the source-node sugcessfully. For the sake of presentation, we referto this disjoint subset as decoding subset.
$\operatorname{Pr}\left\{\max _{k}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)\right\}<R \wedge \max _{k}\left\{\frac{1}{2} I_{\mathrm{SD}+\mathrm{kD}}\left(S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right)\right\}<R\right\}$

$$
\begin{align*}
& =\sum_{l=0}^{K} \sum_{\mathcal{S} \mathcal{K}} \operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \\
& \operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \\
& =\sum_{l=0}^{K} \sum_{S \mathcal{K}} \operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \\
& \operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R\right\} \operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\},
\end{align*}
$$

where $\mathcal{S}$ is the decoding subset, which has a varying cardinality ranging from 0 until $K$, and is defined by


Given the instantaneous signal-to-noise ratio between the source node and the $k$ th relay node, the instantaneous mutual information between the source node and the $k$ th relay node can be calculated by


The instantaneous signal-to-noise ratio is the squared modulus of the complex channel coefficient between the sburce node and the $k$ th relay node, multiplied by the average transmit signal pover at the source node $P \triangleq \mathbb{E}\left\{\left|x_{s}\right|^{2}\right\}$, and divided by the noise power spectral density at the $k$ th relay node, which is assumed to be $N_{0}$ for all relaxnodes and divided by the transmission band dwidth $W$.

$$
\begin{equation*}
S N R_{\mathrm{sk}}=\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W} \tag{3.114}
\end{equation*}
$$

where $P, N_{0}$, and $W$ are constant, and $\left|h_{\mathrm{sk}}\right|^{2}$ is a random variable. Thus,

$$
\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R\right\}=\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+S N R_{\mathrm{Sk}}\right) \geq R\right\}
$$

$$
\begin{equation*}
=\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W}\right) \geq R\right\} . \tag{3.115}
\end{equation*}
$$

Since $h_{\text {sk }}$ are statistically independent among $k \in \mathcal{K}$, the expression is distributive and can be further manipulated.

$$
\begin{align*}
\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W}\right) \geq R\right\} & =\bigcap_{k \in S} \operatorname{Pr}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\text {Sk }}\right|^{2} P}{N_{0} W}\right) \geq R\right\} \\
& =\prod_{k \in \mathcal{S}} \operatorname{Pr}\left\{\left|h_{S k}\right|^{2} \geq\left(2^{2 R}-1\right) \frac{N_{0} W}{P}\right\}  \tag{3.116}\\
& =\prod_{k \in \mathcal{S}}\left[1-\operatorname{Pr}\left\{\left|h_{S k}\right|^{2}<\left(2^{2 R}-1\right) \frac{N_{0} W}{P}\right\} .\right.
\end{align*}
$$

Since $h_{\text {sk }}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{\mathrm{sk}}\right),\left|h_{\mathrm{sk}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{\text {Sk }}^{-1}\right)$ (see Lemma 1 ) in

Then,

$$
\begin{equation*}
p_{h_{\mathrm{hk}}(x)=\frac{1}{\Omega_{\mathrm{Sk}}} \exp }\left(-\frac{x}{\Omega_{\mathrm{Sk}}}\right) \text {. } \tag{3.117}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R\right\} & =\prod_{k \in \mathcal{S}}\left[1-\left(1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{Sk}} P}\right)\right)\right]  \tag{3.119}\\
& =\prod_{k \in \mathcal{S}}\left[\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{Sk}} P}\right)\right] .
\end{align*}
$$

Likewise,

$$
\begin{equation*}
\operatorname{Pr}\left\{\bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{S k}\left(S N R_{S k}\right)<R\right\}=\prod_{k \notin \mathcal{S}}\left[1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{Sk}} P}\right)\right] \tag{3.120}
\end{equation*}
$$

Now, let consider the conditional probability. Given the instantaneous signal-to-noise ratio between the $k$ th relay node and the destination node and the instantaneous signal-to-noise ratio between the source node and the destination node, the instantaneous mutual information between source node combined with the $k$ th relay node and the destination node can be calculated by

$$
\begin{equation*}
I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{SD}}+S N R_{\mathrm{kD}}\right)=\log _{2}\left(1+S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right) \tag{3.121}
\end{equation*}
$$

The instantaneous signal-to-noise ratios are the squared modulus of the complex channel coefficient between the source node and the destimation node, and the $k$ th relay node and the destination node, respectively, multiplied by the average transmit signal power at the $k$ th relay node, which is assume to equal that of the source node $\mathbb{E}\left\{\left|x_{k}\right|^{2}\right\}=P$ and dividedby the noise power spectral density at the destination $N_{0}$, and divided by the transmission bandwidth $W$.

$$
\begin{align*}
& S N R_{k \mathrm{D}}=\frac{\left|h_{k \mathrm{D}}\right|^{2} P}{N_{0} W}, \tag{3.123}
\end{align*}
$$

where $P, N_{0}$, and $W$ are constant, and $\left|h_{\mathrm{SD}}\right|^{2}$ and $\left|h_{k \mathrm{D}}\right|^{2}$ are random variables. Thus,

$$
\begin{align*}
& \operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \\
& =\operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} \log _{2}\left(1+S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \\
& =\operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{SD}}\right|^{2} P}{N_{0} W}+\frac{\left|h_{k \mathrm{D}}\right|^{2} P}{N_{0} W}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \tag{3.124}
\end{align*}
$$

Since the channel coefficients of the links from the source node to every relay node are statistically independent from the channel coefficients of the links from the source node to the destination node and from/every relay node to the destination node, the conditional probability becomes probability.

$$
\begin{align*}
& \operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{sD}}\right|^{2} P}{N_{0} W}+\frac{\left|h_{\mathrm{kD}}\right|^{2} P\left(N_{0} W \mathrm{~N}\right.}{\mathrm{N}}\right\} \in<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{sk}}\left(S N R_{\mathrm{sk}}\right)<R\right\}\right. \\
& =\operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{SD}}\right|^{2} P}{N_{0} W}+\frac{\left|\underline{h}_{k D}\right|^{2} P}{N_{0} W}\right)\right\}<R\right\} \\
& =\operatorname{Pr}\left\{\bigcap _ { k \in \mathcal { S } } \frac { 1 } { 2 } \operatorname { l o g } _ { 2 } \left(\frac{\frac{h_{\mathrm{sD}}{ }^{2} P}{N_{0} W}+\frac{h_{\mathrm{h} D} D^{2} P}{N_{0} W}}{1+2\}}<\right.\right.\text {. } \tag{3.125}
\end{align*}
$$

By introducing the condition on the channel coefficients of the links from the source node to the destination node with marginalization? the new expression equals the previous expression but becomes, distributive and can be further manipulated.

$$
\begin{aligned}
& =\int_{0}^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}} \operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+\frac{x P}{N_{0} W}+\frac{\left|h_{k \mathrm{D}}\right|^{2} P}{N_{0} W}\right)<\left.R| | h_{\mathrm{SD}}\right|^{2}=x\right\} p_{\left|h_{\mathrm{SD}}\right|^{2}}(x) d x \\
& =\int_{0}^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}} \prod_{k \in \mathcal{S}} \operatorname{Pr}\left\{\frac{1}{2} \log _{2}\left(1+\frac{x P}{N_{0} W}+\frac{\left|h_{k \mathrm{D}}\right|^{2} P}{N_{0} W}\right)<R\right\} p_{\left|h_{\mathrm{sD}}\right|^{2}}(x) d x
\end{aligned}
$$

$$
\begin{equation*}
=\int_{0}^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}} \prod_{k \in \mathcal{S}} \operatorname{Pr}\left\{\left|h_{k \mathrm{D}}\right|^{2}<\frac{\left(2^{2 R}-1\right) N_{0} W}{P}-x\right\} p_{\left|h_{\mathrm{SD}}\right|^{2}}(x) d x \tag{3.126}
\end{equation*}
$$

Notice that the upper limit of integration is not infinity because the conditioned probability becomes zero after the instantaneous signal-to-noise ratio from the source node to the destination node is greater than the upper limit, i.e., the strength of the channel from the source node to the destination node alone guarantees the success of transmission regardless the help from any relay node. Since $h_{k \mathrm{D}}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{k \mathrm{D}}\right),\left|h_{k \mathrm{D}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{k D}^{-1}\right)$ (see Lemma 1).

Likewise,


Then,


Therefore,

$$
\begin{align*}
& \operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{sD}}\right|^{2} P}{N_{0} W}+\frac{\left|h_{\mathrm{bD}}\right|^{2} P}{N_{0} W}\right)<R\right\} \\
& =\int_{0}^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}} \prod_{k \in \mathcal{S}}\left[1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{kD}} P}+\frac{x}{\Omega_{\mathrm{kD}}}\right)\right] \frac{1}{\Omega_{\mathrm{sD}}} \exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right) d x \\
& =\frac{1}{\Omega_{\mathrm{sD}}} \int_{0}^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}} \prod_{k \in \mathcal{S}}\left[\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{kD}} P}\right)\left(\exp \left(\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{kD}} P}\right)-\exp \left(\frac{x}{\Omega_{k \mathrm{D}}}\right)\right)\right] \exp \left(-\frac{x}{\Omega_{\mathrm{sD}}}\right) d x . \tag{3.130}
\end{align*}
$$

Since $\Omega_{k \mathrm{D}}=d_{k \mathrm{D}}^{-\alpha}$ and is the mean $0 /\left|h_{\mathrm{kD}}\right|^{2}$, the average signal-to-noise ratio of the link between the $k$ th relay node and the destination node can be written as


Substituting (3.132) into $(3,130)$ we obtain $\mathcal{P} 9 N \& \cap ? \approx$
 $=\frac{1}{\Omega_{\mathrm{sD}}} \int_{0}^{P} \prod_{k \in \mathcal{S}}\left[\exp \left(-\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)\left(\exp \left(\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)-\exp \left(\frac{x}{\Omega_{k \mathrm{D}}}\right)\right)\right] \exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right) d x$.

The evaluation of this integral is difficult due to the product of the exponential. We thus make two approximations:

1) Tayloy Series expansion of

$$
\exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right) \approx\left\{\begin{array}{cl}
\left(1-\frac{x}{\Omega_{\mathrm{SD}}}+\frac{1}{2} \frac{x^{2}}{\Omega_{\mathrm{SD}}^{2}}-\frac{1}{6} \frac{x^{3}}{\Omega_{\mathrm{SD}}^{3}}\right. & , 0 \leq x \leq x_{0}  \tag{3.134}\\
0 & , x>x_{0}
\end{array}\right.
$$

Because $\Omega_{\mathrm{sD}}$ is always positive, the expression on the right side of (3.134) is a decreasing function of $x$. This is readily shown by examining its derivative with respect to $x$ :
$\frac{d}{d x}\left(1-\frac{x}{\Omega_{\mathrm{SD}}}+\frac{1}{2} \frac{x^{2}}{\Omega_{\mathrm{SD}}^{2}}-\frac{1}{6} \frac{x^{3}}{\Omega_{\mathrm{SD}}^{3}}\right)=-\frac{1}{2} \frac{1}{\Omega_{\mathrm{SD}}^{3}}\left(x-\frac{1}{\Omega_{\mathrm{SD}}^{2}}\right)^{2}-\frac{1}{2} \frac{1}{\Omega_{\mathrm{SD}}}<0, \forall x, \Omega_{\mathrm{SD}} \geq 0$.
$x_{0}$ is the point where this expression becomes negative, i.e.,
which occurs at



The second term could also be expanded using Taylor series; the product of the terms, however, would significantly increase the number of terms in the approximation. We choose order-three approximations which yield good results. Clearly, the accuracy of the approximations could be further increased by increasing the approximation order.

Using the approximation in (3.134), the upper limit of the integral in (3.133) is $L$, where

$$
\begin{equation*}
L=\min \left(x_{0}, \frac{1}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right) \tag{3.139}
\end{equation*}
$$

The parameter $f_{r}$ is then obtained by minimizing $E\left(f_{r}\right)$, the total squared error

$$
\operatorname{es}\left(x, f_{r}\right)=\left|\left(\exp \left(\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)-\exp \left(\frac{x}{\Omega_{k \mathrm{D}}}\right)\right)-f_{r}\left(\left(\frac{1}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{3}-x^{3}\right)\right|^{2}
$$

over the range $(0, L)$

$$
E\left(f_{r}\right)=\int_{0}^{L} e s\left(x, f_{r}\right) d x
$$

$$
=\frac{\Omega_{k \mathrm{D}}^{4}}{14}\left[f_{r}\left(\Theta_{1}\right)+f_{r}^{2}\left(\Theta_{2}\right)+\Theta_{3}\right],
$$

where
and

$$
\begin{aligned}
& \Theta_{1}=-28 \exp \left(\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}}{\mathrm{SNR}}-1\right)\left(\frac{1}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{3} \frac{L}{\Omega_{k \mathrm{D}}^{4}}+7 \exp \left(\frac{d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right) \frac{L^{4}}{\Omega_{k \mathrm{D}}^{4}}
\end{aligned}
$$

$$
\begin{aligned}
& \Theta_{2}=14\left(\frac{1}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{6} \frac{L}{\Omega_{\mathrm{kD}}^{4}}-7\left(\frac{1}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{3} \frac{L^{4}}{\Omega_{\mathrm{kD}}^{4}}+2 \frac{L^{7}}{\Omega_{\mathrm{kD}}^{4}},
\end{aligned}
$$

$$
\begin{aligned}
& \Theta_{3}=28 \exp \left(\frac{d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right) \frac{1}{\Omega_{\mathrm{kD}}^{3}}-7 \frac{1}{\Omega_{\mathrm{kD}}^{3}}+14 \exp \left(2 \frac{d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right) \frac{L}{\Omega_{k \mathrm{D}}^{4}} \\
& -28 \exp \left(\frac{d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right) \exp \left(\frac{L}{\Omega_{\mathrm{kD}}}\right) \frac{1}{\Omega_{\mathrm{kD}}^{3}}+7 \exp \left(2 \frac{L}{\Omega_{\mathrm{kD}}}\right) \frac{1}{\Omega_{\mathrm{kD}}^{3}} .
\end{aligned}
$$

To minimize $E\left(f_{r}\right)$, we set the derivative of this expression with respect to $f_{r}$ to zero and obtain

$$
\begin{align*}
& f_{r}=\frac{-7 \Omega_{k D}^{4}}{2 L\left(7\left(\frac{1}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{3} L^{3}+2 L^{6}+14\left(\frac{1}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{6}\right)} \\
& {\left[\begin{array}{l}
\left.\frac{L}{\Omega_{k \mathrm{D}}^{4}} \exp \left(\frac{d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)\left(-4\left(\frac{1}{d_{\mathrm{sD}}^{\alpha}} \frac{2^{2 R}}{\mathrm{SNR}}\right)^{-1}\right)^{3}+L^{3}\right)+4 \frac{1}{\Omega_{k \mathrm{D}}^{3}}\left(\exp \left(\frac{L}{\Omega_{k \mathrm{D}}}\right)\left(\frac{1}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{3}\right. \\
\left.+12 \frac{L^{2}}{\Omega_{k \mathrm{D}}^{2}} \exp \left(\frac{L}{\Omega_{k \mathrm{D}}}\right) L^{3}-\left(\frac{1}{\Omega_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{3}\right)
\end{array}\right] .} \tag{3.141}
\end{align*}
$$

Using Binomial Expansion, the resulting outage probability approximation can thus be written as

$$
\begin{aligned}
& \operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{SD}}\right|^{2} P}{N_{0} W^{6}}+\frac{\left|h_{k \mathrm{D}}\right|^{2} P}{N_{0} W}\right)<R\right\} \\
& =\frac{1}{\Omega_{\mathrm{SD}}}\left[\prod_{k \in \mathcal{S}} f_{r} \exp \left(-\frac{d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)_{0} \int_{0}^{2}\left(\frac{1}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{3 /}-x^{3}\right)^{1}\left(1-\frac{x}{\Omega_{\mathrm{SD}}}+\frac{1}{2} \frac{x^{2}}{\Omega_{\mathrm{SD}}^{2}}-\frac{1}{6} \frac{x^{3}}{\Omega_{\mathrm{SD}}^{3}}\right) d x \\
& =\frac{1}{\Omega_{\mathrm{SD}}}\left[\prod_{k \in \mathcal{S}} f_{r} \exp \left(-\frac{d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right]_{0}^{L} \sum_{i=0}^{l}\binom{l}{i}\left(\frac{1}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{3(1-i)}\left(-x^{3}\right)^{i}\left(1-\frac{x}{\Omega_{\mathrm{SD}}}+\frac{1}{2} \frac{x^{2}}{\Omega_{\mathrm{SD}}^{2}}-\frac{1}{6} \frac{x^{3}}{\Omega_{\mathrm{SD}}^{3}}\right) d x \\
& =\frac{1}{\Omega_{\mathrm{SD}}}\left[\prod_{k \in \mathcal{S}} f_{r} \exp \left(-\frac{d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right] \sum_{i=0}^{l}\binom{l}{i}\left(\frac{1}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{3(l-i)}(-1)^{1} \int_{0}^{L}\left(x^{3 i}-\frac{x^{3 i+1}}{\Omega_{\mathrm{SD}}}+\frac{1}{2} \frac{x^{3 i+2}}{\Omega_{\mathrm{SD}}^{2}}-\frac{1}{6} \frac{x^{3 i+3}}{\Omega_{\mathrm{SD}}^{3}}\right) d x
\end{aligned}
$$

$$
\begin{align*}
& =\frac{1}{\Omega_{\mathrm{SD}}}\left[\prod_{k \in \mathcal{S}} f_{r} \exp \left(-\frac{d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right] \sum_{i=0}^{l}\binom{l}{i}\left(\frac{1}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{3(l-i)}(-1)^{i} \\
& \left(\frac{L^{3 i+1}}{3 i+1}-\frac{L^{3 i+2}}{\Omega_{\mathrm{SD}}(3 i+2)}+\frac{1}{2} \frac{L^{3 i+3}}{\Omega_{\mathrm{SD}}^{2}(3 i+3)}-\frac{1}{6} \frac{L^{3 i+4}}{\Omega_{\mathrm{SD}}^{3}(3 i+4)}\right) \tag{3.142}
\end{align*}
$$

Substituting (3.119), (3.120) and (3.142) into (3.111), we obtain

$$
\operatorname{Pr}\left\{\max _{k}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)\right\}<R \wedge \max _{k}\left\{\frac{1}{2} i_{\mathrm{SD}+\mathrm{kD}}\left(S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right)\right\}<R\right\}
$$

$$
=\sum_{l=0}^{K} \sum_{\substack{\mathcal{S} \mathcal{K} \\|S|=l}}\left\{\frac { 1 } { \Omega _ { \mathrm { SD } } } \left[\prod_{k \in \mathcal{S}} f_{r} \exp \frac{d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{2}{}_{2 R}-1\right.\right.
$$

$$
\left(\frac{L^{3 i+1}}{3 i+1}-\frac{L^{3 i+2}}{\Omega_{\mathrm{SD}}(3 i+2)}+\frac{1}{2} \frac{L^{3 i+3}}{\Omega_{\mathrm{SD}}^{2}(3 i+3)}-\frac{1}{6} \frac{L^{3 i+4}}{\Omega_{\mathrm{SD}}^{3}(3 i+4)}\right)
$$



Since $\Omega_{\mathrm{sk}}=d_{\mathrm{Sk}}^{-\alpha}$ and is the mean of $\left|h_{\mathrm{s} k}\right|^{2}$, the average signal-to-noise ratio of the link between the source node and the $k$ th relay node can be written as


Substituting $\Omega_{\mathrm{SD}}=d_{\mathrm{SD}}^{-\alpha}$ and (3.145) into (3.143) yields (3.107), in which $L$ in (3.108) is obtained by substituting $\Omega_{\mathrm{SD}}=d_{\mathrm{SD}}^{-\alpha}$ into (3.137) and in turn substituting $x_{0}$ from (3.137) into (3.139).
Q.E.D.

### 3.3.2 Approximation in the high SNR regime

For doing comparisons among different schemes later, the outage probability is still a function of a desired transmission rate $R$ and an average signal-tonoise ratio SNR, where the average signal-to-noise ratio in this case is the average signal-to-noise ratio of the link between the source node and the destination node. The average signal-to-noise ratio of the link between other pair of nodes is the function of the average signal-to-noise ratio of the link between the source node and the destination node. The formula for approximation in the high SNR regime is provided in Proposition 3.

Proposition 3 : The outage probability, which is obtained from employing the cooperative diversity with the fixed selective decode-and-forward with direct link combining scheme in the wireless relay network having $K$ relay nodes, at a transmission rate of $R$ and at an average signal-to-noise ratio of the link between the source node and the destination node of SNR is approximated in the high SNR regime by [22]

$$
\begin{equation*}
\mathbb{P}_{\text {out }}^{\text {PSDF-direct }}(R, \mathrm{SNR}) \approx\left(\frac{\left(\frac{\lambda}{d_{\mathrm{SD}}^{\alpha}} \frac{2^{2 R}-1}{\mathrm{SNR}}\right)^{K+1}}{d_{\mathrm{SD}}^{\alpha}} \sum_{l=0}^{K} \sum_{\substack{S \in \mathcal{K}}} \frac{1}{|+1|=l} \prod_{k \in \mathcal{S}} d_{k \mathrm{D}}^{\alpha} \prod_{k \notin \mathcal{S}} d_{\mathrm{Sk}}^{\alpha}\right. \text {. } \tag{3.146}
\end{equation*}
$$

where $\mathcal{K} \in\{1,2,3, \ldots K\}$, is the set of the indices of all retay $=$ nedes, $\mathcal{S}$ is a subset of $\mathcal{K}$, $|\mathcal{S}|$ is the cardinality of the set $\mathcal{S}, \mathbb{P}_{\text {out }}^{\text {FSDF-direct }}$ denotes the outage probability of the fixed selective decode-and-forward with direct link combining scheme, $d_{\mathrm{SD}}$ is the distance between the source node, and the destination node, $d_{S k}$ is the distance between the source node and the $k$ th relay node, $d_{k \mathrm{D}}$ is the distance between the $k$ th relay node and the destination node, and $\alpha$ is the path loss exponent.


Proof: From the definition, the outage probability is the probability that the maximum among all relay nodes of the minimum between the instantaneous mutual information of the link from the source node to the relay node and the instantaneous mutual information of the combined links from the source node to the destination node and from the relay node to the destination node falls below the desired transmission rate.

$$
\begin{equation*}
\mathbb{P}_{\text {out }}^{\mathrm{FSDF}-\text { direct }}(R, \mathrm{SNR})=\operatorname{Pr}\left\{\max _{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R\right\} \tag{3.147}
\end{equation*}
$$

where $I_{\text {Sk }}$ denotes the instantaneous mutual information between the source node and the $k$ th relay node, $I_{\mathrm{SD}+\mathrm{kD}}$ denotes the instantaneous mutual information between the source node combined with the $k$ th relay node and the destination node, where both of them are the functions of the instantaneous signal-to-noise ratio, denoted by $S N R_{\mathrm{Sk}}$ and $S N R_{\mathrm{SD}}, S N R_{k \mathrm{D}}$, respectively, between the source node and the $k$ th relay node, and between the source node and the destination node and between the $k$ th relay node and the destination node. The factor of $1 / 2$ takes into account the loss due to dividing the transmission into two time slots. The maximum of the minimum can be written as the joint maximums.

$$
\begin{align*}
& \operatorname{Pr}\left\{\max _{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(\operatorname{SNR}_{\mathrm{Sk}}\right), \frac{1}{2} I_{\mathrm{SDP}+k \mathrm{p}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R\right\}= \\
& \left.\operatorname{Pr}\left\{\max _{k}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)\right\} \quad \frac{R \max ^{2}\left\{\frac{1}{2} I_{\mathrm{SD}}+k \mathrm{D}\right.}{}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R\right\} . \tag{3.148}
\end{align*}
$$

Furthermore, the joint probability can be written as the conditional probability with the normalization. Accoreingly, we guarantee that the links from the source node to the designated subset of relay nodes can support the desired transmission rate first, and then calculate the probability that the direct link combined with the strongest link from the relay nodefothe destination hode can support the desired frannsmission rate. Thus, we have to consider all possible disjoint subsets of the relay nodes, i.e., all combinations of the-relay nodes that can receive information from the source-node sugcessfully. For the sake of presentation, we referto this disjoint subset as decoding subset.
$\operatorname{Pr}\left\{\max _{k}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)\right\}<R \wedge \max _{k}\left\{\frac{1}{2} I_{\mathrm{SD}+\mathrm{kD}}\left(S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right)\right\}<R\right\}$

$$
\begin{align*}
& =\sum_{l=0}^{K} \sum_{S \mathcal{S} \mathcal{K}} \operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \\
& \operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \\
& =\sum_{l=0}^{K} \sum_{S \in \mathcal{K}} \operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \\
& \operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R\right\} \operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\},
\end{align*}
$$

where $\mathcal{S}$ is the decoding subset, which has a varying cardinality ranging from 0 until $K$, and is defined by


Given the instantaneous signal-to-noise ratio between the source node and the $k$ th relay node, the instantaneous mutual information between the source node and the $k$ th relay node can be calculated by


The instantaneous signal-to-noise ratio is the squared modulus of the complex channel coefficient between the source node and the $k$ th relay node, multiplied by the average transmit signal power at the source node $P \triangleq \mathbb{E}\left\{\left|x_{\mathrm{s}}\right|^{2}\right\}$, and divided by the noise power spectral density at the $k$ th relay node, which is assumed to be $N_{0}$ for all relaynodes, and divided by the transmission bandwidth $W$.

$$
\begin{equation*}
S N R_{\mathrm{Sk}}=\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W} \tag{3.152}
\end{equation*}
$$

where $P, N_{0}$, and $W$ are constant, and $\left|h_{\mathrm{sk}}\right|^{2}$ is a random variable. Thus,

$$
\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{S} k}\left(S N R_{\mathrm{Sk}}\right) \nless R\right\}=\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+S N R_{\mathrm{S} k}\right) \geq R\right\}
$$

$$
\begin{equation*}
=\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W}\right) \geq R\right\} . \tag{3.153}
\end{equation*}
$$

Since $h_{\text {sk }}$ are statistically independent among $k \in \mathcal{K}$, the expression is distributive and can be further manipulated.

$$
\begin{align*}
\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{Sk}}\right|^{2} P}{N_{0} W}\right) \geq R\right\} & =\bigcap_{k \in S} \operatorname{Pr}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\text {Sk }}\right|^{2} P}{N_{0} W}\right) \geq R\right\} \\
& =\prod_{k \in \mathcal{S}} \operatorname{Pr}\left\{\left|h_{\text {Sk }}\right|^{2} \geq\left(2^{2 R}-1\right) \frac{N_{0} W}{P}\right\}  \tag{3.154}\\
& =\prod_{k \in \mathcal{S}}\left[1-\operatorname{Pr}\left\{\left|h_{\text {Sk }}\right|^{2}<\left(2^{2 R}-1\right) \frac{N_{0} W}{P}\right\}\right] .
\end{align*}
$$

Since $h_{S k}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{\mathrm{sk}}\right),\left|h_{\mathrm{sk}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{\text {Sk }}^{-1}\right)$ (see Lemma 1 )

Then,

$$
\begin{equation*}
p_{h_{h k}(x)=\frac{1}{\Omega_{\mathrm{Sk}}}} \exp \left(-\frac{x}{\Omega_{\mathrm{Sk}}}\right) . \tag{3.155}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\operatorname{Pr}\left\{\bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{S} k}\left(S N R_{\mathrm{S} k}\right) \nless R\right\} & =\prod_{k \in \mathcal{S}}\left[1-\left(1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{s} k} P}\right)\right)\right]  \tag{3.157}\\
& =\prod_{k \in \mathcal{S}}\left[\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{s} k} P}\right)\right] .
\end{align*}
$$

Likewise,

$$
\begin{equation*}
\left.\operatorname{Pr}\left\{\bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\}=\prod_{k \notin \mathcal{S}} 1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{sk}} P}\right)\right] \tag{3.158}
\end{equation*}
$$

In the high SNR regime, the multiplication between (3.157) and (3.158) can be approximated by
 signal-to-noise ratio between the $k$ th relay node and the destination node and the instantaneous signal-fo-noise ratio between the source node and the destination node, the instantaneous mutual information between source node combined with the $k$ th relay node and the destination node can be calculated by

$$
\begin{equation*}
\overbrace{\varrho} q_{\mathrm{SD}+\mathrm{kD}}\left(S N R_{\mathrm{SD}}+S N R_{\mathrm{kD}}\right)=\log _{2}\left(1+S N R_{\mathrm{SD}}+S N R_{\mathrm{kD}}\right) \tag{3.160}
\end{equation*}
$$

The instantaneous signal-to-noise ratios are the squared modulus of the complex channel coefficient between the source node and the destination node, and the $k$ th relay node and the destination node, respectively, multiplied by the average transmit signal power at the $k$ th relay node, which is assume to equal that of the source node $\mathbb{E}\left\{\left|x_{k}\right|^{2}\right\}=P$, and divided by the noise power spectral density at the destination $N_{0}$, and divided by the transmission bandwidth $W$.

$$
\begin{align*}
& S N R_{\mathrm{SD}}=\frac{\left|h_{\mathrm{SD}}\right|^{2} P}{N_{0} W},  \tag{3.161}\\
& S N R_{k \mathrm{D}}=\frac{\left|h_{k \mathrm{D}}\right|^{2} P}{N_{0} W}, \tag{3.162}
\end{align*}
$$

where $P, N_{0}$, and $W$ are constant, and $\left|h_{\mathrm{sD}}\right|^{2}$ and $\left|h_{\mathrm{kD}}\right|^{2}$ are random variables. Thus,

$$
\begin{aligned}
& \operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{sk}}\right)<R\right\} \\
& =\operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} \log _{2}\left(1+S N R_{\mathrm{SD}}+S N R_{k D}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\}
\end{aligned}
$$

Since the channel coefficients of the finks from the source node to every relay node are statistically independent from the channel coefficients of the links from the source node to the destination node and from every relay node to the destination node, the conditional probability becomes probability.
$\operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} \log _{2}\left(\frac{\left|h_{\mathrm{SD}}\right|^{2} P}{-N_{0} W}+\frac{\left.h_{k \mathrm{D}}\right|^{2} P}{N_{0} W}\right)\right\}<R \bigcap_{k \in \mathcal{S}} \frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{sk}}\right) \nless R \wedge \bigcap_{k \notin \mathcal{S}} \frac{1}{2} I_{\mathrm{sk}}\left(S N R_{\mathrm{sk}}\right)<R\right\}$

Define ţhe random variables $X$ and $Y$ as $9 \%$ ? 9 ? 9 ?

$$
\begin{equation*}
X=\max _{k \in \mathcal{S}}\left\{\left|h_{k D}\right|^{2}\right\}, \tag{3.165}
\end{equation*}
$$

and

$$
\begin{equation*}
Y=\left|h_{\mathrm{SD}}\right|^{2} \tag{3.166}
\end{equation*}
$$

Since $h_{k \mathrm{D}}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{k \mathrm{D}}\right),\left|h_{k \mathrm{D}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{k \mathrm{D}}^{-1}\right)$ (see Lemma 1).

$$
\begin{equation*}
p_{\left|k_{\mathrm{k} D}\right|}(x)=\frac{1}{\Omega_{\mathrm{kD}}} \exp \left(-\frac{x}{\Omega_{\mathrm{kD}}}\right) \text {. } \tag{3.167}
\end{equation*}
$$

Likewise,


Then, the cumulative distribution function of $X$ can be derived as follows.
where the equality between the second line and the third ine is due to the independence of $\left|h_{k \mathrm{D}}\right|^{2}, \forall k$. Consider the expression in (3.164),

$$
\begin{aligned}
\max _{k \in \mathcal{S}}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{SD}}\right|^{2} P}{N_{0} W}+\frac{\left|h_{k \mathrm{D}}\right|^{2} P}{N_{0} W}\right)\right\} & =\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{SD}}\right|^{2} P}{N_{0} W}+\max _{k \in \mathcal{S}} \frac{\left|h_{k \mathrm{D}}\right|^{2} P}{N_{0} W}\right) \\
& =\frac{1}{2} \log _{2}\left(1+\left(\left|h_{\mathrm{sD}}\right|^{2}+\max _{k \in \mathcal{S}}\left|h_{\mathrm{kD}}\right|^{2}\right) \frac{P}{N_{0} W}\right)
\end{aligned}
$$

$$
\begin{equation*}
=\frac{1}{2} \log _{2}\left(1+(Y+X) \frac{P}{N_{0} W}\right) \tag{3.170}
\end{equation*}
$$

Then,

$$
\operatorname{Pr}\left\{\max _{k \in \mathcal{S}}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{SD}}\right|^{2} P}{N_{0} W}+\frac{\left|h_{k \mathrm{D}}\right|^{2} P}{N_{0} W}\right)\right\}<R\right\}=\operatorname{Pr}\left\{\frac{1}{2} \log _{2}\left(1+(Y+X) \frac{P}{N_{0} W}\right)<R\right\}
$$

By introducing the condition on the channel coefficients of the links from the source node to the destination node with marginalization, the new expression equals the previous expression but becomes distributive and can be further manipulated.


Notice that the upper limit of integration is not infinity because the conditioned probability becomes zero after the instantaneous signal-to-noise ratio from the source node to the destination node is greater than the upper limit, i.e., the strength of the channellfrom the source node to the destination node alone guarantees the success of transmission regardless the help from any relay node. Using (3.168) and (3.169), the integration becomes

$$
\left.\left.\begin{array}{l}
\int_{0}^{P} \operatorname{Pr}\left\{X<\frac{\left(2^{2 R}-1\right) N_{0} W}{P}-1\right) N_{0} W  \tag{3.173}\\
P
\end{array} y\right\} p_{Y}(y) d y\right]+\frac{2^{2 R}}{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}}\left[\int_{0}^{P} \prod_{k \in \mathcal{S}}\left[1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{k D} P}+\frac{y}{\Omega_{k D}}\right)\right] \frac{1}{\Omega_{\mathrm{SD}}} \exp \left(-\frac{y}{\Omega_{\mathrm{SD}}}\right) d y\right] .
$$

$$
\text { When } \frac{P}{N_{0} W} \rightarrow \infty \text {, the argument of the exponential function becomes }
$$ small. Therefore, the approximation $\exp (x) \approx 1+x$ can be applied.

$$
\begin{equation*}
\int_{0}^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}} \prod_{k \in \mathcal{S}}^{P}\left[1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{k \mathrm{D}} P}+\frac{y}{\Omega_{k \mathrm{D}}}\right)\right] \frac{1}{\Omega_{\mathrm{SD}}} \exp \left(-\frac{y}{\Omega_{\mathrm{SD}}}\right) d y \tag{3.174}
\end{equation*}
$$

$$
\approx \int_{0}^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}} \prod_{k \in \mathcal{S}}\left[\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{k D} P}-\frac{y)}{\Omega_{k D}} \frac{1}{\Omega_{\mathrm{SD}}}\left(1-\frac{y}{\Omega_{\mathrm{SD}}}\right) d y .\right.
$$

$$
\begin{equation*}
=\frac{1}{\Omega_{\mathrm{SD}}} \prod_{k \in \mathcal{S}} \frac{1}{\Omega_{k \mathrm{D}}} \int_{0}^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}} \sum_{i=0}^{P}\binom{l}{i}\left(\frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right)^{l-i}(-y)^{l}\left(1-\frac{y}{\Omega_{\mathrm{SD}}}\right) d y . \tag{3.176}
\end{equation*}
$$

After solving the integral, some manipulations and the use of identity 0.155 from [32], this expression reduces to

$$
\frac{1}{\Omega_{\mathrm{SD}}} \prod_{k \in \mathcal{S}} \frac{1}{\Omega_{\mathrm{kD}}} \int_{0}^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}} \sum_{i=0}^{l}\binom{l}{i}\left(\frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right)^{l-i}(-y)^{l}\left(1-\frac{y}{\Omega_{\mathrm{SD}}}\right) d y
$$

$$
=\left(\frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right)^{l+1} \frac{1}{\Omega_{\mathrm{SD}}}\left[\sum_{i=0}^{l}\binom{l}{i} \frac{(-1)^{i}}{i+1} \prod_{k \in \mathcal{S}} \frac{1}{\Omega_{k \mathrm{D}}}\right]
$$

$$
=\left(\frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right)^{l+1} \frac{1}{\Omega_{\mathrm{SD}}} \frac{1}{l+1} \prod_{\mathrm{K} \in \mathcal{S}} \frac{1}{\Omega_{\mathrm{kD}}}
$$

Substituting (3.159) and (3.177) into (3.149), we obtain $\operatorname{Pr}\left\{\max _{k}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)\right\}<R \wedge \max _{k}\left\{\frac{1}{2} I_{\mathrm{SD}+\mathrm{kD}}\left(S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right)\right\}<R\right\}$

$$
=\sum_{l=0}^{K} \sum_{\substack{\mathcal{S} \mathcal{K} \\|S|=l}}\left(\frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right)^{l+1} \frac{1}{\Omega_{\mathrm{SD}}} \frac{1}{1+1} \prod_{k \in \mathcal{S}} \frac{1}{\Omega_{\mathrm{kD}}}\left[\frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right]_{k \in \mathcal{S}}^{K-l} \prod_{\mathrm{sk}} \frac{1}{\Omega_{\mathrm{s}}}
$$

$$
=\left(\frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right)^{K+1} \frac{1}{\Omega_{\mathrm{SD}}} \sum_{l=0}^{K} \sum_{\substack{K}}^{K} \frac{1}{\mathcal{L}+1} \prod_{k \in \mathcal{S}} \frac{1}{\Omega_{k D}} \prod_{k \in \mathcal{S}} \frac{1}{\Omega_{\mathrm{Sk}}} .
$$

Substituting (3.9), $\Omega_{\mathrm{sD}}=d_{\mathrm{SD}}^{-\alpha}, \Omega_{\mathrm{Sk}}=d_{\mathrm{Sk}}^{-\alpha}$, and $\Omega_{k \mathrm{D}}=d_{k \mathrm{D}}^{-\alpha}$ into (3.178) yields (3.146).
3.3.3 Exact Formula

For doing comparisons amon'g different schemes later, the outage probability is still a function of a desired transmission rate $R$ and an average signal-tonoise ratio SNR, where the average signal-to-noise ratio in this case is the average signat-to-noise ario of the link between the source node and the destination node. The average signal-to-noise ratio of the link between other pair of nodes is the function of the average signal-to-noise ratio of the link between the source node and the destination node. The formula for exact value at any SNR is provided in Theorem 3.

Theorem 3 : The outage probability, which is obtained from employing the cooperative diversity with the fixed selective decode-and-forward with direct link combining scheme
in the wireless relay network having $K$ relay nodes, at a transmission rate of $R$ and at an average signal-to-noise ratio of the link between the source node and the destination node of SNR is given by [28]

$$
\begin{aligned}
& \mathbb{P}_{\text {out }}^{\text {FSDF-direct }}(R, \mathrm{SNR})=1+
\end{aligned}
$$

where $\mathcal{K} \in\{1,2,3, \ldots, K\}$ is the set of the indices of all relay nodes, $\mathcal{S}$ is a subset of $\mathcal{K}$, $|\mathcal{S}|$ is the cardinality of the set $\mathcal{S}, \mathbb{P}_{\text {out }}^{\text {FSDF-direct }}$ denotes the outage probability of the fixed selective decode-and-forward with direet link combining scheme, $d_{\mathrm{SD}}$ is the distance between the source node and the destination node, $d_{s k}$ is the distance between the source node and the $k$ th relay node, $d_{k D}$ is the distance between the $k$ th relay node and the destination node, and $\alpha$ is the path toss exponent.

Proof: From the definition, the outage probability is the probability that the maximum among all relay nodes of the minimum between the instantaneous mutual information of the link from the source node to the relay node and the instantaneous mutual information of the combined links from the source node to the destination node and from the relay node to the destination node falls below the desired transmission rate.

$$
\begin{equation*}
\mathbb{P}_{\text {out }}^{\text {FSD-direct }}(R, \mathrm{SNR})=\operatorname{Pr}\left\{\max _{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R\right\} \tag{3.180}
\end{equation*}
$$

where $I_{S k}$ denotes the instantaneous mutual information between the source node and the $k$ th relay node, $I_{\mathrm{SD}+\mathrm{kD}}$ denotes the instantaneous mutual information between the source node combined with the $k$ th relay node and the destination node, where both of them are the functions of the instantaneous signal-to-noise ratio, denoted by $S N R_{\text {sk }}$ and $S N R_{\mathrm{SD}}, S N R_{k \mathrm{D}}$, respectively, between the source node and the $k$ th relay node, and
between the source node and the destination node and between the $k$ th relay node and the destination node. The factor of $1 / 2$ takes into account the loss due to dividing the transmission into two time slots.

By introducing the condition on the channel coefficients of the links from the source node to the destination node with marginalization, the new expression equals the previous expression but becomes distributive and can be further manipulated.

$$
\begin{align*}
& \operatorname{Pr}\left\{\max _{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{\mathrm{SD}+\mathrm{kD}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R\right\} \\
& =\operatorname{Pr}\left\{\bigcap_{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{sk}}\right), \frac{1}{2} I_{\mathrm{SD}+\mathrm{p}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R\right\} \\
& =\int_{0}^{\infty} \operatorname{Pr}\left\{\left.\bigcap_{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{\mathrm{SD}+\mathrm{KD}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\} p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma \\
& =\int_{0}^{\infty} \prod_{k=1}^{K} \operatorname{Pr}\left\{\left.\min \left\{\frac{1}{2} I_{\mathrm{sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{\mathrm{SD}}+\frac{\mathrm{kD}}{}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\} p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma \\
& =\int_{0}^{\infty} \prod_{k=1}^{K}\left[1-\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \geq R \frac{1}{2} \frac{1}{2} \mathrm{TD}_{\mathrm{D}+\mathrm{D}}\left(S N R_{\mathrm{kD}}+S N R_{\mathrm{SD}}\right) \geq R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}\right] p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma \tag{3.181}
\end{align*}
$$

The joint probability becomes a product of probabilities because the condition on the instantaneous signal-to-noise ratio between the source node and the destination node introduces the independence between the two events, which depend on the instantaneous signal-to-noise ration betweenthe, sourge, node and the $k$ th relay node, and the instantaneous signal-to-noise ratio between the $k$ tho relay node and the destination node and the instantaneous signal-to-noise ratio between the source and the


$$
\int_{0}^{\infty} \prod_{k=1}^{K}\left[1-\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \geq R \wedge \frac{1}{2} I_{\mathrm{SD}+\mathrm{kD}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right) \geq R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}\right] p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma
$$

$$
\begin{align*}
& =\int_{0}^{\infty} \prod_{k=1}^{K}\left[\begin{array}{l}
1-\operatorname{Pr}\left\{\begin{array}{l}
\left.\left.\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \geq R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\} \\
\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{kD}}+S N R_{\mathrm{SD}}\right) \geq R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}
\end{array}\right] p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma \\
=\int_{0}^{\infty} \prod_{k=1}^{K}\left[\begin{array}{l}
1-\left(1-\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}\right) \\
\left(1-\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{kD}}+S N R_{\mathrm{SD}}\right)<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}\right.
\end{array}\right]
\end{array}\right] p_{S N R_{\mathrm{SD}}(\gamma) d \gamma} \\
& =\int_{0}^{\infty} \prod_{k=1}^{K}\left[\begin{array}{l}
1-\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\}\right) \\
\left(1-\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{kD}}+S N R_{\mathrm{SD}}\right)<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}\right)
\end{array}\right] p_{S N R_{\mathrm{SD}}(\gamma) d \gamma} \tag{3.182}
\end{align*}
$$

where the last line comes from the independence between the channel coefficient from the source node to the $k$ th relay node and the channel coefficient from the source node to the destination node. Considering the remaining conditional probability, it becomes zero when

because the strength of the channel from the source node to the destination node alone guarantees that the mutual information of the combined links exceeds the targeted transmission rate. Given the instantaneous signal-to-noise ratio between the $k$ th relay node and the destination node and the instantaneous signarto-noise ratio between the source node and the destination node, the instantaneous mutual information between


$$
\begin{equation*}
I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)=\log _{2}\left(1+S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right) \tag{3.184}
\end{equation*}
$$

Therefore,

$$
\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}=\left\{\begin{array}{l}
0, \gamma \geq 2^{2 R}-1  \tag{3.185}\\
1, \gamma<2^{2 R}-1
\end{array} .\right.
$$

Hence, the integration can be split into two intervals with different integrands.

$$
\begin{align*}
& \int_{0}^{\infty} \prod_{k=1}^{K}\left[\begin{array}{l}
1-\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\}\right) \\
\left(1-\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{SD}+\mathrm{DD}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}\right)
\end{array}\right] p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma \\
& =\int_{0}^{2^{2 R}-1} \prod_{k=1}^{K}\left[\begin{array}{l}
1-\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\}\right) \\
\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{kD}}+S N R_{\mathrm{SD}}\right)<R S N R_{\mathrm{SD}}=\gamma\right\}\right)
\end{array}\right] p_{S N R_{\mathrm{SD}}(\gamma) d \gamma} \\
& \left.+\int_{2^{R}-1}^{\infty} \prod_{k=1}^{K}\left[1-\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{S k}\left(S N R_{S k}\right)-R\right\}\right\}\right)(1-0)\right] p_{S N R_{S D}}(\gamma) d \gamma \\
& \left.=\int_{0}^{2^{2 R}-1} \prod_{k=1}^{K}\left[\begin{array}{l}
1-\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{S k}\left(S N R_{S k}\right)<R\right\}\right) \\
\left(1-\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{SD}+\mathrm{KD}}\left(S N R_{k D}+S N R_{\mathrm{SD}}\right)<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}\right.
\end{array}\right]\right) p_{S N R_{\mathrm{SD}}(\gamma) d \gamma} \\
& +\int_{2^{2 R}-1}^{\infty} \prod_{k=1}^{K} \operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} p_{\text {SNRR }}(\gamma) d \gamma / 2 \tag{3.186}
\end{align*}
$$

Given the instantaneous signal-to-noise ratio between the source node and the $k$ th relay node, the instantaneous mutuat information between the source node and the $k$ th relay node can be calculated by

$$
\begin{equation*}
\sigma I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)=\log _{2}\left(1+S N R_{\mathrm{Sk}}\right) . \tag{3.187}
\end{equation*}
$$

of the instantaneous signal-to-noise ratio is the squared modulus of the complex channel coefficient between the source node and the $k$ th relay node, multiplied by the average transmit signall power at the source node $P \triangleq \mathbb{E}\left\{\left|x_{\mathrm{s}}\right|^{2}\right\}$, and divided by the noise power spectral density at the $k$ th relay node, which is assumed to be $N_{0}$ for all relay nodes, and divided by the transmission bandwidth $W$.

$$
\begin{equation*}
S N R_{\mathrm{sk}}=\frac{\left|h_{\mathrm{Sk}}\right|^{2} P}{N_{0} W}, \tag{3.188}
\end{equation*}
$$

where $P, N_{0}$, and $W$ are constant, and $\left|h_{\mathrm{sk}}\right|^{2}$ is a random variable. Thus,

$$
\begin{align*}
\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} & =\operatorname{Pr}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W}\right)<R\right\}  \tag{3.189}\\
& =\operatorname{Pr}\left\{\left|h_{\mathrm{Sk}}\right|^{2}<\left(2^{2 R}-1\right) \frac{N_{0} W}{P}\right\} .
\end{align*}
$$

Since $h_{\text {sk }}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{S k}\right),\left|h_{S k}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{\text {Sk }}^{-1}\right)$ (see Lemma 1).

Therefore,

to-noise ratios are the squared modulus of the complex channel coefficient between the source node and the destination node, and the $k$ therelay node and the destination node, respectively, multiplied by the average transmit signal power at the $k$ th relay node, which is assume to equal that of the source node $\mathbb{E}\left\{\left|x_{k}\right|^{2}\right\}=P$, and divided by the noise power spectral density at the destination $N_{0}$, and divided by the transmission bandwidth $W$.

$$
\begin{equation*}
S N R_{\mathrm{SD}}=\frac{\left|h_{\mathrm{sD}}\right|^{2} P}{N_{0} W}, \tag{3.192}
\end{equation*}
$$

$$
\begin{equation*}
S N R_{k \mathrm{D}}=\frac{\left|h_{k \mathrm{D}}\right|^{2} P}{N_{0} W}, \tag{3.193}
\end{equation*}
$$

where $P, N_{0}$, and $W$ are constant, and $\left|h_{\mathrm{sD}}\right|^{2}$ and $\left|h_{k \mathrm{D}}\right|^{2}$ are random variables. Thus,

$$
\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{kD}}+S N R_{\mathrm{SD}}\right)<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}
$$

$$
\begin{align*}
& =\operatorname{Pr}\left\{\left.\frac{1}{2} \log _{2}\left(1+\frac{\left.h_{\mathrm{kD}}\right|^{2} P}{N_{0} W}+\frac{\left|h_{\mathrm{SD}}\right|^{2} P}{N_{0} W}\right)<R \right\rvert\, \frac{\left|h_{\mathrm{sD}}\right|^{2} P}{N_{0} W}=\gamma\right\}  \tag{3.194}\\
& =\operatorname{Pr}\left\{\left.\left.h_{\mathrm{kD}}\right|^{2}-\left\{2^{2 \mathrm{R}}-1-\frac{\left.h_{\mathrm{SD}}\right|^{2} P}{N_{0} W}\right) \frac{N_{0} W}{P} \right\rvert\, \frac{\left|h_{\mathrm{SD}}\right|^{2} P}{N_{0} W}=\gamma\right\}
\end{align*}
$$

where the last line comes from the fact that the condition changes $\left|h_{\mathrm{SD}}\right|^{2}$ from being the random variable to the constant. For convenience, we define $x$ such that

Hence,
( 98 Since $h_{k D}$ is a random variable with the probability dehsity function $\mathcal{C N}\left(0, \Omega_{k \mathrm{D}}\right),\left|h_{k \mathrm{D}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{k \mathrm{D}}^{-1}\right)$ (see Lemma 1).

$$
\begin{equation*}
p_{\left|k_{k \mathrm{D}}\right|}(x)=\frac{1}{\Omega_{\mathrm{kD}}} \exp \left(-\frac{x}{\Omega_{k \mathrm{D}}}\right) . \tag{3.197}
\end{equation*}
$$

Then,

$$
\begin{align*}
\operatorname{Pr}\left\{\left|h_{k \mathrm{D}}\right|^{2}<\left(2^{2 R}-1\right) \frac{N_{0} W}{P}-x\right\} & =\int_{0}^{\left(2^{2 R}-1\right) \frac{N_{0} W}{P}-x} p_{\left|h_{k \mathrm{D}}\right|^{2}}\left(x^{\prime}\right) d x^{\prime} \\
& =\int_{0}^{\left(2^{2 R}-1\right) \frac{N_{0} W}{P}-x} \frac{1}{\Omega_{\mathrm{kD}}} \exp \left(-\frac{x^{\prime}}{\Omega_{k \mathrm{D}}}\right) d x^{\prime}  \tag{3.198}\\
& =-\left.\exp \left(-\frac{x^{\prime}}{\Omega_{k \mathrm{D}}}\right)\right|_{0} ^{\left(2^{2 R}-1\right) \frac{N_{0} W}{P}-x} \\
& =1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{k \mathrm{D}} P}+\frac{x}{\Omega_{k \mathrm{D}}}\right)
\end{align*}
$$

Then, using (3.191) and (3.198) in (3.186), we obtain

$$
\begin{align*}
& \int_{0}^{2^{2 R}-1} \prod_{k=1}^{K}\left[\begin{array}{l}
1-\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\}\right) \\
\left(1-\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}\right)
\end{array}\right] p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma \\
& +\int_{2^{2 R}-1}^{\infty} \prod_{k=1}^{K} \operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} \frac{p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma / \Delta}{\mathrm{S}_{2}} \\
& \left.=\int_{0}^{2^{2 R}-1} \prod_{k=1}^{K}\left[1-\left(1-\left(1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{\theta} W}{\Omega_{\mathrm{Sk}} P}\right)\right)\right)\right] \quad{ }^{2}\left(1-\left(1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{k \mathrm{D}} P}+\frac{x}{\Omega_{k \mathrm{D}}}\right)\right)\right)\right] p_{p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma} \\
& +\int_{2^{2 R}-1}^{\infty} \prod_{k=1}^{K}\left(1-\exp _{Q 1}\left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{S} k} P}\right)\right) p_{S N R_{\mathrm{Sb}}}(\gamma) d \gamma \cdot ? \cap ? \\
& \left.\left.=\int_{0}^{2^{2 R}} \prod_{k=1}^{K}\left[1-\exp -\frac{\left(2^{2 R} \cap^{1}\right) N_{0} W}{\Omega_{\mathrm{Sk}} P}\right) \right\rvert\, \exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{k \mathrm{D}} P}+\frac{\rho^{2}}{\Omega_{k \mathrm{D}}}\right)\right] \hat{p}_{\mathrm{SN} R_{\mathrm{SD}}}(\gamma) d \gamma  \tag{3.199}\\
& +\int_{2^{2 R}-1}^{\infty} \prod_{k=1}^{K}\left(1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{S} k} P}\right)\right) p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma
\end{align*}
$$

Since $h_{\text {SD }}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{\mathrm{SD}}\right),\left|h_{\mathrm{SD}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{\mathrm{SD}}^{-1}\right)$ (see Lemma 1).

$$
\begin{equation*}
p_{\left|h_{\mathrm{sD}}\right|^{\prime}}(x)=\frac{1}{\Omega_{\mathrm{SD}}} \exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right) . \tag{3.200}
\end{equation*}
$$

From (3.192) and (3.200), we obtain

$$
\begin{equation*}
p_{S N R_{S D}}(\gamma) d \gamma=p_{h_{h_{\text {SD }} \mid}}(x) d x . \tag{3.201}
\end{equation*}
$$

Applying (3.201) in (3.199), the limits of the integration change accordingly.

$=\int_{0}^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}} \prod_{k=1}^{K}\left[1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{sk}} P} \exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{k \mathrm{D}} P}+\frac{x}{\Omega_{k \mathrm{D}}}\right)\right] p_{\left|h_{\mathrm{sD}}\right|^{2}}(x) d x\right.$




By expanding the products and distributing the terms, we obtain
Integrating botry integrands and manipulating them further, we obtain

$$
\begin{aligned}
& \int_{0}^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}} \prod_{k=1}^{K}\left[1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{sk}} P}\right) \exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{kD}} P}+\frac{x}{\Omega_{k \mathrm{D}}}\right)\right] \frac{1}{\Omega_{\mathrm{SD}}} \exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right) d x \\
& +\int_{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}}^{\infty} \prod_{k=1}^{K}\left(1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{Sk}} P}\right)\right) \frac{1}{\Omega_{\mathrm{sD}}} \exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right) d x \\
& =\int_{0}^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}}\left[1+\sum_{l=1}^{K} \sum_{\substack{S \in \mathcal{K} \\
|S|=l}}(-1)^{l} \exp \left(-\sum_{k \in \mathcal{S}}\left(\frac{1}{\Omega_{\mathrm{sk}}}+\frac{1}{\Omega_{k \mathrm{D}}}\right) \frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right) \exp \left(\sum_{k \in \mathcal{S}}\left(\frac{1}{\Omega_{k \mathrm{D}}}\right) x\right)\right] \\
& \frac{1}{\Omega_{\mathrm{SD}}} \exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right) d x \\
& +\sum_{\frac{\left(2^{2 R}-1\right) N_{0} W}{}}^{\infty}\left(1+\sum_{l=1}^{K} \sum_{\substack{\mathcal{C} \mathcal{K} \\
|S|=l}}(-1)^{\prime} \exp \left(-\sum_{k \in S} \frac{1}{\Omega_{\mathrm{SK}}} \frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right) \frac{1}{\Omega_{\mathrm{SD}}} \exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right) d x\right.
\end{aligned}
$$

$$
\begin{aligned}
& +\int_{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}}^{\infty} \frac{1}{\Omega_{\mathrm{sD}}} \exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right)+\sum_{\mid=1}^{K} \sum_{\substack{S \in \mathcal{C} \\
|S|=1}}^{K}(-1)^{l} \exp \left(-\sum_{k \in S} \frac{1}{\Omega_{\mathrm{Sk}}} \frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right) \frac{1}{\Omega_{\mathrm{sD}}} \exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right) d x .
\end{aligned}
$$

$$
\begin{array}{r}
=-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{SD}} P}\right)+1 \\
\exp \left(-\left(\frac{1}{\Omega_{\mathrm{SD}}}+\sum_{k \in \mathcal{S}}\left(\frac{1}{\left.\Omega_{\mathrm{Sk},}\right)} \frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right.\right.\right.
\end{array}
$$

$$
+\sum_{l=1}^{K} \sum_{\substack{\mathcal{S} \mathcal{K} \\|\mathcal{S}|=l}}(-1)^{l} \frac{-\exp \left(-\sum_{k \in \mathcal{S}}\left(\frac{1}{\left.\Omega_{\mathrm{S} k}+\frac{1}{\Omega_{k D}}\right)} \frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right)\right.}{\sum_{k \in \mathcal{S}}\left(\frac{\Omega_{\mathrm{SD}}}{\Omega_{\mathrm{kD}}}\right)-1}
$$

$$
+\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{sD}} P}\right)+\sum_{l=1}^{K} \sum_{\substack{\mathcal{S} \mathcal{K} \\|\mathcal{S}|=1}}(-1)^{l} \exp \left(-\left(\frac{1}{\Omega_{\mathrm{sD}}}+\sum_{k \in \mathcal{S}}\left(\frac{1}{\Omega_{\mathrm{Sk}}}\right)\right) \frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right)
$$

$$
\text { ค } \left.\left.\sum_{k \in \mathcal{S}}\left(\frac{\Omega_{\mathrm{SD}}}{\Omega_{k \mathrm{D}}}\right) \exp \left(-\frac{1}{\Omega_{\mathrm{SD}}}+\sum_{k \in \mathcal{S}}\left(\frac{1}{\Omega_{\mathrm{Sk}}}\right)\right) \frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right)\right]
$$

$$
=1+\sum_{l=1}^{K} \sum_{\substack{\mathcal{S} \mathcal{K} \\|\mathcal{S}|=l}}(-1)^{l} \frac{\left(-\exp \left(-\sum_{k \in \mathcal{S}} \frac{1}{\Omega_{\mathrm{sk}}}+\frac{1}{\Omega_{k \mathrm{D}}}\right) \frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right)}{\sum_{k \in \mathcal{S}}\left(\frac{\Omega_{\mathrm{SD}}}{\Omega_{k \mathrm{D}}}\right)-1}
$$

$$
\begin{aligned}
& =-\left.\exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right)\right|_{0} ^{\frac{\left(2^{2 R}-1\right) N_{0} W}{P}}
\end{aligned}
$$

$$
\begin{aligned}
& =1+\sum_{l=1}^{K} \sum_{\mathcal{S} \mathcal{K} K}(-1)^{l} \frac{\left[\begin{array}{l}
\sum_{k \in \mathcal{S}}\left(\frac{\Omega_{\mathrm{SD}}}{\Omega_{\mathrm{kD}}}\right) \exp \left(-\left(1+\sum_{k \in \mathcal{S}}\left(\frac{\Omega_{\mathrm{SD}}}{\Omega_{\mathrm{Sk}}}\right)\right) \frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{SD}} P}\right) \\
-\exp \left(-\sum_{k \in \mathcal{S}}\left(\frac{\Omega_{\mathrm{SD}}}{\Omega_{\mathrm{Sk}}}+\frac{\Omega_{\mathrm{SD}}}{\Omega_{k \mathrm{D}}}\right) \frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{SD}} P}\right)
\end{array} \sum_{k \in \mathcal{S}}\left(\frac{\Omega_{\mathrm{SD}}}{\Omega_{k \mathrm{D}}}\right)-1\right.}{\text { Substituting } \Omega_{\mathrm{sk}}=d_{\mathrm{Sk}}^{-\alpha}, \Omega_{\mathrm{hb}}=d_{\mathrm{kD}}^{-\alpha}, \Omega_{\mathrm{SD}}=d_{\mathrm{SD}}^{-\alpha} \quad \text { into (3.204), and }}
\end{aligned}
$$ comparing it with (3.9) yields (3.179). Q.E.D.

3.3.4 Computation time comparison

It should be noted that the approximations in the literature were not done for reducing computational complexity. The approximations were done only because it was difficult to analyze the exact formula, and can even use longer computation time. We compare the computation time used by the proposed exact formula and the approximated formulas in the literature as shown in Table 4. The testing computer is the Intel Pentium M processor 1.6 GHz with 768 MB of RAM. The testing software is MATLAB version 7.2.9.232 (R2006a) using the command cputime, which returns the CPU time that has been used by the MATLAB process in seconds. It can be observed that the approximation formula for low SNR regime uses much longer computation time than the exact formula. Therefore, there is no need to apply the approximation formula for low SNR because it is not only less accurate but also less efficient in computation, especially when the number of relays gets large. Compared to the approximation formula for high SNR, the exact formula uses around the same computation time. Therefore, the exact formula provides adcuracy without Infroducing the computational burden,

Table 4 Computation time comparison between exact and approximated formulas

| Number of relays | Exact | Approx. low SNR | Approx. high SNR |
| :---: | :---: | :---: | :---: |
| 2 | 0.02 | 0.13 | 0.02 |
| 3 | 0.02 | 0.16 | 0.02 |


| 4 | 0.02 | 0.18 | 0.02 |
| :---: | :--- | :--- | :--- |
| 5 | 0.03 | 0.23 | 0.02 |
| 6 | 0.03 | 0.36 | 0.02 |
| 7 | 0.03 | 0.59 | 0.03 |
| 8 | 0.03 | 0.98 | 0.03 |
| 9 | 0.04 | 1.82 | 0.03 |
| 10 | 0.07 | 3.72 | 0.06 |
| 11 | 0.07 | 6.82 | 0.06 |
| 12 | 0.23 | 27.75 | 0.10 |
| 13 |  | 55.91 | 0.21 |
| 14 |  |  | 0.41 |

### 3.4 Smart Selective Decode-and-forward Scheme

The formula for calculating the outage probability of the smart selective decode-and-forward scheme does hot exist in standard materials due to the complication, which is more than all fixed selective decode-and-forward schemes. Without an analytical result, the smart selective decode-and-forward scheme can only be studied by computer simulations. In this thesis, we propose a formula that can calculate the exact value at any SNR.

For doing comparisons ameng different schemes later, the outage probability is still a function of a/ desired transmission rate $R$ and an average signal-tonoise ratio SNR, where the average signal-to-noise ratio in this case is the average signal-to-noise atio of the link betwelen the source node and the destination node. The average signal-to-noise ratio of the link between other pair of nodes is the function of the average signal-to-noise ratio of the link between the source node and the destination node. The formula for exact value at any SNR is provided in Theorem 4.

Theorem 4 : The outage probability, which is obtained from employing the cooperative diversity with the smart selective decode-and-forward scheme in the wireless relay network having $K$ relay nodes, at a transmission rate of $R$ and at an average signal-to-
noise ratio of the link between the source node and the destination node of SNR is given by [28]

$$
\begin{align*}
& \mathbb{P}_{\text {out }}^{\text {SSD }}(R, \mathrm{SNR})=1-\exp \left(-\frac{2^{R}-1}{\mathrm{SNR}}\right) \\
& +\sum_{l=1}^{K} \sum_{\substack{\mathcal{S} \mathcal{K}}}(-1)^{l} \frac{\exp \left(-\sum_{k \in \mathcal{S}}\left(\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}+\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right) \frac{2^{2 R}-1}{\mathrm{SNR}}\right)\left(\exp \left(\left(\sum_{k \in \mathcal{S}}\left(\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)-1\right) \frac{2^{R}-1}{\mathrm{SNR}}\right)-1\right)}{\sum_{k \in \mathcal{S}}\left(\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)-1} \tag{3.205}
\end{align*}
$$

where $\mathcal{K} \in\{1,2,3, \ldots, K\}$ is the set of the indices of all relay nodes, $\mathcal{S}$ is a subset of $\mathcal{K}$, $|\mathcal{S}|$ is the cardinality of the set $S . / \mathbb{P}_{\text {out }}^{\text {SSDF }}$ denotes the outage probability of the smart selective decode-and-forward scheme, $d_{\text {sp }}$ is the distance between the source node and the destination node, $\boldsymbol{d}_{\mathrm{Sk}}$ is the distance between the source node and the $k$ th relay node, $d_{k \mathrm{D}}$ is the distance between the $k$ th relay node and the destination node, and $\alpha$ is the path loss exponent; $\{\bar{\pi} \rho \bar{m} /$

Proof : From the definition, the outage probability is the probability that the higher between the instantaneous mutual information of the link from the source node to the destination node without transmission time dividing and the maximum among all relay nodes of the minimum between the instantaneous mutual information of the link from the source node to the relay node and the instantaneous mutual information of the combined links from the source node to the destination node and from the relay node to the destination node with two time slots dividing falls below the desired transmission

where $I_{\text {SD }}$ denotes the instantaneous mutual information between the source node and the destination node, $I_{\mathrm{Sk}}$ denotes the instantaneous mutual information between the
source node and the $k$ th relay node, $I_{\text {SD+kD }}$ denotes the instantaneous mutual information between the source node combined with the $k$ th relay node and the destination node, where both of them are the functions of the instantaneous signal-tonoise ratio, denoted by $S N R_{\mathrm{sk}}$ and $S N R_{\mathrm{sD}}, S N R_{\mathrm{kD}}$, respectively, between the source node and the $k$ th relay node, and between the source node and the destination node and between the $k$ th relay node and the destination node. The factor of $1 / 2$ takes into account the loss due to dividing the transmission into two time slots.

By introducing the condition on the channel coefficients of the links from the source node to the destination node with marginalization, the new expression equals the previous expression but becomes distributive and can be further manipulated.

$$
\begin{aligned}
& \operatorname{Pr}\left\{\max \left\{I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right), \max _{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{\mathrm{SD}+\mathrm{bD}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}\right\}<R\right\} \\
& =\operatorname{Pr}\left\{\bigcap_{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R \bigcap I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right)<R\right\} \\
& =\int_{0}^{\infty} \operatorname{Pr}\left\{\bigcap _ { k } \operatorname { m i n } \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} \frac{\left.\left.\left.I_{\mathrm{SD}+\mathrm{kD}}\left(S N R_{\mathrm{kD}}+S N R_{\mathrm{SD}}\right)\right\}<R \bigcap I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right)<R\right\} S N R_{\mathrm{SD}}=\gamma\right\}}{}\right.\right.
\end{aligned}
$$

$$
p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma
$$

$$
=\int_{0}^{\infty} \operatorname{Pr}\left\{I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right)<R \mid S N R_{\mathrm{SD}}=\gamma\right\}
$$

$$
\prod_{k=1}^{K} \operatorname{Pr}\left\{\left.\min \left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right), \frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)\right\}<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\} p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma
$$

$$
\begin{equation*}
\prod_{k=1}^{K}\left[1-\operatorname{Pr}\left\{\left.\frac{1}{2} I_{S \mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \geq R \frac{1}{6} \frac{I_{\mathrm{SD}}-k \mathrm{D}}{}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right) \geq R \right\rvert\, S N R_{\mathrm{SD}} \varrho \gamma\right\}\right] p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma \tag{3.207}
\end{equation*}
$$

The joint probability becomes a product of probabilities because the condition on the instantaneous signal-to-noise ratio between the source node and the destination node introduces the independence between the two events, which depend on the instantaneous signal-to-noise ration between the source node and the $k$ th relay node,
and the instantaneous signal-to-noise ratio between the $k$ th relay node and the destination node and the instantaneous signal-to-noise ratio between the source and the destination node.

$$
\begin{aligned}
& \int_{0}^{\infty} \operatorname{Pr}\left\{I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right)<R \mid S N R_{\mathrm{SD}}=\gamma\right\} \\
& \prod_{k=1}^{K}\left[1-\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \geq R \wedge \frac{1}{2} I_{\mathrm{SD}}+k \mathrm{DD}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right) \geq R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}\right] p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma \\
& =\int_{0}^{\infty} \operatorname{Pr}\left\{I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right)<R \mid S N R_{\mathrm{SD}}=\gamma\right\} \\
& \prod_{k=1}^{K}\left[\begin{array}{l}
1-\operatorname{Pr}\left\{\begin{array}{l}
\left.\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right) \geq R S N R_{\mathrm{SD}}=\gamma\right\} \\
\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{kD}}+S N R_{\mathrm{SD}}\right) \geq R S N R_{\mathrm{SD}}=\gamma\right\}
\end{array}\right] p_{\mathrm{SNR} R_{\mathrm{SD}}}(\gamma) d \gamma
\end{array}\right. \\
& =\int_{0}^{\infty} \operatorname{Pr}\left\{I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right)<R \mid S N R_{\mathrm{SD}}=\gamma\right\} \\
& \left.\prod_{k=1}^{K}\left[\begin{array}{l}
1-\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R S N R_{\mathrm{SD}}=\gamma\right\}\right. \\
\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{SD}+\mathrm{LD}}\left(S N R_{\mathrm{KD}} \pm S N R_{\mathrm{SD}}\right)<R S N R_{\mathrm{SD}}=\gamma\right\}\right.
\end{array}\right]\right]_{\mathrm{SNR}_{\mathrm{SD}}}(\gamma) d \gamma \\
& =\int_{0}^{\infty} \operatorname{Pr}\left\{I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right) \leq R \mid S N R_{\mathrm{SD}}=\gamma\right\}
\end{aligned}
$$

where the last line comes from the independence between the channel coefficient from the source node to the $k$ th relay node and the channel coefficient from the source node to the destination node. Considering the remaining conditional probabilities, they becomes zero when

$$
\begin{equation*}
I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right) \geq R, \tag{3.209}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{1}{2} I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right) \geq R \tag{3.210}
\end{equation*}
$$

respectively, because the strength of the channel from the source node to the destination node alone guarantees that the mutual information of the direct link and the mutual information of the combined links exceed the targeted transmission rate. Given the instantaneous signal-to-noise ratio between the source node and the destination node, the instantaneous mutual information between the source node and the destination node can be calculated by

$$
\begin{equation*}
I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right)=\log _{2}\left(1+S N R_{\mathrm{SD}}\right) \tag{3.211}
\end{equation*}
$$

Also, given the instantaneous signal-to-noise ratio between the $k$ th relay node and the destination node and the instantaneous signal-to-noise ratio between the source node and the destination node, the instantaneous mutual information between source node combined with the $k$ th relay node and the destination node can be calculated by

Therefore,

$$
\begin{equation*}
I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{sD}}+S N R_{\mathrm{kD}}\right)=\log _{2}\left(1+S N R_{\mathrm{SD}}+S N R_{k \mathrm{D}}\right) . \tag{3.212}
\end{equation*}
$$

and

$$
\operatorname{Pr}\left\{I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right)<R \mid S N R_{\mathrm{SD}}=\gamma\right\}=\left\{\begin{array}{l}
0, \gamma \geq 2^{R}-1  \tag{3.213}\\
1, \gamma<2^{R}-1
\end{array},\right.
$$

$$
\begin{aligned}
& \text { Hence, the integration can be split into three intervals with different integrands. }
\end{aligned}
$$

$$
\begin{aligned}
& \int_{0}^{\infty} \operatorname{Pr}\left\{I_{\mathrm{SD}}\left(S N R_{\mathrm{SD}}\right)<R \mid S N R_{\mathrm{SD}}=\gamma\right\} \\
& \prod_{k=1}^{K}\left[\begin{array}{l}
1-\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\}\right) \\
\left(1-\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{SD}+\mathrm{kD}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}\right)
\end{array}\right] p_{S N R_{\mathrm{SD}}(\gamma) d \gamma}
\end{aligned}
$$

$$
\begin{align*}
& \left.+\int_{2^{R}-1}^{2^{2 R}-1}(0) \prod_{k=1}^{K}\left[\begin{array}{l}
1-\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{S k}\left(S N R_{S k}\right)<R\right\}\right. \\
\left(1-\operatorname{Pr}\left\{\left.\frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\left(S N R_{\mathrm{kD}}+S N R_{\mathrm{SD}}\right)<R \right\rvert\, S N R_{\mathrm{SD}}=\gamma\right\}\right.
\end{array}\right]\right) p_{\mathrm{SNR}_{\mathrm{SD}}}(\gamma) d \gamma \\
& +\int_{2^{2 R-1}}^{\infty}(0) \prod_{k=1}^{K}\left[1-\left(1-\operatorname{Py}\left\{\frac{1}{2} I_{S k}\left(S N R_{S k}\right)<R\right\}\right)(1-0)\right] p_{S N R_{S D}}(\gamma) d \gamma \\
& =\int_{0}^{2^{R}-1} \prod_{k=1}^{K}\left[\begin{array}{l}
1-\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\}\right. \\
\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{SD}+\mathrm{DD}}\left(S N R_{\mathrm{kD}}+S N R_{\mathrm{SD}}\right)<R S N R_{\mathrm{SD}}=\gamma\right\}\right)
\end{array}\right] p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma . \tag{3.215}
\end{align*}
$$

and the $k$ th relay node, the instantaneous mutual information between the source node and the $k$ th relay node canbe calculated by


O $9 / \sim$ Tre instantaneous signal-to-hoise ratio is the squared modulus of the complex channel coefficient between the source node and the $k$ th relay node, multiplied by the average transmit signal power at the source node $P \triangleq \mathbb{E}\left\{\left|x_{s}\right|^{2}\right\}$, and divided by the noise power spectral density at the $k$ th relay node, which is assumed to be $N_{0}$ for all relay nodes, and divided by the transmission bandwidth $W$.

$$
\begin{equation*}
S N R_{\mathrm{sk}}=\frac{\left|h_{\mathrm{sk}}\right|^{2} P}{N_{0} W}, \tag{3.217}
\end{equation*}
$$

where $P, N_{0}$, and $W$ are constant, and $\left|h_{\text {sk }}\right|^{2}$ is a random variable. Thus,

$$
\begin{align*}
\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\} & =\operatorname{Pr}\left\{\frac{1}{2} \log _{2}\left(1+\frac{\left|h_{\mathrm{Sk}}\right|^{2} P}{N_{0} W}\right)<R\right\}  \tag{3.218}\\
& =\operatorname{Pr}\left\{\left.h_{\mathrm{Sk}}\right|^{2}<\left(2^{2 R}-1\right) \frac{N_{0} W}{P}\right\} .
\end{align*}
$$

Since $h_{\text {sk }}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{\mathrm{sk}}\right),\left|h_{\mathrm{Sk}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{\mathrm{sk}}^{-1}\right)$ (see Lemma 1).

Therefore,



Now, let consider the conditional probability. The instantaneous signal-to-noise ratios are the squared modulus of the complex channel coefficient between the source node and the destination node, and the $k$ th relay node and the destination node, respectively, multiplied by the average transmit signal power at the $k$ th relay node, which is assume to equal that of the source node $\mathbb{E}\left\{\left|x_{k}\right|^{2}\right\}=P$, and divided by
the noise power spectral density at the destination $N_{0}$, and divided by the transmission bandwidth $W$.

$$
\begin{equation*}
S N R_{\mathrm{SD}}=\frac{\left|h_{\mathrm{sD}}\right|^{2} P}{N_{0} W} \tag{3.221}
\end{equation*}
$$

where $P, N_{0}$, and $W$ are constant, and $\left|h_{\mathrm{SD}}\right|^{2}$ and $\left|h_{\mathrm{kD}}\right|^{2}$ are random variables. Thus,

where the last line comes from the fact that the condition changes $\left|h_{\mathrm{SD}}\right|^{2}$ from being the random variable to the constant.For convenience, we define $x$ such that


Hence,


Since $h_{k \mathrm{D}}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{k \mathrm{D}}\right),\left|h_{k \mathrm{D}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{k \mathrm{D}}^{-1}\right)$ (see Lemma 1).

Then,

$$
\begin{equation*}
p_{h_{h_{0} \mathrm{O}} \mid}(x)=\frac{1}{\Omega_{\mathrm{kD}}} \exp \left(-\frac{x}{\Omega_{\mathrm{kD}}}\right) . \tag{3.226}
\end{equation*}
$$

Then, using (3.220) and (3.227) in (3.215), we obtain

$$
\begin{aligned}
& \int_{0}^{2^{R}-1} \prod_{k=1}^{K}\left[\begin{array}{l}
1-\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{Sk}}\left(S N R_{\mathrm{Sk}}\right)<R\right\}\right. \\
\left(1-\operatorname{Pr}\left\{\frac{1}{2} I_{\mathrm{SD}+\mathrm{kD}}\left(S N R_{k \mathrm{D}}+S N R_{\mathrm{SD}}\right)<R\left(S N R_{\mathrm{SD}}=\gamma\right\}\right.\right.
\end{array}\right] \begin{array}{l}
p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma
\end{array}
\end{aligned}
$$

$$
\begin{aligned}
& =\int_{0}^{2^{R}-1} \prod_{k=1}^{K}\left[1-\exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{\mathrm{Sk}} P}\right) \exp \left(-\frac{\left(2^{2 R}-1\right) N_{0} W}{\Omega_{k \mathrm{D}} P}+\frac{x}{\Omega_{k \mathrm{D}}}\right)\right] p_{S N R_{\mathrm{SD}}}(\gamma) d \gamma .
\end{aligned}
$$

Since $h_{\text {SD }}$ is a random variable with the probability density function $\mathcal{C N}\left(0, \Omega_{\mathrm{SD}}\right),\left|h_{\mathrm{SD}}\right|^{2}$ is an exponentially distributed random variable with the probability density function $\exp \left(\Omega_{\mathrm{SD}}^{-1}\right)$ (see Lemma 1).

$$
\begin{equation*}
p_{\left|h_{\mathrm{sD}}\right|^{\prime}}(x)=\frac{1}{\Omega_{\mathrm{SD}}} \exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right) . \tag{3.229}
\end{equation*}
$$

From (3.221) and (3.229), we obtain

$$
\begin{equation*}
p_{S N R_{S_{D}}}(\gamma) d \gamma=p_{\left.h_{\text {Sol }}\right|^{2}}(x) d x . \tag{3.230}
\end{equation*}
$$

Applying (3.230) in (3.228), the limits of the integration change accordingly.


$$
\begin{align*}
= & \int_{0}^{\frac{\left(2^{R}-1\right) N_{0} W}{P}} \frac{1}{\Omega_{\mathrm{SD}}} \exp \left(-\frac{x}{\Omega_{\mathrm{SD}}}\right)+\sum_{l=1}^{K} \sum_{\mathcal{S} \mathcal{S} \mathcal{K}}(-1)^{l} \exp \left(-\sum_{k \in \mathcal{S}}\left(\frac{1}{\Omega_{\mathrm{Sk}}}+\frac{1}{\Omega_{k \mathrm{D}}}\right) \frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right) \\
& \frac{1}{\Omega_{\mathrm{SD}}} \exp \left(\left(\sum_{k \in \mathcal{S}}\left(\frac{1}{\Omega_{k \mathrm{D}}}\right)-\frac{1}{\Omega_{\mathrm{SD}}}\right) x\right) d x . \tag{3.232}
\end{align*}
$$

Integrating the integrand and manipulating them further, we obtain


$$
\begin{aligned}
& =1-\exp \left(-\frac{\left(2^{R}-1\right) N_{0} W}{\Omega_{\mathrm{sD}} P}\right) \\
& +\sum_{l=1}^{K} \sum_{\substack{ \\
|S| \mathcal{K} \\
\mid S l l}}(-1)^{l} \frac{\exp \left(-\sum_{k \in \mathcal{S}}\left(\frac{1}{\Omega_{\mathrm{sk}}}+\frac{1}{\Omega_{\mathrm{kD}}}\right) \frac{\left(2^{2 R}-1\right) N_{0} W}{P}\right)\left(\exp \left(\left(\sum_{k \in \mathcal{S}}\left(\frac{1}{\Omega_{\mathrm{kD}}}\right)-\frac{1}{\Omega_{\mathrm{SD}}}\right) \frac{\left(2^{R}-1\right) N_{0} W}{P}\right)-1\right)}{\sum_{k \in \mathcal{S}}\left(\frac{\Omega_{\mathrm{SD}}}{\Omega_{\mathrm{kD}}}\right)-1} \\
& =1-\exp \left(-\frac{\left(2^{R}-1\right) N_{0} W}{\Omega_{\mathrm{sD}} P}\right)
\end{aligned}
$$

$$
\begin{aligned}
& \text { Substituting } \Omega_{\mathrm{Sk}}=d_{\mathrm{Sk}}^{-\alpha}, \Omega_{\mathrm{kD}}=d_{\mathrm{kD}}^{-\alpha} \Omega_{\mathrm{SD}}=d_{\mathrm{SD}}^{-\alpha} \text { into (3.233), and comparing it with (3.9) }
\end{aligned}
$$ yields (3.205).

## Q.E.D. $2 / 2 \mathrm{M} / 2$

### 3.5 Verification with Computer Simulations

In this section, we verify the analytical outage probabilities with Monte Carlo simulations. To cover several cases, we vary the number of relay nodes at 1,4 , or 9 , and the target transmission rate at $1 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}, 2 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$, or $4 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$. The relay nodes are arranged in grid topology between the source node and the destination node, between which the distance is 1000 m . Allcurves are plotted las a functionsof SNR, which is the average signal-to-noise ratio betweeh the source node and the destination node.

probabilities of the fixed selective decode-and-forward without direct link combining scheme, the fixed selective decode-and-forward with direct link combining scheme, and the smart selective decode-and-forward scheme with the number of relay nodes $K=\{1,4,9\}$ and at a rate $R=\{1,2,4\} \mathrm{b} / \mathrm{s} / \mathrm{Hz}$, as a function of the SNR . It can be observed that the analytical results are in good agreement with the simulation results,
showing the validity of our analytical expressions in Theorem 1 - Theorem 4. Note that the outage probabilities of the fixed selective decode-and-forward without direct link combining obtained from Theorem 1 and Theorem 2 are exactly the same and give the overlap curves, which can be seen as one curve. This verifies that Theorem 2 simplifies the calculation in Theorem 1 without injuring exactness.


Figure 6 Verification of the outage probabilities of all analyzed cooperative diversity
schemes at a rate of $1 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 1 -relay network
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Figure 7 Verification of the outage probabilities of all analyzed cooperative diversity


Figure 8 Verification of the outage probabilities of all analyzed cooperative diversity schemes at a rate of $1 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 9 -relay network


Figure 9 Verification of the outage probabilities of all analyzed cooperative diversity


Figure 10 Verification of the outage probabilities of all analyzed cooperative diversity schemes at a rate of $2 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 4-relay network


Figure 11 Verification of the outage probabilities of all analyzed cooperative diversity


Figure 12 Verification of the outage probabilities of all analyzed cooperative diversity schemes at a rate of $4 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 1 -relay network


Figure 13 Verification of the outage probabilities of all analyzed cooperative diversity


Figure 14 Verification of the outage probabilities of all analyzed cooperative diversity schemes at a rate of $4 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 9 -relay network

### 3.6 Results and Discussions

First, we show that the approximated outage probabilities of the fixed selective decode-and-forward with direct link combining scheme provided in Proposition 2 and Proposition 3 only work in specific cases, and become not handy in general. In Figure 15, we reproduce the parameters used to demonstrate the approximations in the literature, namely, at a rate of $1 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ and 4 relay nodes with an artificial topology where all links have equal average signal-to-noise ratio. The approximation in low SNR regime is from Proposition 2, and the approximation in high SNR regime is from Proposition 3, and the exact value is from our analysis in Theorem 3. The approximation from Proposition 2 gets olose to the exact value in low SNR regime, while the approximation from Proposition 3 gets close to the exact value in high SNR regime. In Figure 16, we change the topology to grid topology, and the approximation in low SNR regime does not work, while the approximation in high SNR is still reasonable. In Figure 17, we change the number of relay nodes to 1 relay node, and the approximation in high SNR does not work either. Therefore, the approximations in the literature are not reliable, and our exact analyses are necessary.

Then, we examine the performance gain of using cooperative diversity schemes over direct communication in terms of outage probability with various parameters. The outage probability of direct communication is provided in Proposition 1. In Figure 18, the target rate is $2 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$, and the number of relay nodes is 4 . Compared to direct communication all cooperative diversity schemes offerdiversity gain with the same diversity gain order, which canbe observed from the slopes of the curves. Among the cooperative diversity schemes, the fixed selective decode-and-forward with direct link combining scheme is superior to the fixed selective decode-and-forward without direct link combining scheme, and the smart selective decode-and-forward scheme is in turn superior to the fixed selective decode-and-forward with direct link combining scheme. As we increase the number of relay nodes, both the diversity gain order and the performance gain are larger for all cooperative diversity schemes as shown in Figure 19 and Figure 20, where we increase the number of relay nodes to 9 relay nodes and 15
relay nodes, respectively. Also, the performance gap between the fixed selective decode-and-forward with direct link combining scheme and the smart selective decode-and-forward scheme becomes smaller. Therefore, the ability, to decide to cooperate or not cooperate, introduced in the smart selective decode-and-forward scheme can be overlooked in favor of the simpler fixed selective decode-and-forward with direct link combining scheme in such environment. Another cause that can give the same effect is the decreased target rate as shown in Figure 21, where we decrease the target rate to 1 $\mathrm{b} / \mathrm{s} / \mathrm{Hz}$. It can be observed that the gap between the fixed selective decode-and-forward with direct link combining scheme and the smart selective decode-and-forward scheme becomes smaller.

In Figure 22, we increase the target rate to $4 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$. It can be observed that the diversity gain obtained from cooperative diversity schemes is still preserved, but the cooperative diversity schemes, without the ability to decide to cooperate or not cooperate, namely, the fixed selective decode-and-forward without direct link combining scheme and the fixed selective decode-and-forward with direct link combining scheme, offer the performance gain over direct communication after the thresholds of average signal-to-noise ratio. This is because both fixed cooperative diversity schemes require higher received energy per bit to compensate the transmission rate due to dividing the transmission into two time slots. The similar problem can occur when we decrease the number of relay nodes as shown in Figure 23, where we keep the target rate at $2 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ but decrease the onumber of relay nodes to 2 relay nodes. It can be observed that the diversity gain optained from cooperative diversity schemes is still preserved, but the cooperative diversity schemes, without the ability to decide to cooperate or not cooperate, namely, the fixed selective decode-and-forward without direct link combining scheme and the fixed selective decode-and-forward with direct link combining scheme, offer the performance gain over direct communication after the thresholds of average signal-to-noise ratio. In any cases, the smart selective decode-and-forward scheme always offer good performance gain over direct communication as shown in Figure 24, where we further increase the target rate to $4 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$.


Figure 15 The case that the approximated outage probabilities of the fixed selective decode-and-forward with direct link combining scheme in the literature are satisfying: a rate of $1 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 4-relay network where all link have equal average signal-to-noise


Figure 16 The case that the approximated outage probability of the fixed selective decode-and-forward with direct link combining scheme in the literature for low SNR regime is unsatisfying: a rate of $1 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 4-relay network with grid topology


Figure 17 The case that the approximated outage probability of the fixed selective decode-and-forward with direct link combining scheme in the literature for high SNR regime is unsatisfying: a rate of $1 \mathrm{~b} / \mathrm{b} / \mathrm{s} / \mathrm{Hz}$ for 1 -relay network with grid topology


Figure 18 Outage probability comparisons of all considered cooperative diversity schemes at a rate of $2 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 4-relay network with direct communication


Figure 19 Outage probability comparisons of all considered cooperative diversity schemes at a rate of $2 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 9 -relay network with direct communication


Figure 20 Outage probability comparisons of all considered cooperative diversity schemes at a rate of $2 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 15 -relay network with direct communication


Figure 21 Outage probability comparisons of all considered cooperative diversity schemes at a rate of $1 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 4 -relay network with direct communication


Figure 22 Outage probability comparisons of all considered cooperative diversity schemes at a rate of $4 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 4 -relay network with direct communication


Figure 23 Outage probability comparisons of all considered cooperative diversity schemes at a rate of $2 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 2 -relay network with direct communication


Figure 24 Outage probability comparisons of all considered cooperative diversity schemes at a rate of $4 \mathrm{~b} / \mathrm{s} / \mathrm{Hz}$ for 2-relay network with direct communication

## CHAPTER IV <br> OUTAGE CAPACITY

We have seen that the cooperative diversity can really improve the reliability. Another desirable aspect of the cooperative diversity is the improvement in capacity. In order to examine this expectation, we have to quantify the capacity for explicitly measuring how much the improvement is obtained and for comparing the considered schemes with different sets of factors. One of the important measures of capacity is the outage capacity. This chapter first analyzes the outage capacities of the considered cooperative diversity schemes. Then, the obtained formulas lead to the follow-up theories that draw insights with analytical proofs. The obtained formulas as well as the follow-up theories are verified by computer simulations with several sets of parameters. Then, the formulas are used to provide numerical results with comparisons and discussions.

### 4.1 Direct Communication

In order to examine whether the used cooperative diversity scheme really provides advantage in the employed environment and how much the improvement is, we have to compare the performance when the cooperative diversity scheme is being used to the performance when the cooperative diversity scheme is not being used. Accordingly, before we consider the outage capacities of the cooperative diversity schemes, the outage capacity of the direct communication is analyzed here to serve as a benchmarking.
apacity is straightforward and is available in standard materials. The outage capacity is a function of an acceptable outage probability $\varepsilon$ and an average signal-to-noise ratio SNR. The formula is provided in Proposition 4.

Proposition 4: The outage capacity, which is obtained from direct communication between the source node and the destination node, at an outage probability of $\varepsilon$ and at
an average signal-to-noise ratio of the link between the source node and the destination node of SNR is given by [27]

$$
\begin{gather*}
C_{\text {out }}^{\mathrm{DC}}(\varepsilon, \mathrm{SNR})=\log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right),  \tag{4.1}\\
\mathrm{SNR} \triangleq d_{\mathrm{SD}}^{-\alpha} \frac{P}{N_{0} W}
\end{gather*}
$$

where $C_{\text {out }}^{\mathrm{DC}}$ denote the outage capacity of the direct communication, $d_{\mathrm{SD}}$ is the distance between the source node and the destination node, and $\alpha$ is the path loss exponent.

Proof : From the definition, the outage capacity is the maximum transmission rate, between the source node and the destination node, that is guaranteed to be supported if outages are allowed to occur within a determined probability.

$$
\begin{equation*}
C_{\text {out }}^{\text {DC }}(\varepsilon, \mathrm{SNR})=\max R \tag{4.2}
\end{equation*}
$$

$$
\text { zsubject to } \mathbb{P}_{\text {out }}^{\mathrm{DC}}(R, \mathrm{SNR}) \leq \epsilon
$$

which can be solved by first finding the cumulative distribution function of the mutual information between the source node and the destination node, that is,

Then, solving $x^{*}$ such that $F\left(x^{*}\right)=\varepsilon$ yields the outage capacity. Since we already knew the outage probability, it is not necessary to calculate the cumulative distribution function of the mutualinformation between the source node and the destination node, and the optimizer is the transmission rate $R$ such that

From Proposition 1,

$$
\begin{equation*}
\mathbb{P}_{\text {out }}^{\mathrm{DC}}(R, \mathrm{SNR})=1-\exp \left(-\left(\frac{2^{R}-1}{\mathrm{SNR}}\right)\right) . \tag{4.4}
\end{equation*}
$$

By equating (4.4) to $\epsilon$, that is,

$$
\begin{equation*}
1-\exp \left(-\left(\frac{2^{R}-1}{\mathrm{SNR}}\right)\right)=\epsilon . \tag{4.5}
\end{equation*}
$$

Then, $R$ becomes $C_{\text {out }}^{\mathrm{DC}}(\varepsilon, \mathrm{SNR})$.


### 4.2 Fixed Selective Decode-and-forward without Direct Link Combining Scheme

 without direct link combining scheme does not exist in standard materials, due to the complication, which is more than finding the average capacity. Without an analytical result, the outage capacity can only be studied by computer simulations. In this thesis, we propose a formula that can calculate the value analytically.

For doing comparisons among different schemes later, the outage capacity is still a function of an acceptable outage probability $\epsilon$ and an average signal-to-noise ratio SNR, where the average signal-to-noise ratio in this case is the average
signal-to-noise ratio of the link between the source node and the destination node. The average signal-to-noise ratio of the link between other pair of nodes is the function of the average signal-to-noise ratio of the link between the source node and the destination node. The formula is provided in Theorem 5.

Theorem 5: The outage capacity, which is obtained from employing the cooperative diversity with the fixed selective decode-and-forward without direct link combining scheme in the wireless relay network having $K$ relay nodes, at an acceptable outage probability of $\epsilon$ and at an average signal-to-noise ratio of the link between the source node and the destination node of SNR is given by [29]

$$
\begin{equation*}
C_{\text {out }}^{\mathrm{FSDF}-\text { nodirect }}(\varepsilon, \mathrm{SNR})=\frac{1}{2} \log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}} \mathrm{-nodiriect}}\right)\right), \tag{4.10}
\end{equation*}
$$

in which $w_{\varepsilon}^{\text {FSDF-nodirect }}$ is solved from $w^{\text {ESDFF-nodirect }}$ in the equation

$$
\begin{equation*}
\left.\epsilon=\prod_{k=1}^{k}\left[\frac{1-\exp }{1}-\frac{d_{\mathrm{Sk}}^{\alpha}+d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)\right], \tag{4.11}
\end{equation*}
$$

after applying the transformation

where $C_{\text {out }}^{\text {ESDF-ndirect }} 9$ denotes the outage, capacity of the fixed selective decode-andforward without direct link combining scheme, $d_{\text {SD }}$ is the ldistance between the source node and the destination node, $d_{\mathrm{Sk}}$ is the distance between the sourche node and the $k$ th felay node, dis the distance between the $k$ th relay and the destination node, and $\alpha$ is the path loss exponent.

Proof : From the definition, the outage capacity is the maximum end-to-end transmission rate, trough the flow from the source node via the selected relay node to the destination node, that is guaranteed to be supported if outages are allowed to occur within a determined probability.

$$
\begin{align*}
C_{\text {out }}^{\text {FSDF-nodirect }}(\varepsilon, \mathrm{SNR})= & \max R \\
& \text { subject to } \mathbb{P}_{\text {out }}^{\mathrm{FSDF} \text {-nodirect }}(R, \mathrm{SNR}) \leq \epsilon \tag{4.13}
\end{align*}
$$

which can be solved by first finding the cumulative distribution function of the maximum among all relay nodes of the minimum between the instantaneous mutual information of the link from the source node to the relay node and the instantaneous mutual information of the link from the relay node to the destination node, that is,

$$
F(x)=\operatorname{Pr}\left\{\max _{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}, \frac{1}{2} I_{k \mathrm{D}}\right\}<x\right\} .
$$

Then, solving $x^{*}$ such that $F\left(x^{*}\right)=\varepsilon$ yields the outage capacity. Since we already knew the outage probability, it is not necessary to calculate the cumulative distribution function of the maximum among all relay nodes of the minimum between the instantaneous mutual information of the link from the source node to the relay node and the instantaneous mutual information of the link from the relay node to the destination node, and the optimizer is the transmission rate $R$ such that

From Theorem 2,

$$
\begin{equation*}
\mathbb{P}_{\text {out }}^{\mathrm{FSDF}} \mathrm{nodirect}(R, \mathrm{SNR})=\prod_{k=1}^{K}\left[1-\exp \left(-\frac{d_{\mathrm{Sk}}^{\alpha}+d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right)\right] \text {. } \tag{4.15}
\end{equation*}
$$


Then, $R$ becomes $C_{\text {out }}^{\text {FSDF-nodirect }}(\varepsilon, \mathrm{SNR})$.

Unfortunately, the expression cannot be manipulated further to solve for $C_{\text {out }}^{\text {FSDF-nodirect }}(\epsilon$, SNR $)$. With careful inspection, we propose a transformation

$$
\begin{equation*}
w^{\mathrm{FSDF}-\text { nodirect }}=\exp \left(-\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right), \tag{4.18}
\end{equation*}
$$

to apply to the left-hand-side expression in (4.16), denoted as the function $f(R, \mathrm{SNR})$.

The intuitive reasons behind the proposed transformation are as follows. First, the domain of the transformed function is bounded between 0 and 1. Therefore, efficient solving is promising. Second, the transformation maps both $R$ and SNR into a single domain. Hence, writing $R$ as a function of SNR by knowing a single parameter can be expected. Third, as will be shown later, the transformed function is continuous and strictly decreasing. So, the equation solving can be done.
$w^{\text {FSDF-nodirect }}$-domain. Then, we show that $F\left(w^{\text {FSDF-nodirect }}\right)$ is continuous. Since $\frac{d_{\mathrm{Sk}}^{\alpha}+d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}$ is a constant, $w^{\text {FsDF-nodirec }} \frac{d_{s k}^{\alpha}+d_{k 0}^{\alpha}}{d_{s i n}}$ the additive rule, the function $1-x$ is continuous. Hence,
which is the composite function of those two continuous functions, is continuous. Last, due to the multiplicative rule,
is continuous, so $F\left(w^{\text {FSDF-nodirect }}\right)$ is continuous.

From Lemma 2, $F\left(w^{\text {FSDF-nodirect }}\right)$ is strictly decreasing and is bounded between 0 and 1. Hence, we can efficiently solve for the unique $w_{\varepsilon}^{\text {FSDF-nodirect }} \in(0,1]$ in
that is,

$$
\begin{equation*}
F\left(w_{\varepsilon}^{\mathrm{FSDF}-\text { nodirect }}\right)=\epsilon, \tag{4.20}
\end{equation*}
$$

which means


0 - 0
Therefore, at a given $\varepsilon, C_{\text {outt }}^{\text {FSp-nodirect }}(\varepsilon, S N R)$ can be written as a function of SNR via a single parameter, which is $w_{\varepsilon}^{\mathrm{FSDF-nodirect}}$. This indicates that the characteristic of the wireless Pelay network, parameterized by $\left\{d_{\mathrm{sD}}^{\alpha}, d_{\mathrm{sk}}^{\alpha}, d_{\mathrm{kD}}^{\alpha} ; \forall \mathrm{k} \in \mathcal{K}\right\}$, , S , दumped into the
single parameter. By taking logarithms on both sides,

$$
\begin{equation*}
-\left(\frac{2^{2 C_{\text {out }}^{\mathrm{FSDF}-\text { odiriect }}(\varepsilon, \mathrm{SNR})}-1}{\mathrm{SNR}}\right)=\ln \left(w_{\varepsilon}^{\mathrm{FSDF}-\text { nodirect }}\right) \tag{4.25}
\end{equation*}
$$

which can be manipulated further to

$$
\begin{equation*}
2^{2 C_{\text {out }}^{\text {FSDF-nodirect }}(\varepsilon, \mathrm{SNR})}=1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}} \mathrm{-nodirect}}\right) \tag{4.26}
\end{equation*}
$$

Taking logarithms on both sides again and dividing both sides by 2 yield (4.10). Q.E.D.

Lemma 2 : The function $F(x):(0,1] \rightarrow[0,1)$ defined by

is strictly decreasing, and is bounded between 0 and 1 .

Proof: Let $x, y \in \mathbb{R}$, where


By powering thoroughly with a constant $c_{1}, /$


By multiplying -1 thoroughly,


By adding 1 thoroughly,

Changing the constant from $c_{1}$ to $c_{2}$, we obtain

By multiplying (4.31) and (4.32), we obtain

$$
\begin{equation*}
1>\left(1-x^{c_{1}}\right)\left(1-x^{c_{2}}\right)>\left(1-y^{c_{1}}\right)\left(1-y^{c_{2}}\right)>0 \tag{4.33}
\end{equation*}
$$

Introducing $C_{3}$ until $C_{K}$ and using mathematical induction, we obtain

$$
\begin{equation*}
1>\prod_{k=1}^{K}\left(1-x^{c_{k}}\right)>\prod_{k=1}^{K}\left(1-y^{c_{k}}\right)>0 \tag{4.34}
\end{equation*}
$$

By choosing

$$
\begin{equation*}
c_{k}=\frac{d_{\mathrm{sk}}^{\alpha}+d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{sD}}^{\alpha}} \tag{4.35}
\end{equation*}
$$

we obtain
which means

Theorem 6 : The outage capacity, which is obtained from employing the cooperative diversity with the fixed selective decode-and-forward with direct link combining scheme in the wireless relay network having $K$ relay nodes, at an acceptable outage probability of $\epsilon$ and at an average signal-to-noise ratio of the link between the source node and the destination node of SNR is given by [28]

where $\mathcal{K} \in\{1,2,3, \ldots, K\}$ is the set of the indices of all relay nodes, $\mathcal{S}$ is a subset of $\mathcal{K}$, $|\mathcal{S}|$ is the cardinality of the set $\mathcal{S}, C_{\text {out }}^{\text {FSDF-direct }}$ denotes the outage capacity of the fixed selective decode-and of orward yith odirect link combining scheme, $d_{\text {SD }}$ is the distance between the source node and the destination hode, $d_{s k}$ is the distance between the source node and the $k$ th relay node $d_{k D}$ is the disfance between the $k$ th relay and the destination node, and $\alpha$ is the path loss exponent. d b 6

Proof : From the definition, the outage capacity is the maximum end-to-end transmission rate, trough the flow from the link between the source node and the selected relay node to the combined links between the selected relay node and the destination node and between the source node and the destination node, that is guaranteed to be supported if outages are allowed to occur within a determined probability.

$$
\begin{align*}
C_{\text {out }}^{\text {FSDF-direct }}(\varepsilon, \mathrm{SNR})= & \max R  \tag{4.41}\\
& \text { subject to } \mathbb{P}_{\text {out }}^{\mathrm{FSDF} \text {-direct }}(R, \mathrm{SNR}) \leq \epsilon
\end{align*}
$$

which can be solved by first finding the cumulative distribution function of the maximum among all relay nodes of the minimum between the instantaneous mutual information of the link from the source node to the relay node and the instantaneous mutual information of the combined links between the relay node and the destination node and between the source node and the destination node, that is,

$$
\begin{equation*}
F(x)=\operatorname{Pr}\left\{\max _{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}, \frac{1}{2} I_{\mathrm{SD}+\mathrm{kD}}\right\}<x\right\} \tag{4.42}
\end{equation*}
$$

Then, solving $x^{*}$ such that $F\left(x^{*}\right)=\varepsilon$ yields the outage capacity. Since we already knew the outage probability, it is not necessary to calculate the cumulative distribution function of the maximum among all-relay nodes of the minimum between the instantaneous mutual information of the link from the source node to the relay node and the instantaneous mutual information of the combined links between the relay node and the destination node and between the source node and the destination node, and the optimizer is the transmission rate $R$ sucb that

From Theorem 3,



By equating (4.44) to $\epsilon$, that is,

$$
\begin{equation*}
1+\sum_{l=0}^{K} \sum_{\substack{\mathcal{S} \mathcal{K} \\|S|=l}}(-1)^{l} \frac{\sum_{k \in \mathcal{S}}\left(\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right) \exp \left(-\left(1+\sum_{k \in \mathcal{S}}\left(\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)\right) \frac{2^{2 R}-1}{\mathrm{SNR}}\right)-\exp \left(-\sum_{k \in \mathcal{S}}\left(\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}+\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right) \frac{2^{2 R}-1}{\mathrm{SNR}}\right)}{\sum_{k \in \mathcal{S}}\left(\frac{d_{\mathrm{LD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)-1}=\epsilon \tag{4.45}
\end{equation*}
$$

Then, $R$ becomes $C_{\text {out }}^{\text {FSDF-direct }}(\varepsilon, \mathrm{SNR})$.


Unfortunately, the expression cannof/abe manipulated further to solve for $C_{\text {out }}^{\text {FSDF-direct }}(\epsilon, \mathrm{SNR})$. With carefulisispection, we propose a transformation

$$
\begin{equation*}
w^{\text {Fsbe-direct }}=\exp \left(-\left(\frac{2^{2 R}-1}{\mathrm{SNR}}\right)\right), \tag{4.47}
\end{equation*}
$$

to apply to the left-hand-side expression in (4.45), denoted as the function $f(R, \mathrm{SNR})$.
The intuitive reasons behind the proposed transformation are as follows.
First, the domain of the transformed function ils bounded between 0 and 1. Therefore, efficient solving is promising. Second, the transformation maps both $R$ and SNR into a single domain. Hence, writing $R$ as a function of SNR by knowing a single parameter can be expected कhird, as will be showh later, the transformed function is continuous and strictly decreasing. So, the equation solving can be done.

By applying the transformation to the function $f(R, S N R)$, we obtain
$1+\sum_{l=0}^{K} \sum_{\substack{\mathcal{S} \mathcal{K} \\|S| l \mid}}(-1)^{l} \frac{\sum_{k \in \mathcal{S}}\left(\frac{d_{k \mathrm{~S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right) \exp \left(-\left(1+\sum_{k \in \mathcal{S}}\left(\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)\right) \frac{2^{2 R}-1}{\mathrm{SNR}}\right)-\exp \left(-\sum_{k \in \mathcal{S}}\left(\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}+\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right) \frac{2^{2 R}-1}{\mathrm{SNR}}\right)}{\sum_{k \in \mathcal{S}}\left(\frac{d_{k \mathrm{~S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)-1}$
 $w^{\text {ESDF-direct }}$-domain. Then, we show that $F\left(w^{\text {ESDF-direct }}\right)$ is continuous. Since $\sum_{k \in \mathcal{S}}\left(\frac{d_{\mathrm{S} k}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)$ and $\sum_{k \in \mathcal{S}}\left(\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)$ is a constant, $w^{\text {ESDF-direct }+\sum_{\text {ks }}\left(\frac{d_{\mathrm{sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)}$ and $w^{\text {ESDF-direct } \sum_{k S}\left(\frac{d_{\mathcal{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{d_{\mathrm{d}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)}$ are parabolic functions, which are continuous. The numerator
is the linear combination of those two parabolic functions, so it is continuous. The denominator is a constant. The linear combination of all terms is continuous, so $F\left(w^{\text {FSDF-direct }}\right)$ is continuous.

PFrom Lemma $3, F\left(W^{\text {PiDPFdrecg }}\right)$ is strictly decreasing. Hence, we can efficiently solvelfor the unique $w_{\varepsilon}^{\text {FSDF-direct }} \in(0,1]$ in
that is,

After solving for $w_{\varepsilon}^{\text {FSDF-direct }}$, by taking inverse transformation to

$$
\begin{equation*}
w^{\mathrm{FSDF}-\text { direct }}=w_{\varepsilon}^{\mathrm{FSDF}-\text { direct }}, \tag{4.51}
\end{equation*}
$$

we obtain
which means


Therefore, at a given $\varepsilon, C_{\text {out }}^{\text {FSDF-direct }}(\varepsilon$, SNR $)$ can be written as a function of SNR via a single parameter, which is $w_{\varepsilon}^{\text {FSDF-dired }}$. This indicates that the characteristic of the wireless relay network, parameterized by $\left\{d_{\mathrm{sD}}^{\alpha}, d_{\mathrm{sk}}^{\alpha}, d_{\mathrm{kD}}^{\alpha} ; \forall k \in \mathcal{K}\right\}$, is lumped into the single parameter. By taking logarithms or both sides,

which can be manipulated further to


Taking logarithms on both sides again and dividing both sides by 2 yield (4.38). Q.E.D.


is strictly decreasing, and is bounded between 0 and 1 .

Proof: From Theorem 3, it can be shown that


Using mathematical induction,

Since $d_{\mathrm{SD}}^{\alpha} \exp \left(-d_{\mathrm{SD}}^{\alpha} x\right)>0$ for any $x$,
$\prod_{k=1}^{K}\left(1-w_{2}^{\frac{d_{S k}^{\alpha}}{d_{\mathrm{SD}}} \frac{d^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}} \exp \left(d_{k \mathrm{D}}^{\alpha} x\right)\right) d_{\mathrm{SD}}^{\alpha} \exp \left(-d_{\mathrm{SD}}^{\alpha} x\right)<\prod_{k=1}^{K}\left(1-w_{1}^{\frac{d_{S k}^{\alpha}}{d_{S D}^{\alpha}}} \frac{d_{\frac{\alpha}{\alpha}}^{\alpha}}{d_{\mathrm{SD}}} \exp \left(d_{k \mathrm{D}}^{\alpha} x\right)\right) d_{\mathrm{SD}}^{\alpha} \exp \left(-d_{\mathrm{SD}}^{\alpha} x\right)$

Define two functions $f_{y_{1}}(x)$ and $f_{y_{2}}(x)$, where
where $I$ is an interval, and

$$
\begin{equation*}
f_{y_{1}}(x)<f_{y_{2}}(x), \quad \forall x \in I \tag{4.64}
\end{equation*}
$$

$$
\begin{equation*}
f_{y_{2}}(x)-f_{y_{1}}(x)>0, \quad \forall x \in I^{\prime} \subset I \tag{4.65}
\end{equation*}
$$

where $I^{\prime}$ is any interval such that $I^{\prime} \subset I$. Then, then the integral of $f_{y_{1}}(x)$ over $I$ will be less than the integral of $f_{y_{2}}(x)$ over $I$, that is,

$$
\begin{equation*}
\int_{I_{1}} f_{y_{1}}(x) d x<\int f_{y_{2}}(x) d x . \tag{4.66}
\end{equation*}
$$

It can be shown easily that the expressions on both sides of the inequality in (4.63) are continuous. Thus, the inequality holds for $x \in[0, \delta]$ for $\delta>0$. Therefore, if we consider that $\mathcal{F}=\{0, \delta\}, y_{1}=w_{1}$, and $y_{2}=w_{2}$, then With the same approach, we obtain 989 ?

Since we defined $w_{1}<w_{2}, F\left(w^{\text {FSDF-direct }}\right)$ is strictly decreasing. Q.E.D.

### 4.4 Smart Selective Decode-and-forward Scheme

The formula for calculating the smart selective decode-and-forward scheme does not exist in standard materials, due to the complication, which is more than finding the average capacity. Without an analytical result, the outage capacity can only be studied by computer simulations. In this thesis, we propose a formula that can calculate the value analytically.

For doing comparisons among different schemes later, the outage capacity is still a function of an acceptable outage probability $\epsilon$ and an average signal-to-noise ratio SNR, where the average signal-to-noise ratio in this case is the average signal-to-noise ratio of the link between the source node and the destination node. The average signal-to-noise ratio of the link-between other pair of nodes is the function of the average signal-to-noise ratio of the link-between the source node and the destination node. The formula is provided in Theorem 7 .

Theorem 7: The outage capacity, which is obtained from employing the cooperative diversity with the smart selective decode-and-forward scheme in the wireless relay network having $K$ relay nodes, at an acceptable outage probability of $\epsilon$ and at an average signal-to-noise ratio of the link between the source node and the destination node of SNR is giveñ by [28]



$$
\begin{equation*}
+\sum_{l=0}^{K} \sum_{\substack{S \subset \mathcal{K} \\|S|=l}}(-1)^{l} \frac{\exp \left(-\sum_{k \in \mathcal{S}}\left(\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}+\frac{d_{\mathrm{kD}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right) \frac{2^{2 R}-1}{\mathrm{SNR}}\right)\left(\exp \left(\left(\sum_{k \in \mathcal{S}}\left(\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)-1\right) \frac{2^{R}-1}{\mathrm{SNR}}\right)-1\right)}{\sum_{k \in \mathcal{S}}\left(\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)-1} \tag{4.70}
\end{equation*}
$$

after applying the transformation

$$
\begin{equation*}
w^{\mathrm{SSDF}}=\exp \left(-\left(\frac{2^{R}-1}{\mathrm{SNR}}\right)\right) \tag{4.71}
\end{equation*}
$$

where $\mathcal{K} \in\{1,2,3, \ldots, K\}$ is the set of the indices of all relay nodes, $\mathcal{S}$ is a subset of $\mathcal{K}$, $|\mathcal{S}|$ is the cardinality of the set $\mathcal{S}, C_{\text {out }}^{\text {SSDF }}$ denotes the outage capacity of the smart selective decode-and-forward scheme, $d_{S D}$ is the distance between the source node and the destination node, $d_{S k}$ is the distance between the source node and the $k$ th relay node, $d_{k \mathrm{D}}$ is the distance between the $k$ th relay and the destination node, and $\alpha$ is the path loss exponent.

Proof: From the definition, the outage capacity is the maximum end-to-end transmission rate, trough the better flow between the flow from the source node to the destination node without transmission time dividing and the flow from the link between the source node and the selected relay node to the combined links between the selected relay node and the destination node and between the source node and the destination node, that is guaranteed to be supported if outages are allowed to occur within a determined probability.

which can be solyed by first finding, the cumulative distribution function of the higher between the instantaneous mutual-information of the-link from the source node to the destination node and the maximum among all relaynodes of the minîmum between the instantaneous mutual information of the link from the source node to the relay node and the instantaneous mutual information of the combined links between the relay node and the destination node and between the source node and the destination node, that is,

$$
\begin{equation*}
F(x)=\operatorname{Pr}\left\{\max \left\{I_{\mathrm{SD}}, \max _{k} \min \left\{\frac{1}{2} I_{\mathrm{Sk}}, \frac{1}{2} I_{\mathrm{SD}+k \mathrm{D}}\right\}\right\}<x\right\} \tag{4.73}
\end{equation*}
$$

Then, solving $x^{*}$ such that $F\left(x^{*}\right)=\varepsilon$ yields the outage capacity. Since we already knew the outage probability, it is not necessary to calculate the cumulative distribution function of the higher between the instantaneous mutual information of the link from the source node to the destination node and the maximum among all relay nodes of the minimum between the instantaneous mutual information of the link from the source node to the relay node and the instantaneous mutual information of the combined links between the relay node and the destination node and between the source node and the destination node, and the optimizer is the transmission rate $R$ such that

From Theorem 4,

$+\sum_{l=0}^{K} \sum_{\substack{S \mathcal{K}}}(-1)^{l} \frac{\exp \left(-\sum_{k \in \mathcal{S}}\left(\frac{d_{S k}^{\alpha}}{d_{S D}^{\alpha}}+\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right) \frac{2^{2 R}-1}{d_{\mathrm{SD}}}\right)\left(\exp \left(\left(\sum_{k \in \mathcal{S}}\left(\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)-1\right) \frac{2^{R}-1}{\mathrm{SNR}}\right)-1\right)}{\sum_{k \in S}\left(\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)-1}$
By equating (4.75) to
$1-\exp \left(-\frac{2^{R}-1}{\mathrm{SNR}}\right)+\frac{1}{4}$


Then, $R$ becomes $C_{\text {out }}^{\text {SSDF }}(\varepsilon, \mathrm{SNR})$.

$$
\epsilon=1-\exp \left(-\frac{2^{2_{\mathrm{Cout}}^{\mathrm{Sop}}(\varepsilon, \mathrm{SNR})}-1}{\operatorname{SNR}}\right)+
$$

Unfortunately, the expression cannot be manipulated further to solve for $C_{\text {out }}^{\text {SSDF }}(\epsilon, \mathrm{SNR})$. With careful inspection, we propose a transformation

$$
\begin{equation*}
w^{\text {SSDF }}=\exp \left(-\left(\frac{2^{R}-1}{S N R}\right)\right) \tag{4.78}
\end{equation*}
$$

to apply to the left-hand-side expression in (4.76), denoted as the function $f(R, \mathrm{SNR})$.

The intuitive reasons behind the proposed transformation are as follows. First, the domain of the transformed function is bounded between 0 and 1 . Therefore, efficient solving is promising. Second, the transformation maps both $R$ and SNR into a single domain and a residual SNR. Hence, writing $R$ as a function of SNR by knowing a single parameter at each SNR can be expected. Third, as will be shown later, the transformed function is continuous and strictly decreasing. So, the equation solving can be done.

By applying the transformation to the function $f(R, \mathrm{SNR})$, we obtain



The transformed function, denoted by $F\left(w^{\text {SSDF }}\right)$, is now in $w^{\text {SSDF }}$ domain. Then, we show that $\bar{F}\left(w^{\text {SDDF }}\right)$ is continuous, when an SNR is given. Since $\sum_{k \in S}\left(\frac{d_{\mathrm{Sk}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)$ and $\sum_{k \in \mathcal{S}}\left(\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)$ is a constant, $w^{\left.\frac{1}{\mathrm{SSDF}} \sum_{k \in S} \frac{\left(d_{\mathrm{SD}}^{\alpha}\right)}{d_{\mathrm{SD}}^{\alpha}}\right)}$ is parabolic function, which is continuous. Since a logarithmic function is continuous, the polynomial $2 \ln \left(w^{\text {SSDF }}\right)-\left(\ln w^{\text {SSDE }}\right)^{2}$ SNR is continuous. Since an exponential function is continuous, the composite function between the exponential function and the parabolic function is continuous. Hence,
is continuous. Due to multiplicative rule, the numerator

is continuous. The denominatof is al constant. Athe linear combination of all terms is continuous, so $F\left(w^{\text {SSDF }}\right)$ is continuous.
Q 98 From lemma 4.6the function $F\left(\mathrm{f}^{\text {ssPF }}\right)$ is strigtly decreasing on
$w^{\text {sSDF }} \in(0,1]$. Therefore, we can efficiently solve for the unique $w_{\varepsilon, \text { SNR }}^{\text {SSD }} \in(0,1]$ in

$$
\begin{equation*}
F\left(w_{\varepsilon, \mathrm{SNR}}^{\mathrm{SSDF}}\right)=\epsilon, \tag{4.80}
\end{equation*}
$$

that is,

After solving for $w_{\varepsilon, \text { SNR }}^{\mathrm{SSDF}}$, by taking inverse transformation to
we obtain
which means


Therefore, at a given $\varepsilon$ and $\operatorname{SNR}, C_{\text {out }}^{\text {SSDF }}(\varepsilon, \operatorname{SNR})$ can be found via a single parameter, which is $S_{\varepsilon, S \mathrm{SNR}} \mathrm{SSD}$. This indicates that the characteristic of the wireless relay network, parameterized by $\left\{d_{\mathrm{sD}}^{\alpha}, d_{\mathrm{Sk}}^{\alpha}, d_{\mathrm{kD}}^{\alpha} ; \forall k \in \mathcal{K}\right\}$, is lumped into the single parameter. By taking logarithms on both sides,



$$
\begin{equation*}
2^{C_{\mathrm{Suf}}^{\mathrm{Sop}}(\varepsilon, \mathrm{SNR})}=1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon, \mathrm{SNR}}^{\mathrm{SDFF}}}\right) . \tag{4.86}
\end{equation*}
$$

Taking logarithms on both sides again yields (4.69).
Q.E.D.

Lemma 4 : The function $F\left(w^{\text {SSDF }}\right)$ defined by

$$
\begin{align*}
& F\left(w^{\mathrm{SSDF}}\right) \triangleq 1-w^{\mathrm{SSDF}}+ \\
& \sum_{l=0}^{K} \sum_{\substack{\mathcal{S} \subseteq \mathcal{K}}}(-1)^{l} \frac{\exp \left(2 \ln \left(w^{\mathrm{SSDF}}\right)-\left(\ln w^{\mathrm{SSDF}}\right)^{2} \mathrm{SNR}\right)^{\sum_{k \in \mathcal{S}}\left(\frac{d_{\mathrm{S}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}} \frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right.}\left(w^{\mathrm{SSDF}}{ }^{1-\sum_{k \in \mathcal{S}}\left(\frac{d_{k D}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)}-1\right)}{\sum_{k \in \mathcal{S}}\left(\frac{d_{k \mathrm{D}}^{\alpha}}{d_{\mathrm{SD}}^{\alpha}}\right)-1} \tag{4.87}
\end{align*}
$$

is strictly decreasing.

Proof: Let $g:[0, \infty) \rightarrow[0, \infty)$ denote a function

$$
\begin{equation*}
g(a) \triangleq 2 a+\mathrm{SNR} a^{2} \tag{4.88}
\end{equation*}
$$

Function $g$ is strictly increasing because


Hence, $g$ is a bijection, and $g^{-1}$ exists and is strictly increasing. By fixing $\operatorname{SNR}>0$, we show that function $\tilde{f}:[0, \infty) \rightarrow[0,1]$ below is strictly increasing:

$$
\begin{equation*}
\tilde{f}(y) \triangleq \mathbb{P}\left\{\max \left\{\max _{k \in \mathcal{K}} \min \left\{\left|h_{\mathrm{sk}}\right|^{2},\left|h_{\mathrm{SD}}\right|^{2}+\left|h_{\mathrm{kD}}\right|^{2}\right\}, g\left(\left|h_{\mathrm{SD}}\right|^{2}\right)\right\} \leq y\right\} \tag{4.90}
\end{equation*}
$$

Let $0 \leq y_{1}<y_{2}$ be given. We want to show that $\tilde{f}\left(y_{1}\right)<\tilde{f}\left(y_{2}\right)$. Let

since $a_{2}$ and $y_{2}$ are positive, $6109198 \cap$ ?

$$
0<\beta<1
$$

which gives the left-most inequality, and since

$$
y_{2}<g\left(y_{2}\right)
$$

we obtain

$$
g^{-1}\left(y_{2}\right)<y_{2},
$$

which gives the right-most inequality. Now, consider

$$
\tilde{f}\left(y_{2}\right)-\tilde{f}\left(y_{1}\right)=\mathbb{P}\left\{y_{1}<\max \left\{\max _{k \in \mathcal{K}} \min \left\{\left|h_{\mathrm{Sk}}\right|^{2},\left|h_{\mathrm{SD}}\right|^{2}+\left|h_{k \mathrm{D}}\right|^{2}\right\}, g\left(\left|h_{\mathrm{SD}}\right|^{2}\right)\right\} \leq y_{2}\right\} .
$$

Since one event is a subset of the others,

$$
\begin{aligned}
& \mathbb{P}\left\{y_{1}<\max \left\{\max _{k \in \min }\left\{\left|h_{\mathrm{Sk}}\right|^{2},\left|h_{\mathrm{SD}}\right|^{2}+\left|h_{\mathrm{kD}}\right|^{2}\right\}, g\left(\left|h_{\mathrm{SD}}\right|^{2}\right)\right\} \leq y_{2}\right\} \\
& \geq \mathbb{P}\left\{\begin{array}{l}
\forall k \in \mathcal{K}, y_{1}<\left|h_{\mathrm{s}}\right|^{2} \leq y_{2} \wedge \forall k \in \mathcal{K},(1-\beta) y_{2}<\left|h_{\mathrm{kD}}\right|^{2} \leq(1-\beta) y_{2} \\
\wedge \beta y_{1}<\left|h_{\mathrm{SD}}\right|^{2} \leq \beta y_{2} \wedge y_{1}<g\left(\left|h_{\mathrm{SD}}\right|^{2}\right) \leq y_{2}
\end{array}\right\} .
\end{aligned}
$$

Due to independence and the definition of $\beta$, we can take the inverse $g^{-1}$ in the inequalities to obtain

$$
\mathbb{P}\left\{\begin{array}{l}
\forall k \in \mathcal{K}, y_{1}<h_{\mathrm{Sk}}^{2} \leq y_{2} \wedge \forall k \in \mathcal{K},(1-\beta) y_{2}<\left|h_{\mathrm{kD}}\right|^{2} \leq(1-\beta) y_{2} \\
\wedge \beta y_{1}<\left|h_{\mathrm{SD}}\right|^{2} \leq \beta y_{2} \wedge y_{1} \leqslant g\left(\left|h_{\mathrm{SD}}\right|^{2}\right) \leq y_{2}
\end{array}\right\}=
$$

$$
\left[\prod_{k \in \mathbb{R}}\left\{\mathbb{P}\left\{y_{1}<\left|h_{\mathrm{Sk}}\right|^{2} \leq y_{2}\right\}\right] \times\left[\prod_{k \in \mathcal{K}} \mathbb{P}\left\{\left.(1-\beta) y_{1}\langle | h_{\mathrm{sk}}\right|^{2} \leq(1-\beta) y_{2}\right\}\right]\right.
$$

$$
\times \mathbb{P}\left\{\beta y_{1}<\left|h_{\mathrm{SD}}\right|^{2} \leq a_{2} \wedge a_{1}<\left|h_{\mathrm{sD}}\right|^{2} \leq a_{2}\right\}
$$

$$
6 a
$$

Since each probability termis positive, $9 \approx 9 N E \cap ? \approx$

which gives

$$
\tilde{f}\left(y_{2}\right)-\tilde{f}\left(y_{1}\right)>0
$$

and so $\tilde{f}\left(y_{1}\right)<\tilde{f}\left(y_{2}\right)$.

Considering $F\left(w^{\text {SSDF }}\right)$, it can be verified that

$$
F\left(w^{\mathrm{SSDF}}\right)=\tilde{f}\left(g\left(\ln \frac{1}{w^{\mathrm{SSDF}}}\right)\right), \quad 0<w^{\mathrm{SSDF}} \leq 1,
$$

and hence is strictly decreasing on $w^{\text {SSDF }} \in(0,1]$.
Q.E.D.

### 4.5 Follow-up Theories

The analyzed outage capacities lead to insights with analytical proofs as follows. First, we loosely compare the outage capacities of the considered schemes in Lemma 5.

Lemma 5 : The outage capacities of the three considered schemes satisfy
for any $\epsilon$ and SNR.

Proof: Since

From

$$
\begin{align*}
& \text { 6 } \quad R_{\text {FSDF-direct }} \leq R_{\text {SSDF }} \text {. } \tag{4.93}
\end{align*}
$$

and

$$
\begin{equation*}
R_{k \mathrm{D}}=\frac{1}{2} \log _{2}\left(1+S N R_{k \mathrm{D}}\right), \tag{4.95}
\end{equation*}
$$

we know that

$$
\begin{equation*}
R_{\mathrm{MRC}}(k)>R_{k \mathrm{D}}, \quad \forall k \tag{4.96}
\end{equation*}
$$

because $S N R_{\text {sk }}>0$ and $\log _{2}(\cdot)$ is a strictly increasing function. Therefore, from

$$
\begin{equation*}
R_{\mathrm{FSDF}-\text { direct }}=\max _{k \in \mathcal{K}} \min \left\{R_{\mathrm{Sk}}, R_{\mathrm{MRC}}(k)\right\}, \tag{4.97}
\end{equation*}
$$

and
we obtain

$$
\begin{equation*}
R_{\mathrm{FSDF}-\text { nodirect }}=\max _{k \in \mathcal{K}} \min \left\{R_{\mathrm{Sk}}, R_{k \mathrm{D}}\right\} \tag{4.98}
\end{equation*}
$$

Then, it can be verified that

$$
\begin{equation*}
R_{\text {ESDF-nodifirect }} \leq \overline{R_{\text {FSDF-direct }}} \tag{4.99}
\end{equation*}
$$

which gives (4.91) almost surely.
Q.E.D.

At first sight, the cooperative diversity seems to unconditionally provide advantage over the direct communication, and the results on outage probabilities support that conjecture. On the other hand, when we concern about outage capacity, the using cooperative diversity is not always beneficial. We show the limitation of the considered cooperative diversity schemes in Propositions 5, 6, and 7. Also, we show that it is possible to use cooperative diversity schemes only when they are beneficial in Corollary 1 and Corollary 2 .

คนนย้วิทยทรัพยากร
Proposition 5 : In the high signal-to-noise ratio regime, we have

and in the low signal-to-noise ratio regime, we have

$$
\begin{equation*}
\lim _{\mathrm{SNR} \rightarrow 0} \frac{C_{\text {out }}^{\text {FSDF-ndiriect }}(\epsilon, \mathrm{SNR})}{C_{\text {out }}^{\mathrm{DC}}(\epsilon, \mathrm{SNR})}=\frac{1}{2} \frac{\ln \left(w_{\varepsilon}^{\text {FSDF-nodirect }}\right)}{\ln (1-\epsilon)} . \tag{4.102}
\end{equation*}
$$

Proof: Let's consider the high signal-to-noise ratio regime. Since

$$
\begin{equation*}
C_{\text {out }}^{\mathrm{FSDF-nodirect}}(\varepsilon, \mathrm{SNR})=\frac{1}{2} \log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}} \text {-nodirect }}\right)\right) \tag{4.103}
\end{equation*}
$$

and

$$
\begin{equation*}
C_{\mathrm{out}}^{\mathrm{DC}}(\varepsilon, \mathrm{SNR})=\log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right) \tag{4.104}
\end{equation*}
$$

the limit of the ratio can be written as


By the I'Hospital's rule, we take differentiation for both the numerator and the denominator with respect to SNR.

$=\frac{1}{2 \ln 2} \frac{1}{\left(1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\text {FSDF-nodirect }}}\right)\right)} \frac{d 1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\text {FSDF-nodirect }}}\right)}{d \mathrm{SNR}}$ (chain rule)
$=\frac{1}{2 \ln 2} \frac{1}{\left(1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\text {FSDF-nodirect }}}\right)\right.} \ln \left(\frac{1}{w_{\varepsilon}^{\text {FSDF-nodirect }}}\right)$,
and
$\frac{d \log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)}{d \mathrm{SNR}}=\frac{1}{\ln 2} \frac{d \ln \left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)}{d \mathrm{SNR}}$
$=\frac{1}{\ln 2} \frac{1}{\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)} \frac{d 1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)}{d \mathrm{SNR}} \quad$ (chain rule)
$=\frac{1}{\ln 2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)$
$\ln \left(\frac{1}{1-\varepsilon}\right)$.
Now, we obtain


By the 'Hospital's rule, we take another differentiation for both the numerator and the denominator with respect to SNR .

$$
\lim _{\mathrm{SNR} \rightarrow \infty} \frac{\frac{1}{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right) \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}}(1+\mathrm{SNdirect}}\right.}{\left.1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}-\text {-odirect }}}\right)\right) \ln \left(\frac{1}{1-\varepsilon}\right)}=
$$


which gives (4.101).

Now, we consider the low signal-to-noise ratio regime. The limit of the ratio can be written as

$$
\begin{equation*}
\lim _{\mathrm{SNR} \rightarrow 0} \frac{C_{\text {out }}^{\mathrm{FSDF}-\text { nodirect }}(\epsilon, \mathrm{SNR})}{C_{\text {out }}^{\mathrm{DC}}(\epsilon, \mathrm{SNR})}=\lim _{\mathrm{SNR} \rightarrow 0} \frac{\frac{1}{2} \log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{{w_{\varepsilon}^{\mathrm{FSDF}}}^{\mathrm{FSodirect}}}\right)\right)}{\log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)} . \tag{4.113}
\end{equation*}
$$

By the I'Hospital's rule, we take differentiation for both the numerator and the denominator with respect to SNR.

where



ะจุุหาลงกรณ์มหาวิทยาลัย

$$
\frac{d \log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)}{d \mathrm{SNR}}=\frac{1}{\ln 2} \frac{d \ln \left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)}{d \mathrm{SNR}}
$$

$$
=\frac{1}{\ln 2} \frac{1}{\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)} \frac{d 1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)}{d \mathrm{SNR}}
$$

Now, we obtain

$$
\begin{align*}
& =\frac{1}{\ln 2} \frac{1}{\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)} \frac{d 1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)}{d \mathrm{SNR}}  \tag{4.116}\\
& =\frac{1}{\ln 2} \frac{1}{\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)} \ln \left(\frac{1}{1-\varepsilon}\right)
\end{align*}
$$


which gives (4.102).


In the high signal-to-noise ratio regime, the outage capacity indicates that the fixed selective decode-and-forward without direct-link combining scheme is always worse than direct communication. In particular, direct communication offers double outage capacity, irrespective of $w_{\varepsilon}^{\text {FSDF-nodirect }}$. This means that the loss in degrees of freedom due to signal repetition is detrimental compared to the gain in diversity using cooperation. In the low signal-to-noise ratio regime, the topology of the relay network,
which determines $w_{\varepsilon}^{\text {FSDF-nodirect }}$, can make the ratio to be greater or less than 1 . If it is greater than 1, i.e.,

$$
\begin{equation*}
w_{\varepsilon}^{\text {FSDF-nodirect }}<(1-\epsilon)^{2}, \tag{4.118}
\end{equation*}
$$

then the fixed selective decode-and-forward without direct-link combining scheme will provide higher outage capacity than direct communication (in the low signal-to-noise ratio regime). On the other hand, if the topology of the relay network makes

then the fixed selective decode-and-forward without direct-link combining scheme will provide lower outage capacity than direct communication in both high and low signal-tonoise ratio regimes. Intuitively, supposing all relay nodes are very far from the source and destination nodes, it is likely that the loss in degrees of freedom due to dividing the channel into two time slots dominates the improvement of the received signal strength from maximum ratio combining.

Suppose that the topology of the relay nodes yields a performance gain to the fixed selective decode-and-forward without direct-link combining scheme. The performance gain will become smaller as a function of signal-to-noise ratio, and vanish eventually. Then, the performance gain turns out to be a performance loss. Thus, we expect that there exists an SNR threshold at which both the fixed selective decode-and-forward without direct-link combining scheme and direct communication provide equal outage calpacity, resulting in Corollary 1.
 have the same outage capacity is given by

$$
\begin{equation*}
\mathrm{SNR}_{\text {threshold }}=\frac{2 \ln (1-\varepsilon)-\ln \left(w_{\varepsilon}^{\mathrm{FSDF} \text {-nodirect }}\right)}{(\ln (1-\varepsilon))^{2}} . \tag{4.119}
\end{equation*}
$$

Proof: Since SNR $_{\text {threshold }}$ is the SNR such that

$$
\begin{equation*}
C_{\text {out }}^{\mathrm{DC}}(\varepsilon, \mathrm{SNR})=C_{\text {out }}^{\text {FSDF-nodirect }}(\varepsilon, \mathrm{SNR}) \tag{4.120}
\end{equation*}
$$

we equate (4.1) and (4.10), that is,

$$
\begin{equation*}
\log _{2}\left(1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{1-\varepsilon}\right)\right)=\frac{1}{2} \log _{2}\left(1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{w_{\varepsilon}^{\text {FSDF-nodirect }}}\right)\right) \tag{4.121}
\end{equation*}
$$

By multiplying both sides with $2 \ln 2$, we obtain
$2 \ln 2 \log _{2}\left(1+\mathrm{SNR}_{\text {threshoid }} \ln \left(\frac{1}{1-\varepsilon}\right)\right)=\ln 2 \log _{2}\left(1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{w_{\varepsilon}^{\text {FSDF-nodirect }}}\right)\right)$.

Changing the base of the logarithm and using the properties of logarithm function, the equation can be manipulated as

$$
\begin{equation*}
\ln \left(\left(1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{1-\varepsilon}\right)\right)^{2}\right)=\ln \left(1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{w_{\varepsilon}^{\text {FSDF-nodirect }}}\right)\right) \tag{4.123}
\end{equation*}
$$

By taking anti-logarithm on both sides, we obtain
which means



By subtracting 1 and dividing $\operatorname{SNR}_{\text {threshold }}$ on both sides, we obtain

$$
\begin{equation*}
2 \ln \left(\frac{1}{1-\varepsilon}\right)+\mathrm{SNR}_{\text {threshold }}\left(\ln \left(\frac{1}{1-\varepsilon}\right)\right)^{2}=\ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}} \text {-nodirect }}\right) \tag{4.126}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
-2 \ln (1-\varepsilon)+\operatorname{SNR}_{\text {threshold }}(-\ln (1-\varepsilon))^{2}=-\ln \left(w_{\varepsilon}^{\mathrm{FSDF}-\text { nodirect }}\right) \tag{4.127}
\end{equation*}
$$

which can be manipulated further to give (4.119).
Q.E.D.

The intuition is made precise as follows. We can improve the overall performance by adaptively switching between the fixed selective decode-and-forward without direct-link combining scheme and direct communication depending on the operating signal-to-noise ratio. When $S N R$ is below $S N R_{\text {threshold }}$, we use the fixed selective decode-and-forward without direct-link combining scheme, which provides higher outage capacity. When SNR is above SNR $_{\text {threshold }}$, we switch to use direct communication, which provides higher outage capacity.

Proposition 6 : In the high signal-to-noise ratio regime, we have

and in the low signal-to-noise ratio regime, we have

and
the limit of the ratio can be written as

$$
\begin{equation*}
\lim _{\mathrm{SNR} \rightarrow \infty} \frac{C_{\text {out }}^{\text {FSDF-direct }}(\epsilon, \mathrm{SNR})}{C_{\text {out }}^{\mathrm{DC}}(\epsilon, \mathrm{SNR})}=\lim _{\mathrm{SNR} \rightarrow \infty} \frac{\frac{1}{2} \log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}} \mathrm{direct}}\right)\right)}{\log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)} . \tag{4.132}
\end{equation*}
$$

By the I'Hospital's rule, we take differentiation for both the numerator and the denominator with respect to SNR.

where



ะจุหาลงกรณ์มหาวิทยาลัย

$=\frac{1}{\ln 2} \frac{1}{\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)} \frac{d 1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)}{d \mathrm{SNR}}$

$$
\begin{equation*}
=\frac{1}{\ln 2} \frac{1}{\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)} \ln \left(\frac{1}{1-\varepsilon}\right) \tag{4.135}
\end{equation*}
$$

Now, we obtain


By the l'Hospital's rule, we take another differentiation for both the numerator and the denominator with respect to SNR .

where

$$
\frac{d \frac{1}{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right) \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}-d i r e c t ~}}\right)}{d \mathrm{SNR}}=\frac{1}{2} \frac{d\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right) \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF-direct}}}\right)}{d \mathrm{SNR}}
$$

$$
\begin{equation*}
=\frac{1}{2} \ln \left(\frac{1}{1-\varepsilon}\right) \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}} \mathrm{direct}}\right) \tag{4.138}
\end{equation*}
$$

and

$$
\begin{equation*}
\frac{d\left(1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}-d i r e c t}}\right)\right) \ln \left(\frac{1}{1-\varepsilon}\right)}{d \mathrm{SNR}}=\ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}-\text { direct }}}\right) \ln \left(\frac{1}{1-\varepsilon}\right) \tag{4.139}
\end{equation*}
$$

Then, we obtain

which gives (4.128).

Now, we consider the low signal-to-noise ratio regime. The limit of the ratio can be written as
 denominator with respect to SNR .

$$
\begin{equation*}
\lim _{\mathrm{SNR} \rightarrow 0} \frac{\frac{1}{2} \log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}-\text { direct }}}\right)\right)}{\log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)}=\lim _{\mathrm{SNR} \rightarrow 0} \frac{\frac{d \frac{1}{2} \log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}-\text { direct }}}\right)\right)}{d \mathrm{SNR}}}{\frac{d \log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)}{d \mathrm{SNR}}}, \tag{4.142}
\end{equation*}
$$



Now, we obtain

$$
\begin{align*}
& \lim _{\text {SNR } \rightarrow 0} \frac{C_{\text {out }}^{\text {FSDF-direct }}(\epsilon, \mathrm{SNR})}{C_{\text {out }}^{\text {DC }}(\epsilon, \mathrm{SNR})}=\lim _{\mathrm{SNR} \rightarrow 0} \frac{\frac{1}{2 \ln 2} \frac{\ln \left(\frac{1}{w_{\varepsilon}^{\text {FSDF-direct }}}\right)}{\left(1+\mathrm{SNR} \ln \left(\frac{1}{\left.\left.w_{\varepsilon}^{\text {FSDF-direct }}\right)\right)}\right.\right.}}{\frac{1}{\ln 2} \frac{\ln \left(\frac{1}{1-\varepsilon}\right)}{\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right)}} \\
& \frac{\frac{1}{}=\frac{1}{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{1-\varepsilon}\right)\right) \ln \left(\frac{1}{\left.\lim _{\text {SNR } \rightarrow 0} \frac{1}{\text { ESDF-direct }}\right)}\right.}{\left(1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\text {FSDF-direct }}}\right)\right) \ln \left(\frac{1}{1-\varepsilon}\right)} \tag{4.145}
\end{align*}
$$

which gives (4.131).

From Propositio 5 and Proposition 6, the outage capacity of the fixed selective decode-and-forward without direct-link combining scheme converges to that of the fixed selective decode-and-forward with direct-link comaining scheme in both high and low signal-to-noise ratio regimes. Therefore, choosing not to do maximum ratio combining at the destination node is harmful to the obtained outage capacity only in the


Th the high signal-to-noise ratio regime, the outage capacity indicates that the filed selective decode-and-fbrwardyyth direct-ink combining schetme is always worse țhan direct communication. In particular, direct communication offers double outage capacity, irrespective of $w_{\varepsilon}^{\text {ESDF-direct }}$. This means that the loss in degrees of freedom due to signal repetition is detrimental compared to the gain in diversity using cooperation. In the low signal-to-noise ratio regime, the topology of the relay network, which determines $w_{\varepsilon}^{\text {FSDF-direct }}$, can make the ratio to be greater or less than 1 . If it is greater than 1, i.e.,

$$
\begin{equation*}
w_{\varepsilon}^{\text {FSDF-direct }}<(1-\epsilon)^{2}, \tag{4.146}
\end{equation*}
$$

then the fixed selective decode-and-forward with direct-link combining scheme will provide higher outage capacity than direct communication (in the low signal-to-noise ratio regime). On the other hand, if the topology of the relay network makes
then the fixed selective decode-and-forward with direct-link combining scheme will provide lower outage capacity than direct communication in both high and low signal-tonoise ratio regimes. Intuitively, supposing all relay nodes are very far from the source and destination nodes, it is likely that the loss in degrees of freedom due to dividing the channel into two time slots dominates the improvement of the received signal strength from maximum ratio combining.

Suppose that the topology of the relay nodes yields a performance gain to the fixed selective decode-and-forward with direct-link combining scheme. The performance gain will become smaller as a function of signal-to-noise ratio, and vanish eventually. Then, the performance gain turns out to be a performance loss. Thus, we expect that there exists an SNR threshold at which both the fixed selective decode-and-forward with direct-link combining scheme and direct communication provide equal outage capacity, resulting in Corollary 2.
Corollary 2 : For a given outage probability $\epsilon$, the SNR at which the fixed selective
decode-and-forward with direct-link combining scheme and direct communication have the same outage capacity is given by $9 / 98$
$\mathrm{SNR}_{\text {threshold }}=\frac{2 \ln (1-\varepsilon)-\ln \left(w_{\varepsilon}^{\text {FSDF-direct }}\right)}{(\ln (1-\varepsilon))^{2}}$.

Proof: Since SNR $_{\text {threshold }}$ is the $\operatorname{SNR}$ such that

$$
\begin{equation*}
C_{\mathrm{out}}^{\mathrm{DC}}(\varepsilon, \mathrm{SNR})=C_{\text {out }}^{\mathrm{FSDF-direct}}(\varepsilon, \mathrm{SNR}), \tag{4.148}
\end{equation*}
$$

we equate (4.1) and (4.38), that is,
$\log _{2}\left(1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{1-\varepsilon}\right)\right)=\frac{1}{2} \log _{2}\left(1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{w_{\varepsilon}^{\text {FSDF-direct }}}\right)\right)$.

By multiplying both sides with $2 \ln 2$, we obtain
$2 \ln 2 \log _{2}\left(1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{1-\varepsilon}\right)\right)=\ln 2 \log _{2}\left(1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{w_{\varepsilon}^{\text {FSDF-direct }}}\right)\right)$.

Changing the base of the logarithm and using the properties of logarithm function, the equation can be manipulated as

$$
\begin{equation*}
\ln \left(\left(1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{1-\varepsilon}\right)\right)^{2}\right)=\ln \left(1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF-direct}}}\right)\right) \tag{4.151}
\end{equation*}
$$

By taking anti-logarithm on both sides, we obtain

$$
\begin{equation*}
\left(1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{1-\varepsilon}\right)\right)^{2}=1+\mathrm{SNR}_{\text {threshold }} \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}-\mathrm{direct}}}\right) \tag{4.152}
\end{equation*}
$$

which means

$1+2 \operatorname{SNR}_{\text {threshold }} \ln \left(\frac{1}{1-\varepsilon}\right)+\operatorname{SNR}_{\text {threshold }}^{2}\left(\ln \left(\frac{1}{1-\varepsilon}\right)\right)^{2}=1+\operatorname{SNR}_{\text {threshold }} \ln \left(\frac{1}{w_{\varepsilon}^{\text {FSDF-direct }}}\right)$.

By subtracting 1 and dividing SNR theshold on both siges, we obtain 6

$$
\begin{equation*}
2 \ln \left(\frac{1}{1-\varepsilon}\right)+\mathrm{SNR}_{\text {threshold }}\left(\ln \left(\frac{1}{1-\varepsilon}\right)\right)^{2}=\ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}-\text { direct }}}\right) \tag{4.154}
\end{equation*}
$$

or equivalently,

$$
\begin{equation*}
-2 \ln (1-\varepsilon)+\operatorname{SNR}_{\text {threshold }}(-\ln (1-\varepsilon))^{2}=-\ln \left(w_{\varepsilon}^{\mathrm{FSDF}-\mathrm{direct}}\right) \tag{4.155}
\end{equation*}
$$

which can be manipulated further to give (4.147).
Q.E.D.

The intuition is made precise as follows. We can improve the overall performance by adaptively switching between the fixed selective decode-and-forward with direct-link combining scheme and direct communication depending on the operating signal-to-noise ratio. When SNR is below SNR $_{\text {threshold }}$, we use the fixed selective decode-and-forward with direct-link combining scheme, which provides higher outage capacity. When SNR is above SNR $_{\text {threshold }}$, we switch to use direct communication, which provides higher outage capacity. Also, the fixed selective decode-and-forward without direct-link combining scheme can be used instead if the performance penalty in the medium signal-to-noise ratio regime is acceptable in the considered topology.

Proposition 7 : In the high signal-to-noise ratio regime, we have

Proof : By definition, $R_{\mathrm{DC}} \leq R_{\mathrm{SSD} \mathrm{f}}$.implying that
and hence,

 $k$ and consider the following bound:

$$
\begin{equation*}
\min \left\{R_{\mathrm{Sk}}, R_{\mathrm{MRC}}(k)\right\} \leq 2 R_{\mathrm{MRC}}(k) \tag{4.159}
\end{equation*}
$$

Taking a maximum over $k \in \mathcal{K}$ and over $R_{\mathrm{DC}}$ gives

$$
\begin{equation*}
R_{\mathrm{SSDF}} \leq \overline{\bar{R}}_{\mathrm{SSDF}}, \tag{4.160}
\end{equation*}
$$

where

$$
\begin{equation*}
\overline{\bar{R}}_{\mathrm{SSDF}} \triangleq \max \left\{\max _{k \in \mathcal{K}}\left\{2 R_{\mathrm{MRC}}(k)\right\}, R_{\mathrm{DC}}\right\} . \tag{4.161}
\end{equation*}
$$

Since
we obtain


Since the mutual information is a concave function,

where $\overline{\bar{C}}_{\text {out }}^{\text {sSDF }}(\epsilon, \mathrm{SNR})$ is the outage capacity of a trănsmission scheme that has the
maximum instantaneous end-to-end mutual information of $\overline{\bar{R}}_{\text {SSDF }}$ :
where $F_{X}$ is the cumulative density function of $X$. (The fact that $F_{X}:[0, \infty) \rightarrow[0,1)$ is strictly increasing and is a bijection can be shown by using a similar argument shown in Lemma 4.)

Dividing the outage capacities by $C_{\text {out }}^{\mathrm{DC}}(\epsilon, \mathrm{SNR})$ and taking the limit supremum give

$$
\begin{equation*}
\limsup _{\text {SNR } \rightarrow \infty} \frac{C_{\mathrm{out}}^{\mathrm{SSDF}}(\epsilon, \mathrm{SNR})}{C_{\mathrm{out}}^{\mathrm{DC}}(\epsilon, \mathrm{SNR})} \leq \limsup _{\text {SNR } \rightarrow \infty} \frac{\overline{\bar{C}}_{\mathrm{out}}^{\mathrm{SSDF}}(\epsilon, \mathrm{SNR})}{C_{\mathrm{out}}^{\mathrm{DC}}(\epsilon, \mathrm{SNR})} \tag{4.168}
\end{equation*}
$$

By the I'Hospital's rule,
which implies that

$$
\begin{equation*}
\limsup _{\mathrm{SNR} \rightarrow \infty} \frac{\overline{\bar{C}}_{\text {out }}^{\text {SSDF }}(\epsilon, \mathrm{SNR})}{C_{\text {out }}^{\text {DC }}(\epsilon, \mathrm{SNR})}=1, \tag{4.169}
\end{equation*}
$$

The inequalities (4.158) and (4.170) imply that the limit supremum and the limit infimum equal 1 , and hence the existence of the limit, as given in the statement of the proposition.
Q.E.D.

In the high signal-to-noise ratio regime, we see that the smart selective decode-and-forward scheme converges to direct communication, regardless of the relay network topology. This means that if the channel between the source and destination nodes is strong, the increased loss in bandwidth from dividing the channel into two time slots to do relaying dominates the increased received signal strength from combining the regenerated signals from any relay. In the low signal-to-noise ratio regime, the smart selective decode-and-forward scheme performs better than or, in the worst case, as good as direct communication with the help from relay nodes. This means that if no relay can improve the performance, the smart selective decode-andforward scheme will simply use direct communication. In any case, thê smart selective decode-and-forward scheme does not perform worse than direct communication for any signal-to-noise ratio. This is because the smart selective decode-and-forward scheme decides not to use cooperative diversity when direct communication offers a higher rate.

Naturally, increasing the number of relay nodes in the cooperative diversity schemes with relay selection is beneficial in terms of performance. Hence, the network that has larger number of relay nodes provides greater outage capacity than
that of the network with smaller number of relay nodes at any signal-to-noise ratio. From Proposition 7, it is clear that the outage capacity of the smart selective decode-andforward scheme in the high signal-to-noise ratio regime does not increase by adding more relay nodes. This can be attributed to the fact that the smart selective decode-andforward scheme converges to direct communication when the signal-to-noise ratio increases. On the other hand, It is different for the fixed selective decode-and-forward without direct link combining scheme and the fixed selective decode-and-forward with direct link combining scheme. In Corollary 3 and Corollary 4, we investigate the performance gap when we plot the outage capacities of the network with different number of relay nodes as a function of signal-to-noise ratio for both schemes.

Corollary 3 : In the high signal-to-noise ratio, the curve gaps among the outage capacity plot of the fixed selective decode-and-forward without direct link combining scheme as a function of signal-to-noise ratio are constant. Hence, adding more relays still increases the outage capacity in the high signal-to-noise ratio regime.

Proof: From Theorem 5,

As the signal-to-noise ratio becomes high,
where the logarithm can be split, thus we obtain

$$
\begin{equation*}
\lim _{\mathrm{SNR} \rightarrow \infty} C_{\text {out }}^{\text {FSDF-nodirect }}(\varepsilon, \mathrm{SNR})=\frac{1}{2} \log _{2}\left(\ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}-\text {-odirect }}}\right)\right)+\frac{1}{2} \log _{2}\left(\lim _{\mathrm{SNR} \rightarrow \infty} \mathrm{SNR}\right) . \tag{4.173}
\end{equation*}
$$

The second term makes the curve of outage capacity linear as a function of SNR in decibels, and the first term, which is a constant, introduces the vertical offset of the curve. Hence, two networks with different number of relay nodes have equal second term and different constant terms. This means the gap between two curves is constant.

Now, we show that adding more relays still increases the outage capacity even in the high signal-to-noise ratio regime. Considering two networks with unequal number of relay nodes, suppose the corresponding $w_{\varepsilon}^{\text {FSDF-ndirect }}$ 's are $x$ and $y$, respectively. The corresponding outage capacities are
and

respectively. As the signal-to-noise ratio becomes high,

where the first line uses the logarithm's property. Since $x \neq y$,

$$
\begin{equation*}
\frac{\ln \left(\frac{1}{x}\right)}{\ln \left(\frac{1}{y}\right)} \neq 1 \tag{4.174}
\end{equation*}
$$

and so
which means


Since two networks must have different outage capacities and having larger number of relay nodes is beneficial, adding more relays still increases the outage capacity in the high signal-to-noise ratio regime

Corollary 4 : In the high signal-to-noise ratio, the curve gaps among the outage capacity plot of the fixed selective decode-and-forward with direct link combining scheme as a function of signal-to-noise ratio are constant. Hence, adding more relays still increases the outage capacity in the high signal-to-noise ratio regime.


As the signal-to-noise ratio becomes high,

$$
\begin{align*}
\lim _{\mathrm{SNR} \rightarrow \infty} C_{\text {out }}^{\mathrm{FSDF}-\text { direct }}(\varepsilon, \mathrm{SNR}) & =\lim _{\mathrm{SNR} \rightarrow \infty} \frac{1}{2} \log _{2}\left(1+\mathrm{SNR} \ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}-\text { direct }}}\right)\right)  \tag{4.178}\\
& =\frac{1}{2} \log _{2}\left(\ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}-\text { direct }}}\right) \lim _{\mathrm{SNR} \rightarrow \infty} \mathrm{SNR}\right)
\end{align*}
$$

where the logarithm can be split, thus we obtain

$$
\begin{equation*}
\lim _{\mathrm{SNR} \rightarrow \infty} C_{\text {out }}^{\mathrm{FSDF} \text {-direct }}(\varepsilon, \mathrm{SNR})=\frac{1}{2} \log _{2}\left(\ln \left(\frac{1}{w_{\varepsilon}^{\mathrm{FSDF}} \mathrm{direct}}\right)\right)+\frac{1}{2} \log _{2}\left(\lim _{\mathrm{SNR} \rightarrow \infty} \mathrm{SNR}\right) . \tag{4.179}
\end{equation*}
$$

The second term makes the curve of outage capacity linear as a function of SNR in decibels, and the first term, which is a constant, introduces the vertical offset of the curve. Hence, two networks with different number of relay nodes have equal second term and different constant terms. This means the gap between two curves is constant.

Now, we show that adding more relays still increases the outage capacity even in the high signal-to-noise ratio regime. Considering two networks with unequal number of relay nodes, suppose the corresponding $w_{\varepsilon}^{\mathrm{FSDF}-\text { direct }}$ 's are $x$ and $y$, respectively. The corresponding outage capacities are
and


$$
\begin{aligned}
& \rho_{\text {SNR } \rightarrow \infty} \frac{1}{2} \log _{2}\left(1+S N R \ln \left(\frac{1}{x}\right)\right)^{2}-\frac{1}{2} \log _{2}\left(1+S N R \operatorname{In}\left(\frac{1}{y}\right)\right)
\end{aligned}
$$

$$
\begin{aligned}
& =\frac{1}{2} \log _{2}\left(\frac{\ln \left(\frac{1}{x}\right) \lim _{\mathrm{SNR} \rightarrow \infty} \mathrm{SNR}}{\ln \left(\frac{1}{y}\right) \lim _{\mathrm{SNR} \rightarrow \infty} \mathrm{SNR}}\right)
\end{aligned}
$$

$$
\begin{equation*}
=\frac{1}{2} \log _{2}\left(\frac{\ln \left(\frac{1}{x}\right)}{\ln \left(\frac{1}{y}\right)}\right), \tag{4.180}
\end{equation*}
$$

where the first line uses the logarithm's property. Since $x \neq y$,
and so
which means


Since two networks must have different outage capacities and having larger number of relay nodes is beneficial, adding more relays still increases the outage capacity in the high signal-to-nöise ratio regimen $\& 9 \delta^{\text {Q.F.P. Pl }}$

It is interesting to examine whether improving the outage capacity by keepadaing more relay yodes forthe copperative diversity schemeswith relay selection leads tô a saturation. Intuitively, it is likely that all schemes have the saturations because only the best relay node is utilized regardless of the number of relay nodes. Surprisingly, the proof in Theorem 8 indicates the answer in the other way around for all schemes.

Theorem 8 : By keep adding more relay nodes, the fixed selective decode-and-forward without direct link combining scheme, the fixed selective decode-and-forward with
direct link combining scheme, and the smart selective decode-and-forward scheme are unbounded.

Proof: For the fixed selective decode-and-forward without direct link combining scheme with $K$ relay nodes, we solve for $w_{\epsilon}^{\text {FSDF-nodirect }}$ in


Based on the proof by contradiction, we claim that the outage capacity of the fixed selective decode-and-forward without/direct link combining scheme is bounded, that is,

$$
\begin{equation*}
C_{\text {out }}^{\text {FSDF-nodirect }}(\epsilon, \text { SNR })<\infty . \tag{4.185}
\end{equation*}
$$

for every $k$. We obtain

we obtain

$$
\begin{equation*}
\left|\left[1-w_{\epsilon}^{\text {FSDF-nodirect } 2^{1-\alpha}}\right]-1\right|<\delta \tag{4.189}
\end{equation*}
$$

for any $\delta>0$. Thus, there exists $K$ such that

Since $\alpha>1,2^{1-\alpha}<1$. Therefore,
which means that we can keep increasing $K$ to make $w_{\epsilon}^{\text {FSDF-nodirect }}$ arbitrarily small, and as $\delta \rightarrow 0$

From Lemma 5,

$$
\begin{equation*}
w_{\epsilon}^{\text {FSDF-nodirect }}<\delta \tag{4.191}
\end{equation*}
$$

for any $\epsilon$ and SNR. It follows that
and

as well.


In this section, we verify the analytical outage capacities with Monte
Carlo simulations. To cover several cases, we vary the number of relay nodes at 1,4 , or 9 , and the acceptable outage probabilities at 0.1 and 0.01 . The relay nodes are arranged in grid topology between the source node and the destination node, between which the distance is 1000 m . All curves are plotted as a function of SNR, which is the average signal-to-noise ratio between the source node and the destination node.

In Figure 25 - Figure 30, we plot the analytical and simulated outage capacities of the fixed selective decode-and-forward without direct link combining scheme, the fixed selective decode-and-forward with direct link combining scheme, and the smart selective decode-and-forward scheme with the number of relay nodes $K=\{1,4,9\}$ and at an outage probability $\epsilon=\{0.1,0.01\}$, as a function of the SNR. It can be observed that the analytical results are in good agreement with the simulation results, showing the validity of our analytical expressions in Theorem 5 - Theorem 7.


Figure 25 verification of the opaga capacities of all analyzed_cooperative diversity schemes at an outage probability of 0.1 for 1 -relay network จุหาลงกรณ์มหาวิทยาลัย


Figure 26 Verification of the outage capacities of all analyzed cooperative diversity schemes at an outage probability of 0.1 for 4-relay network


Figure 27 Verification of the outage capacities of all analyzed cooperative diversity schemes at an outage probability of 0.1 for 9 -relay network


Figure 28 Verification of the outage capacities of all analyzed cooperative diversity


Figure 29 Verification of the outage capacities of all analyzed cooperative diversity schemes at an outage probability of 0.01 for 4 -relay network


Figure 30 Verification of the outage capacities of all analyzed cooperative diversity

### 4.7 Results and Discussions


schemes at an outage probability of 0.01 for 9 -relay network

We examine the performance gain of using cooperative diversity schemes over direct communication in terms of outage capacity with various parameters. The outage capacity of direct communication is provided in Proposition 4. In Figure 31, the acceptable outage probability is 0.01 , and the number of relay nodes is 4 with grid topology. Compared to direct communication, all cooperative diversity schemes offer significant performance gain. Among the cooperative diversity schemes, the fixed selective decode-and-forvard with direct link combining schemel is superior to the fixed selective decode-and-forward without direct link combining scheme, and the smart selective decode-and-forward scheme is in turn superior to the fixed selective decode-and-forward with direct link combining scheme as expected in Lemma 5. As we increase the number of relay nodes, the performance gain is larger for all cooperative diversity schemes as shown in Figure 32, where we increase the number of relay nodes to 9 relay nodes. Also, the performance gaps among cooperative diversity schemes
become smaller. Therefore, the ability, to decide to cooperate or not cooperate, introduced in the smart selective decode-and-forward scheme or the ability, to combine the signals from the direct link, introduced in the fixed selective decode-and-forward scheme with direct link combining scheme can be overlooked in favor of the simpler fixed selective decode-and-forward without direct link combining scheme when the number of relay nodes is large enough. Then, we examine in the reverse way by decreasing the number of relay nodes as shown in Figure 33, where we decrease the number of relay nodes to 1 relay node. It can be observed that the gap among the cooperative diversity schemes become wide, and the performance gain obtained from the fixed selective decode-and-foward without direct link combining scheme over direct communication becomes marginal.

We predict in Corollary 1 and Corollary 2 that the fixed selective decode-and-forward without direct link combining scheme and the fixed selective decode-andforward with direct link combining schene have the signal-to-noise ratio threshold that the outage capacity becomes lower than that of direct communication, and also predict the value of that signal-to-noise ratio threshold. Therefore, we compare the fixed selective decode-and-forward without direct link combining scheme and the fixed selective decode-aneforward with direct link combining scheme thresholds to direct communication at higher signal-to-noise ratio in Figure 34 and Figure 35, respectively. It can be observed that the threshold really exists for both schemes, and the predicted


Proposition 5 proves that the ratio between the oytage capacities obtained by the 6 fixed selective decode-and-forward/without diect fink combining scheme and by direct communication converges to a half at very high signal-to-noise ratio. In Figure 36, it can be observed that the ratio between two curves converges to a half as the signal-to-noise ratio rises. Likewise, Proposition 6 proves that the ratio between the outage capacities obtained by the fixed selective decode-and-forward with direct link combining scheme and by direct communication converges to a half at very high signal-to-noise ratio, and Figure 37 illustrates that. Also, Proposition 7 proves that
the ratio between the outage capacities obtained by the smart selective decode-andforward scheme and by direct communication converges to one at very high signal-tonoise ratio, and that is illustrated in Figure 38. Therefore, it is not necessary to use cooperative diversity scheme when the signal-to-noise ratio is very high, and it is not harmful to use the smart selective decode-and-forward scheme because this scheme will tend to use direct communication automatically.

Corollary 3 and Corollary 4 prove that the fixed selective decode-andforward without direct link combining scheme and the fixed selective decode-andforward with direct link combining scheme have the linear outage capacity curve in the medium and high signal-to-noise ratio regimes. Also, when we compare the outage capacity curves using different number of relay nodes, the gaps among the curves are constant, and so increasing the number of relay nodes still improves the outage capacity even in high signal-to-noise ratio. These are shown in Figure 39 and Figure 40 for the fixed selective decode-and-forward without direct link combining scheme and the fixed selective decode-and-forward with direct link combining scheme, respectively.

We examine the effect offincreasing the number of relay nodes in Figure 41, where we compare the outage capacities of the fixed selective decode-and-forward without direct link combining scheme with various number-ofrelay nodes. By observing the curves alone, it can be conjectured that the saturation in improvement exists, that is, we cannot improve the outage capacity by simply increasing the number of relay nodes. However, Theorem 8 proves that the ofatage capacities of all considered cooperative diversity schemes are unbounded, and so the saturation does not exist. Therefore, we fix the signal-to-noise ratio at 20 dB and al pot the outage-ccapacity as a function of numben of relay nodes in Figure 42. It can be observed that the curve crosses the horizontal line even at very large number of relay nodes. Hence, the curve does not become constant and the saturation does not exist. From both figures, we can show that increasing the number of relay nodes always improves the outage capacity but the improvement keeps being smaller.

We examine the effect of varying topology. We fix the signal-to-noise ratio at 20 dB , and generate 10,000 random topologies. Hence, the outage capacity of the network is now a random variable, depending on the specific network topology, and we consider the cumulative distribution function of the outage capacity. In Figure 43, we set the number of relay nodes at 4 . The vertical line that crosses each cumulative distribution function curve marks the outage capacity (on the $x$-axis) of deterministic grid topology. About $35 \%$ of random network realizations provide better performance than the grid topology for all relaying schemes. Hence, the placement of relay nodes optimization offers benefit if it is possible. The performance differences among the schemes are reduced when the number of relays increases from 4 to 9 as shown in Figure 44. This supports the idea that the improvement from increasing the number of relay nodes keeps being smaller as the number of relay nodes becomes large. Also, it can be observed that when the number of relay nodes is 9 , the vertical lines mark the probabilities of approximately 1 on the $y$-axis, implying that almost none of random network realizations provide better outage capacities than the grid topology provides. Hence, when the number of relay nodes becomes large, the grid topology is a good topology to use in deploying the relays, and the placement of relay nodes optimization is not necessary. On the other hand, when the number of relays, is reduced to 1 , there are different effects among schemes as shown in Figure 45. The fixed selective decode-and-forward without direct link combining only relies on the two-hop relaying via a single relay node. The grid topology, that is, placing the relay node exactly in the middle, balances and maximizes the mutual information of both hops. Hence, the vertical line marks the probability of 1 . The fixed selective decode-and-forward, with direct link
 occur by placing the relay node closer to the source node. Hence, the vertical line marks the probability lower than 1.


Figure 31 Outage capacity comparisons of all considered cooperative diversity schemes at an outage probability of 0.01 for 4 -relay network with direct communication


Figure 32 Outage capacity comparisons of all considered cooperative diversity schemes at an outage probability of 0.01 for 9 -relay network with direct communication


Figure 33 Outage capacity comparisons of all considered cooperative diversity schemes at an outage probability of 0.01 for 1 -relay network with direct communication


Figure 34 The threshold in the fixed selective decode-and-forward without direct link combining scheme at an outage probability of 0.01 for 4 -relay network


Figure 35 The threshold in the fixed selective decode-and-forward with direct link combining scheme at an outage probability of 0.01 for 4-relay network


Figure 36 The fixed selective decode-and-forward without direct link combining scheme in high SNR regime at an outage probability of 0.01 for 4-relay network


Figure 37 The fixed selective decode-and-forward with direct link combining scheme in high SNR regime at an outage probability of 0.01 for 4-relay network


Figure 38 The smart selective decode-and-forward scheme in high SNR regime at an outage probability of 0.01 for 4 -relay network


Figure 39 The fixed selective decode-and-forward without direct link combining scheme with varying number of relay nodes at an outage probability of 0.01


Figure 40 The fixed selective decode-and-forward with direct link combining scheme with varying number of relay nodes at an outage probability of 0.01


Figure 41 The fixed selective decode-and-forward without direct link combining scheme with increasing number of relay nodes at an outage probability of 0.01


Figure 42 The fixed selective decode-and-forward without direct link combining scheme with large number of relay nodes at an outage probability of 0.01


Figure 43 Cumulative distribution functions of outage capacities at signal-to-noise ratio of 20 dB at an outage probability of 0.01 for random topologies with 4 -relay network


Figure 44 Cumulative distribution functions of outage capacities at signal-to-noise ratio of 20 dB at an outage probability of 0.01 for random topologies with 9 -relay network


Figure 45 Cumulative distribution functions of outage capacities at signal-to-noise ratio of 20 dB at an outage probability of 0.01 for random topologies with 1-relay network


## 

จุหาลงกรณ์มหาวิทยาลัย

## CHAPTER V CONCLUSIONS

This dissertation presents the research work on wireless communications using cooperative diversity schemes. Our focus is on the information-theoretic studies, which would pave the way to practical design. We derive the exact expressions for outage probabilities and outage capacities for several decode-and-forward cooperative diversity schemes with relay selection in the systems using multiple relay nodes. The derived expressions are simple, and applicable for arbitrary network topologies and signal-to-noise ratios. Also, these expressions give the important insights. First, the fixed selective decode-and-forward without direct link combining scheme improves the outage capacity compared to direct communication only when the signal-to-noise ratio is below a certain threshold. That also occurs for the fixed selective decode-and-forward with direct link combining scheme. Then, we characterize the signal-to-noise ratio region for which relaying is beneficial. Sécond, in the high signal-to-noise ratio regime, the outage capacity of fixed selective decode-and-forward without direct link combining converges to half of that provided by direct communication. That also occurs for the fixed selective decode-and-forward with direct link combining scheme. Third, the outage capacity of smart selective decode-and-forward scheme (which is the best relaying scheme under consideration, but requires every relay to know the partial channel state information between the source and destination) converges to that of direct communication in the high signal-io-noise ratio/regime. These results can guide the practical wireless communication network design, such as, the optimal relay node จะตุขาฟาลงกรณ์มหาวิทยาลัย

In addition, we prove several follow-up theories and illustrate them in figures. First, we prove and illustrate the order of performance gain obtained from the considered cooperative diversity schemes. Second, we prove and illustrate the signal-to-noise ratio thresholds of the fixed selective decode-and-forward without direct link combining and the fixed selective decode-and-forward with direct link combining scheme. Third, we prove and illustrate the convergences of the considered cooperative
diversity schemes at very high signal-to-noise ratio. Forth we prove and illustrate the linearity and the constant gap among the outage capacity curves of the fixed selective decode-and-forward without direct link combining scheme and the fixed selective decode-and-forward with direct link combining scheme using different number of relay nodes. Fifth, we prove and illustrate that the saturation in improvement by increasing the number of relay nodes does not exist, but the improvement keeps being smaller as the number of relay nodes become large. Last, we show the effect of the topology, which entangles with the number of relay nodes.

### 5.1 Scheme Choosing

In the situation that the destination node is not far from the source node and the radio environment is not in an urban area, the average signal-to-noise ratio is high and using cooperative diversify does not provide any performance gain. Therefore, it is not necessary to employ the cooperative diversity scheme. We can tell exactly whether the average signal-to-noise ratio is high enough to ignore the use of cooperative diversity by checking with our analytical results.

In the situation that the destination node is not far from the source node and the radio environment is in an urban area, the average signal-to-noise ratio is high but can largely drop when the direct link is shadowed by abstruction. Therefore, the smart selective decode-and-forward scheme is recommended. When the average signal-to-noise ratio is high, the smart selective decode-and-forward scheme performs as good as direct communication. When the average signal-to-noise ratio drops due to shadowing, the smart selective decode-and-forward scheme can greatly improve the performance. 61 NT d6/0 oN/I d/IC.6.

In the situation that the destination node is quite far from the source node, the average signal-to-noise ratio is low but not completely blind. The destination node can still receive signals from the source node via the direct link even though the signals are weak. Therefore, the fixed selective decode-and-forward with direct link combining scheme is recommended. This scheme can use the signals from the direct
link to strengthen the signals from the relay to gain the better performance without using additional channel resource.

In the situation that the destination node is very far from the source node, the average signal-to-noise ratio is so low that the direct link is completely blind. The destination node cannot receive signals from the source node via the direct link. Therefore, the fixed selective decode-and-forward without direct link combining scheme is recommended. This scheme improves the performance with the simplest protocol among schemes, while the further improvement by combining the signals from the direct link is negligible. We can tell exactly whether the average signal-to-noise ratio is low enough to ignore the use of other more complicated schemes by checking with our analytical results.

The number of relay nodes should be sufficiently dense to obtain the good performance, but should not be too dense because it is not worth due to the nonlinear improvement. As a rule of themb, observed from our results, we recommend one-tenth of the coverage. Fopexample, if the source node is designed to cover the destination node at 1 km away,-then 10 relay nodes should be employed. Employing more relay nodes yields better performance but not significant.

To choose the topology of employing the relay nodes, the grid topology is recommended because most of the other topologies do not perform better than the grid topology, efspecially when the humber of relay nodes is dense enough. When the number of relay nodes is small, the relay node placement should be optimized. The optimization can be dene-by using gug analytical formula as the obiective function and
the locations of Pelay nodes as the optimizer. This optimization can be done with reasonable computation time because the number of relay nodes is small.

### 5.2 Future Work

The cooperative diversity schemes, especially the smart selective decode-and-forward scheme, are promising. The fixed selective decode-and-forward
without direct link combining and the fixed selective decode-and-forward with direct link combining schemes have a trade-off, where the loss in degree of freedoms due to the duplex may offset the benefit both in terms of the outage probability and in terms of the outage capacity. Hence, it should be used selectively, depending on the condition of the channels. The extension to the multi-hop case is not likely to be analyzed in closedform, and is troublesome to do computer simulations. The optimal relay nodes placement can be conducted based on the provided results.

The future work in this line of research is given as follows. Instead of information-theoretic study, the error rate of cooperative diversity scheme is analyzed approximately in [33]. The idea of cooperative multiple access is proposed in [34], and the idea of cooperative spectrum sharing protocol with secondary user selection is proposed in [35]. Due to the trade-off incurred by the half-duplex constraint in conventional cooperative diversity schemes, it is interesting to combine the ARQ with the cooperative diversity schemés to save the bandwidth $[36,37,38,39,40]$, as well as the effect of imperfect channel state information on ARQ scheme [41]. The interference occurs in cooperative diversity seheme is an interesting issue to take into account. Several studies have been explored in the literature [ $42,43,44,45,46]$. Using the compress-and-forward protocol, the cooperative diversity schemes with backhaul link are studied in $[47,48,49,50]$.

$$
\begin{gathered}
\text { ศูนย์วิทยทรัพยากร } \\
\text { จุหาลงกรณ์มหาวิทยาลัย }
\end{gathered}
$$

## References

[1] B.D. Jelicic and S. Roy. Design of trellis coded QAM for flat fading and AWGN channels. IEEE Trans. Veh. Technol. (Feb. 1995) : 192-201.
[2] C. Martin, A. Geurtz, and B. Ottersten. A simple transmitter diversity scheme for wireless communications. IEEE Trans. Veh. Technol. (Mar. 2008) : 9861000.
[3] B. Bai, W. Chen, and Z. Cao, and K.B. Letaief. Achieving high frequency diversity with subcarrier allocation in OFDMA systems. Proc. IEEE Global Telecomm. Conf. (Dec. 2008) : 1-5.
[4] J.H. Winters. On the capacity of radio communication systems with diversity in Rayleigh fading environment. IEEE J. Select. Areas Commun. (Jun. 1987) : 871-878.
[5] G.J. Foschini and M.J. Gans. On limits of wireless communications in a fading environment when using multiple antennas. Wireless Personal Commun. (Mar. 1998) : 311-335.
[6] I.E. Telatar. Capacity of mulfi-antenna Gaussian channels. European Trans. Telecommun. (Noy.Dec 1999): 585-595.
[7] A. Sendonaris, E.Erkip, and B. Aazhang. User cooperation diversity - Part I: System description. IEEE Trans. Commun. (Nov. 2003) = 1927-1938.
[8] A. Sendonaris, E.Erkip, and B. Aazhang. User cooperation diversity - Part II: Implementation aspects and performance analysis. IEEE Trans. Commun.

[9] J. N. Laneman and G. W. Wornells Distributed space-time coded protocols for
 Theory (Oct. 2003) : 2415-2525.
[10] J. N. Laneman, D. N. C. Tse, and G. W. Wornell. Cooperative diversity in wireless networks: Efficient protocols and outage behavior. IEEE Trans. Inform. Theory (Dec. 2004) : 3062-3080.
[11] G. Kramer, I. Maric, and R.D. Yates. Cooperative Communications. Boston : Now Publishers, 2006.
[12] IEEE 802.16 Working Group on Broadband Wireless Access. IEEE Standard for Local and metropolitan area networks Part 16: Air Interface for Broadband Wireless Access Systems. New York : IEEE, 2009.
[13] Eiko Seidel. Progress on LTE Advanced - the New 4G Standard. Nomor Research GmbH. (Jul. 2008) : 1-3.
[14] Eiko Seidel. The Way of LTE towards 4G. Nomor Research GmbH. (Dec. 2009) : 1-3.
[15] R.U. Nabar, H. Bolcskei, and F.W. Kneubuhler. Fading relay channels: Performance limits and space-time signal design. IEEE J. Select. Areas Commun. (Aug. 2004) 1099-1109.
[16] A.S. Avestimehr and D.N.C. Tse. Outage capacity of the fading relay channel in the low-SNR regime. LEEE Trans. Inform. Theory (Apr. 2007) : 1401-1415.
[17] J. Hu and N.C. Beaulieu. Closed-form expressions for the outage and error probabilities of decode-and-forward relaying in dissimilar Rayleigh fading channels. Proc. IEEE Int. Conf. on Commun. (Jun. 2007) : 5553-5557.
[18] Y. Zhao, R. Adve, and T.J. Lim Outäge probability at arbitrary SNR with cooperative diversity/IEEE Commun. Lett. (Aug. 2005) : 700-702.
[19] J. Hu and N. C. Beaulieu, Performance analysis of decode-and-forward relaying with selection combining. IEEE Commun. Lett. (Jun. 2007) : 489-491.
[20] A. Bletsas, H. Shin, M.Z. Win, and A. Lippman. Cooperative diversity with opportunistic relaying. Proc. IEEE Wireless Commun. and Networking Conf. (Mar. 2006) : 1034-1039.
[21] A. Bletsas, H. Shin, and M/ Z. Win. Cooperative communications with outageoptimal opportunistic relaying. IEEE Trans. Wireless Commun. (Sep. 2007) : จหศศดึกกรณมหาวิทยาลย
[22] E. Beres and R. Adve. On selection cooperation in distributed networks. Proc. Conf. on Inform. Sci. and Sys. (Mar. 2006) : 1056-1061.
[23] E. Beres and R. Adve. Outage probability of selection cooperation in the low to medium SNR regime. IEEE Commun. Lett. (Jul. 2007) : 589-597.
[24] E. Beres and R. Adve. Cooperation and routing in multi-hop networks. Proc. IEEE Int. Conf. on Commun. (Jun. 2007) : 4767-4772.
[25] H. Bolcskei, D. Gesbert, and A.J. Paulraj. On the capacity of OFDM-based spatial multiplexing systems. IEEE Trans. Commun. (Feb. 2002) : 225-234.
[26] M.K. Simon and M.-S. Alouini. Digital communication over fading channels. First Edition. : Wiley-IEEE Press, 2004.
[27] D. Tse and P. Viswanath. Fundatmentals of Wireless Communications. New York, NY : Cambridge University Press, 2005.
[28] K. Woradit, T.Q.S. Quek, W. Suwahsantisuk, H. Wymeersch, L. Wuttisittikulkij, and M.Z. Win. Outage behavior of cooperative diversity with relay selection. Proc. IEEE Global Telecomm. Conf. (Deo.2008) : 1-5.
[29] K. Woradit, T.Q.S. Quek, W. Suwansantisuk, H. Wymeersch, L. Wuttisittikulkij, and M.Z. Win. Outage behavior of selective relaying schemes. IEEE Trans. Wireless Commun. (Aug. 2009) : 3890-3895.
[30] A. Bletsas, A. Khisti, D. P. Reed, and A. Lippman. A simple cooperative diversity method based on network path selection. IEEE J. Select. Areas Commun. (Mar. 2006) : 659-672. , Ak
[31] A. Goldsmith. Wireless Communications. New York : Cambridge University Press, 2005.
[32] I.S. Gradshteyn, I.M. Ryzhik, and/A.Jeffrey. Table of Integrals, Series and Products. Academic Press, 1984.
[33] A. Adinoyi, Y. Fan, H. Yanikomeroglu, and H.V. Poor. Performance of selection relaying and cooperative diversity. IEEE Trans. Wireless Commun. (Dec. 2009) : 5790-5795.
[34] C. Hucher, G.R.B. Othman, and A, Saadani. A new incomplete decode-andforward protocol. Proc. IEEE Wireless Commun. and Networking Conf. (Apr.

[35] O. Simeone, I. Stanojev, S. Savazzi, Y. Bar-Ness, U. Spagnolini, and R. Pickholtz. Spectrum leasing to cooperating secondary ad hoc networks. IEEE J. Select. Areas Commun. (Jan. 2008) : 203-213.
[36] H. Choi and J. H. Lee. Cooperative ARQ with phase precompensation. Proc. IEEE Veh. Technol. Conf. (Oct. 2007) : 215-219.
[37] L. Dai and K. Letaief. Throughput maximization of ad-hoc wireless networks using adaptive cooperative diversity and truncated ARQ. IEEE Trans. Commun. (Nov. 2008) : 1907-1918.
[38] G. Yu, Z. Zhang, and P. Qiu. Cooperative ARQ in wireless networks: Protocols description and performance analysis. Proc. IEEE Int. Conf. on Commun. (Jun. 2006) : 3608-3614.
[39] B. Zhao and M.C. Valenti. Practical relay networks: a generalization of hybrid-ARQ. IEEE J. Select. Areas Commun. (Jan. 2005) : 7-18.
[40] K. Woradit, T.Q.S. Quek, and Z. Lei. Cooperative multicell ARQ - packet error rate and throughput analysis. Proc. IEEE Wireless Commun. and Networking Conf. (Apr. 2010)
[41] L. Cao, P. Y. Kam, and M. Tao. Impact of imperfect channel state information on ARQ schemes over rayleigh fading channels. Proc. IEEE Int. Conf. on Commun. (Jun. 2009) : 1 -5.
[42] Y. Liang and A. Goldsmith. Adaptive channel reuse in cellular systems. Proc. IEEE Int. Conf. on Commun. (Jun 2007): 857-862.
[43] K. Balachandran, J. Kang, K. Karakayali, and J. Singh. Capacity benefits of relays with in-band backhaulingsin cellular networks. Proc. IEEE Int. Conf. on Commun. (May 2008) : 3736-3742.
[44] Y. Hara and H.Kubo. Planning of frequency reuse and relay station's location for cellular relaying networks. Proc. IEEE Veh. Technol. Conf. (Apr. 2009) : 1-5.
[45] M. Liang, F. Liu, Z. Chen, Y.F. Wang, and D.C. Yang. A novel frequency reuse scheme for OFDMA based relay enhanced cellular hetworks. Proc. IEEE Veh. Technol. Conf. (Apr.2009) : 1-5.
[46] S.W. Reters, A.M. Panah, K.TG fruong, and R.W. Heath Pr. Relay architectures for 3GPP LTE-advanced. EURASIP Journal on Wireless Commun. and Networking (March. 2009) : 1-14.
[47] S. Shamai (Shitz), O. Simeone, O. Somekh, and H.V. Poor. Joint multicell processing for downlink with limited-capacity backhaul. Proc. Information Theory and Applications Workshop (Jan. 2008) : 345--349.
[48] O. Simeone, O. Somekh, G. Kramer, S. Shamai (Shitz) and H.V. Poor. Cellular systems with multicell processing and conferencing links between mobile stations. Proc. Information Theory and Applications Workshop (Jan. 2008) : 361-365.
[49] M. Kuhn, J. Wagner, and A. Wittneben. Cooperative processing for the WLAN uplink. Proc. IEEE Wireless Commun. and Networking Conf. (Apr. 2008) : 1294-1299.
[50] E. Yilmaz, R. Knopp, and D. Gesbert. Some systems aspects regarding compressive relaying with wireless infrastructure links. Proc. IEEE Global Telecomm. Conf. (Dec, 2009):1-5.

## ศูนย์วิทยทรัพยากร

 จุหาลงกรณ์มหาวิทยาลัย
## Vitae

Kampol Woradit was born in Bangkok, Thailand, in 1981. He received B.Eng. degree in electrical engineering from the department of electrical engineering, Chulalongkorn University, Thailand, in 2002. He was doing a visiting research at the Laboratory for Information and Decision Systems, Massachusetts Institute of Technology, during 2007-2008. He was doing a research internship at the Institute for Infocomm Research, Agency for Science, Technology and Research, in 2009. His research area includes communication theory, wireless communications, and information theory.
 ศูนย์วิทยทรัพยากร จุหาลงกรณ์มหาวิทยาลัย

