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The performance of a multicarrier code division multiple access (MC-CDMA) system is
limited by frequency offsets, insufficient cyclic prefix condition, and multiple access interference
(MAI). In a quasi-synchronous reverse link, a receiver is unable to equalize the frequency offsets
and the insufficient cyclic prefix due to the independence of each user’s channel and frequency
offset. As a consequence, conventional detectors cannot give accurate symbol decision even in a
single user system, which is free from MAI. The viable approach to deal with such complicated
situation is to integrate the MAI suppression with the compensation of frequency offsets and
insufficient cyclic prefix. Unfortunately, the existing techniques do not consider all of these
problems. They only focus on the system with MAI and frequency offsets or the system with
MAI and insufficient cyclic prefix.

This dissertation proposes a multiuser detection with intersymbol interference cancellation
(MUD-ISIC), which surpasses the existing techniques by the capability to jointly overcome all the
concerned problems. Apart from this feature, the MUD-ISIC, which is able to adopt non-linear
detection techniques, is more flexible than the existing techniques, which only accept a linear
minimum mean square error detector. This dissertation does not only introduce the new receiver but
it also proposes practical parameter estimation techniques, including the estimators for transformed
signature sequences, ISI generation sequences, and noise variance, to realize the MUD-ISIC. Since
the estimation of channel impulse response and frequency offsets has extremely high complexity
and is unlikely to be able to implement, the required parameters are directly estimated. From
the mean square error analyses, the training sequences, which achieve the minimum mean square
error, are proposed. The proposed parameter estimation techniques enhance the attractiveness of
this dissertation over other existing works, which only concentrate on the receiver design without
clarifying its feasibility.

The simulation results demonstrate several relevant merits of the proposed techniques over
the other known techniques. The results also confirm the benefits of the optimum training
sequences. According to the simulation results, the lowest bit error rate (BER) is achieved in the
system with insufficient cyclic prefix, which contrasts to the conventional system design where the
sufficient cyclic prefix condition is normally imposed. The MUD-ISIC does not only gain better
BER but it also has a potential to offer the higher symbol rate.
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CHAPTER I

INTRODUCTION

Since the launch of commercial mobile phone service in the late 1970s and early 1980s,
the demand for new services with higher quality has rapidly increased [1]. The current third-
generation systems offer the variety of services with transmission rate up to 2 Mbps over 5 MHz
bandwidth [2–4]. However, the maximum transmission rate may require the whole capacity of
a cell to run [5]. For the next generation systems, which will be in operation around the year
2010, there is an expectation of peak data rate at 10-20 Mbps [6, 7] to 100 Mbps [8]. The
existing air interface techniques, such as frequency division multiple access (FDMA), time division
multiple access (TDMA), and direct sequence code division multiple access (DS-CDMA), are not
able to achieve this emerging requirement. Therefore, the new wireless access scheme, using an
approximate 20-100 MHz bandwidth, is needed. The most promising techniques to enabling the
fourth-generation systems are based on the multicarrier modulation technology. The multicarrier
modulation is not a new technology. It was first implemented with analog oscillators in the
1960s [9]. At that time, the implementation encountered difficulty due to hardware limitation
such as oscillator stability etc. The multicarrier modulation becomes more attractive after its
digital implementation using the discrete Fourier transform (DFT) was successfully executed in the
1980s via its fast algorithm called the fast Fourier transform (FFT). The multicarrier modulation
was earlier adopted for a digital audio broadcasting (DAB) and a digital terrestrial television
broadcasting (dTTb) in Europe [10, 11]. Several wireless local area network (WLAN) standards
such as IEEE802.11 and HIPERLAN have also selected multicarrier modulation as their physical
layer standard [10]. For terrestrial mobile communication systems, the multicarrier modulation is
also under the promising exploration [12]. The laboratory simulations of the multicarrier code
division multiple access (MC-CDMA) system demonstrated the attractiveness of the MC-CDMA
in the cellular systems.

1.1 Multicarrier Modulation

The basic principle of multicarrier modulation is to convert a high-rate serial data stream into
low-rate parallel data streams. The parallel data streams are modulated on different frequencies,
usually called subcarriers, which at baseband are multiples of a harmonic frequency. An orthogonal
frequency division multiplexing (OFDM) is a special case of the multicarrier modulation where
frequency spacing between subcarriers is set at the closest possible value. Because the symbol
duration is prolonged by a serial to parallel conversion process, the OFDM system is less sensitive
to the dispersion in time caused by physical channel delay spread. Moreover, the OFDM achieve
higher bandwidth efficiency than a single carrier system due to the overlapping spectra of the
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Spectrum of multicarrier signal

Spectrum of single carrier signal

Figure 1.1 Spectrum of single carrier signal and multicarrier signal

subcarriers. The modulation of parallel data streams onto subcarriers can be realized by using the
inverse discrete Fourier transform (IDFT). In practice, this transform can be efficiently implemented
via the inverse fast Fourier transform (IFFT).

The OFDM has been employed to the applications in wireline as well as wireless envi-
ronment. Many wireless OFDM based systems have been developed for both broadcasting and
multiuser applications. For multiuser OFDM systems, termed as orthogonal frequency division
multiple access (OFDMA), each user is assigned a disjoint set of subcarriers so that the multiple
access is accomplished by means of frequency division. A data symbol can be encoded with error
correcting codes and transmitted over several subcarriers to compensate for the loss of individual
subcarriers due to frequency selective fading.

1.2 Multicarrier Code Division Multiple Access

In the very high-rate transmission, DS-CDMA system experiences severe inter-chip interfer-
ence and difficulty in synchronizing the fast spreading code [13]. To overcome these limitations, a
new system, which is a combination between DS-CDMA and OFDM signaling, has been proposed
by various authors [14–16]. The advantages of the new hybrid system over the conventional



3

DS-CDMA systems have been reported [12]. This dissertation focuses on the MC-CDMA scheme,
described by N.Yee [14]. In [15] and [16], the authors proposed the systems where each subcarrier
is designated for an individual DS-CDMA system. These systems are refered as a multicarrier
direct sequence code division multiple access (MC-DS-CDMA) system [15] and a multitone code
division multiple access (MT-CDMA) system [16]. The considered MC-CDMA scheme provides
higher spectral utilization efficiency and better resistance to frequency selective fading than the
MC-DS-CDMA and MT-CDMA scheme [17]. In this scheme, the original data symbols are
multiplied in parallel by the chips of spreading codes preassigned to the corresponding users. All
the resultant chips are modulated onto different subcarriers, as in OFDM, and transmitted. This
process can be viewed as direct-sequence spreading in the frequency domain.

The MC-CDMA system is different from the OFDMA system that one MC-CDMA data
symbol occupies the whole subcarriers or a large number of subcarriers. The symbol detection
in the MC-CDMA system exploits spreading code correlation properties rather than frequency
seperation. In term of frequency diversity, the MC-CDMA system achieves much higher order of
diversity than the OFDMA system. The MC-CDMA system succeeds many inherent advantages
from the DS-CDMA system such as soft capacity, possible performance improvement by using
multiuser detection techniques, and the utilization of soft handoff technique. Though the MC-
CDMA system is different from the OFDMA system, both systems share many common features.
Therefore, several techniques, initially proposed for the OFDMA system, can also be applied to
the MC-CDMA system with slight modification.

1.3 Guard Interval

Guard interval in the form of cyclic prefix is normally introduced for each multicarrier
symbol to avoid the intersymbol interference (ISI). In order to attain the ISI free communication, the
duration of the cyclic prefix must be at least as long as the maximum channel delay. The graphical
explanation of a guard interval insertion process is shown in figure 1.2. By using the cyclic prefix,
the demodulation window can be selected from anywhere over the length of the symbol. This
property provides symbol time synchronization tolerance as well as multipath immunity. If the
cyclic prefix insertion is sufficient (communication is free from ISI), each subcarrier experiences
flat fading where the channel is characterized by a multiplicative complex valued coefficient.
This property offers more simplicity by converting the requirement of a complicated time-domain
equalizer to a simple single-tap frequency domain combiner. Thus, the sufficient cyclic prefix
condition is desirable for a forward link where the receivers are the complexity limited mobile
stations.

In a reverse link, the delay of each user’s signal to the basestation can be regarded as
part of the effective channel impulse response. The sufficient cyclic prefix condition is possible
for the reverse link, if the delay time of all the user signals can be maintained within a small
synchronization window through the aid of a quasi-synchronous mechanism [18–21]. However,
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since each user’s signal experiences different channel fading in the reverse link, the simple
frequency domain combiner cannot mitigate the effect from the multiple access interference (MAI)
even with the sufficient cyclic prefix condition. Therefore, the complicated receiving techniques,
such as the multiuser detectors, are required [13, 20–25]. Fortunately, a receiver in the reverse
link is at a base station where the complexity constraint is not a crucial restriction. At the
receiver, cyclic prefix is normally discarded to avoid the ISI. Thus, a symbol decision is made
by considering only part of the entire MC-CDMA signal. This discarding leads to an inefficient
use of the transmitted signal energy. Additionally, the introduction of cyclic prefix also decreases
bandwidth utilization efficiency. To preserve these valuable resources, cyclic prefix should be used
as less as possible. Due to a constraint on cyclic utilization, the maximum delay of channel may
exceed the cyclic length in some cases. In the quasi-synchronous reverse link environment, time
delay of each user signal relative to the beginning of the synchronization window lengthens the
effective channel impulse response. This situation increases a possibility that the effective CIR
duration exceeds the cyclic prefix duration.

The insufficient cyclic prefix situation does not only incur the ISI but also a crosstalk between
each pair of subcarriers, which is generally referred as the intercarrier interference (ICI) [10,26–35].
In this case, the single-tap frequency domain combiner and the conventional multiuser detection
techniques are not sufficient to guarantee good quality of symbol detection. Many authors
have proposed techniques for improving the symbol detection in the insufficient cyclic prefix
situation [26–35]. The development of detectors for the insufficient cyclic prefix case introduces
a new vision to the multicarrier system design where the cyclic prefix may be intentionally
neglected [27, 28, 33–35]. It should be emphasized that the multicarrier systems without cyclic
prefix provide better power and bandwidth utilization efficiency than the conventional cyclic prefix
requisite system.

The works in [26–32] target the insufficient cyclic problem in the OFDM system. Un-
fortunately, the OFDM system is different from the MC-CDMA system. More specifically, the
OFDM system does not consider the existence of the MAI, which is particular for the DS-CDMA
related systems. Therefore, those OFDM based techniques are not directly applicable to the
MC-CDMA system. To jointly cope with the MAI and the insufficient cyclic prefix problem in
the MC-CDMA system, a multiuser detection with ISI cancellation (MUD-ISIC) [33] is a potential
solution. The alternate solution, a truncated time-domain multiuser detection [34], suffers from
the energy loss due to the discarding of the useful signal part. In [35], a receiver was derived
from a well-known minimum mean square error (MMSE) decision feedback equalization (DFE)
approach. The resultant receiver becomes a special case of the MUD-ISIC where a multiuser part
is a MMSE detector.

In the previous works except the partial works of this dissertation in [32, 33], the receivers
acquire the necessary parameters by calculating from the estimated channel impulse response.
Many works concentrated on the receiver design and assume the perfect knowledge about the
channel impulse response at the receiver without clarifying its feasibility. Some works in both the
OFDM context and the MC-CDMA context misleadingly suggested the channel impulse response
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3rd subcarrier

4th subcarrier

Figure 1.2 Cyclic Prefix Insertion

estimation based on the assumption of equally spaced finite impulse response (FIR) channel. In
fact, this assumption is only ensured in the sufficient cyclic prefix case [36].

1.4 Frequency Offset

The MC-CDMA system inherits from OFDM the vulnerability to a frequency offset,
which mainly results from a mismatch between the carrier frequencies at the transmitter and the
receiver [10]. Even small amount of frequency offset can cause severe degradation of the desired
signal power and cross talk among subcarriers.

For the forward link, if the frequency offset can be accurately estimated, the carrier
synchronization error can be easily compensated. The frequency offset estimation can be
accomplished by employing periodic pilots [37, 38], which cost bandwidth and power expense.
In [39], the authors proposed the semi-blind frequency offset estimation technique by exploiting
the redundancy (cyclic prefix) structure of a multicarrier symbol. In [40, 41], the authors further
improved the accuracy of the technique in [39] by discarding part of the cyclic prefix, affected
by ISI. The non-data aided or blind approaches for frequency offset estimation are also reported
in the literatures. These methods exploit the known subspace structure due to the placement of
unmodulated (virtual) subcarriers employed in the practical multicarrier modulation systems [42–44].

For the reverse link OFDMA system, each user is assigned a disjoint sub-band. Signal
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for each user can be separated by using a bandpass filter. Therefore, it is possible to apply
techniques initially proposed for a forward link to the reverse link OFDMA system [45, 46]. For
the reverse link MC-CDMA system, each mobile station shares the same frequency band and
incurs different frequency offset values. The correction of one user’s frequency offset would
mis-align the others. In [47, 48], the authors proposed the signal separation strategy for the
reverse link MC-CDMA system. For this technique, each single user signal is extracted from a
multi-dimensional composite signal by using an interference cancellation strategy. This separation
technique enables the use of the existing frequency offset estimation and correction algorithms.
However, the residual interference (from imperfect interference cancellation) severely degrades the
performance of the signal separation based technique especially in a low signal to interference plus
noise ratio (SINR) scenario. Moreover, signal separation requires the initial channel estimation.
This requirement implies the necessity of performing channel estimation on the ICI disturbed
signal. Such channel estimation technique is currently not available. In [47, 48], the receiver
was optimistically assumed to have the perfect knowledge about channel. In [49, 50], the authors
integrated signal detection and frequency offset compensation for the MC-CDMA system into a
unified procedure. This technique eludes the need for individual frequency offset correction, hence;
it is practically interesting. There was a report on a blind frequency offset estimation technique
for the reverse link in [51]. However, since the frequency offsets still cannot be corrected, the
channel estimation process is still in doubt. The more practical work was presented in [52] where
the joint channel and frequency offset estimation technique based on the extended Kalman filtering
method is proposed. However, this technique has slow convergence rate especially in the case of
large number of users.

It is worth to note that all the mentioned techniques regarding the frequency offset problem
for both the forward link and reverse link channel require the sufficient cyclic prefix condition.

1.5 Multiple Access Interference and Multiuser Detection

The performance of DS-CDMA based systems, including the MC-CDMA systems, is limited
by the presence of MAI. Even if the systems employ orthogonal code such as Hadamard-Walsh
sequence, channel fading can easily destroy such orthogonality. Additionally, different multipath
attenuation causes a so-called near-far problem, which would intensify the adverse effect of MAI.
The conventional matched filter (MF) detector, which is optimum in a single user system, is
severely susceptible to MAI. The sensitivity of the MF to MAI has encouraged researchs on
multiuser detections, which exploit the structure of the MAI in order to suppress it.

Since the main objective of this dissertation is not on the development of the multiuser
detection techniques, only the multiuser detectors without channel decoding are considered for
simplicity. These detectors have low complexity and promising potential for implementation. The
multiuser detection stage of the proposed receiver does not limit to any particular multiuser detection
techniques. In general, the channel decoding aided multiuser detectors (Turbo multiuser detectors)
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Figure 1.3 Multiuser Detection Tree Diagram

as well as the conventional matched filter can be applied in place of the multiuser detectors without
channel decoding. Figure 1.3 illustrates a hierarchy diagram of multiuser detection classes.

An optimal multiuser detector based on an exhaustive search was proposed in [53] and it
was applied to the MC-CDMA systems in [54]. Due to its high complexity which exponentially
increases in the number of users, several sub-optimum linear and non-linear multiuser detectors
have been studied such as in [55–62] for the DS-CDMA system and in [13, 17, 20–25, 63] for
the MC-CDMA system. In this dissertation, both linear and non-linear sub-optimum multiuser
detectors will be studied. For linear multiuser detectors, this dissertation will consider the decorre-
lating detector (DD) and the MMSE detector. For non-linear multiuser detectors, this dissertation
will consider the weighted multistage interference cancellation (WMIC) detector [22, 61, 62]. In
addition to the conventional WMIC with MF first stage, the WMIC with linear multiuser detection
first stage will also be studied.

1.6 Scope of This Dissertation

A MC-CDMA system will be considered in this dissertation, due to its potential to support
high-rate transmission, which will be necessary in several different aspects for the future wireless
applications. In the past, a forward link has usually been targeted because most of the high-rate
traffic is in the forward link. However, due to the increasing demand for some high rate applications
in a reverse link such as real time interactive applications, the researches in various aspects for
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the reverse link inevitably become more important. The difference of channel fading, delay time,
and frequency offset, experienced by each user’s signal, introduces considerable complication to
the implementation of the reverse link with high quality of services. Fortunately, the limitation
on hardware complexity in the reverse link is much more relaxed than that in the forward link.
These significant issues will be addressed in this dissertation.

As earlier mentioned, the MC-CDMA system is susceptible to the MAI, ISI, and ICI. The
main causes of the later two interference types are the insufficient cyclic prefix condition and the
presence of the frequency offset. This dissertation will start by exploring the mathematical models
of the MC-CDMA system under the presence of all the concerned interference. From the obtained
models, a MUD-ISIC will be proposed to improve the overall performance by mitigating the effect
from all the interference. The proposed MUD-ISIC will be able to employ many existing multiuser
detection techniques, both linear and non-linear detectors. Performance of the proposed receiver
will be evaluated and compared with other known receiving techniques by using the computer
simulations under the assumption of perfect knowledge of all the necessary parameters. This
dissertation will also study the influence of the cyclic prefix insertion and the data serial to parallel
conversion process to the bit error rate.

In order to implement the proposed MUD-ISIC, this dissertation will also study the parameter
acquisition techniques. The concerned parameters are the ISI generation sequences, the transformed
signature sequences, and the noise variance. The estimation techniques for the ISI generation
sequences and the transformed signature sequences will be proposed in 2 different approaches,
least squares (LS) estimator and adaptive estimator. The asymtotic mean square error (MSE)
analyses of the estimator and the criteria for the training sequences to achieve minimum MSE
will be presented. Several systematic generation schemes of the optimum training sequences will
be proposed and discussed. Comparative studies of several estimators will be presented in this
dissertation. Performance of the proposed MUD-ISIC with the proposed parameter estimation
techniques will also be studied and compared with the other receivers with the existing estimation
techniques.

In this dissertation, the communication will be carried out using bursts (packets) mode. The
parameter estimation is only performed in the training period. The techniques for interpolation
or tracking (decision direct computation) of the estimated parameters during the data transmission
period will also be proposed and evaluated.

1.7 Outline

In chapter 2, the quasi-synchronous reverse link MC-CDMA system model, frequency offset
model, multipath fading channel model, and background noise model will be described. Many
existing receiving and parameter estimation techniques will be reviewed.

In chapter 3, the MUD-ISIC will be developed and the adoption of several classes of
multiuser detection will be discussed. Key simulation parameters, such as the multipath intensity
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profile, frequency offset variance, cell size, etc., will be presented. The simulation results by
assuming perfect information of all the necessary parameters will be presented.

In chapter 4, the transformed signature sequences and ISI generation sequences estimation
techniques will be proposed. The MSE of the estimator will be analyzed and the criteria for
the training sequence to achieve the minimum MSE will also be presented. The systematic
generation of the optimum training sequence will be developed. The techniques for acquiring the
sequence estimates during the data period will also be demonstrated. In order to implement some
classes of multiuser detection, the noise variance estimation technique will also be proposed. The
performance of the estimator and the optimum training sequences is evaluated and the results will
be given in chapter 4. The results on the MUD-ISIC using the proposed estimator will also be
presented and discussed.

Finally, Chapter 5 will conclude this dissertation. The results and contributions will be
summarized.

1.8 Basic Notation

In this dissertation, bold character denotes a column vector and bold capital character denotes
a matrix as it will be clear from the context. (.)T denotes transposition, (.)H denotes hermitian
transposition, (.)∗ denotes complex conjugate, (.)−1 denotes square matrix inversion, and (.)†

denotes Moore-Penrose generalized inversion. If X is a given M ×M square matrix, diag(X)

is the M × 1 vector of the diagonal entries of X.



CHAPTER II

BASIC BACKGROUND AND RELATED TOPICS

This chapter reviews a basic background and the related topics of a quasi-synchronous reverse
link MC-CDMA system. A mathematical model of the quasi-synchronous reverse link MC-CDMA
system under the presence of frequency offset and intersymbol interference is investigated. This
model is analyzed under various special cases in order to understand the characteristic of the
system and the influence of each factor. The receiving techniques for a conventional MC-CDMA
system as well as the more advanced techniques for an error-prone situation are presented and the
existing parameter estimation techniques are reviewed.

2.1 System Models

2.1.1 MC-CDMA Transmission Model

A block diagram of the quasi-synchronous reverse link MC-CDMA system is shown in
figure 2.1. The entire bandwidth is divided into NC equally spaced subcarriers. The system is
supposed to service NU active users, being assigned a unique signature sequence of length NS ,

ck =
[

c0
k c1

k · · · cNS−1
k

]T

(2.1)

where cn
k ∈ {1,−1}. At a transmitter, each user generates input symbols, which are independent

and identically distributed (i.i.d.) with zero mean. A block of successive symbols is serial-to-parallel
converted and each parallel symbol is multiplied by a corresponding signature sequence.

Each chip of the resultant sequence is mapped onto different subcarrier according to a
continuous subcarrier assignment (CSA) scheme. In general, an interleaved subcarrier assignment
(ISA) scheme, which offers higher level of frequency diversity than the CSA scheme, can
also be employed. However in the presence of ICI, the CSA scheme, which maximizes the
frequency separation among subcarriers assigned to different parallel symbols, simplifies a detector
by neglecting cross parallel symbol interference [50]. This simplification also helps reducing a
number of parameters to be estimated, thus; a number of pilot symbols can be greatly lessened.
Since the ICI is commonly occurred in the real applications, the CSA scheme is considered in
this dissertation. For the CSA scheme, a group of adjacent subcarriers is assigned to each parallel
symbol so that the mth chip of the pth parallel symbol is mapped onto the (m + pNS)th subcarrier
(see also figure 2.2). After subcarrier mapping, the data are modulated in baseband by the IDFT
and converted into serial data. The cyclic prefix is inserted between the successive MC-CDMA
symbols. The signal is RF up-converted and then transmitted. The complex equivalent lowpass
transmitted signal can be described as
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Figure 2.1 Quasi-synchronous reverse link MC-CDMA system block diagram

sk(t) =
∞∑

i=−∞
si

k(t− iTS) (2.2)

where

sk(t) = si
k(t) =

σk

NC

NP−1∑
p=0

NS−1∑
m=0

cm
k bi

k,pe
j2πfmap(m,p)

(t−TCP )
TB pT

(
t

TS

)
, (2.3)

TS is the MC-CDMA symbol duration, TCP is the cyclic prefix duration, TB = TS − TCP is the
duration of a MC-CDMA symbol without cyclic prefix, (σk)

2 is the transmit power of the kth

user’s signal, pT (t) is a rectangular waveform defined as

pT (t) =

{
1 (0 ≤ t < 1)

0 (otherwise)
, (2.4)

and
fmap (m, p) = m + pNS (2.5)

is a subcarrier mapping function.
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2.1.2 Channel Model

In quasi-synchronous systems, mobile units attempt to synchronize with a synchronization
window, specified by the base station, before initiating the communication link. As a consequence,
the relative time-offsets among users are limited to a fraction of a symbol, and can, thus, be
incorporated as part of the unknown channel impulse response. In such cases, the time offset is
compensated as part of the equalization performed at the receiver. In this dissertation, the channel
will be assumed to be quasi-static so that it will be constant over a MC-CDMA block and it will
vary from block to block. Since this dissertation considers a reverse link where each transmitted
signal is emitted from a different location, the channel of each user is assumed to be independent.
Moreover, each transmitter introduces different frequency offset relative to the frequency of the
base station’s local oscillator. The channel is modeled as a wide sense stationary uncorrelated
scattering (WSSUS) multipath channel as shown in figure 2.3 [64, 65]. The channel consists of
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NL paths, each of which has its particular delay τ i
k,l and complex value coefficient αi

k,l. The
channel of the kth user is described by

hi
k (τ) =

NL−1∑

l=0

αi
k,lδ

(
τ − τ i

k,l

)
(2.6)

where δ (τ) is a Dirac function defined as

δ (τ) =

{
1 (τ = 0)

0 (otherwise)
. (2.7)

The path delay value is relative to the beginning of the synchronization window. For
example, τ i

k,l = 0 implies that the lth delay version of the kth user’s signal synchronizes with the
beginning of the synchronization window (see also figure 2.3 and 2.4).

2.1.3 Received Signal Model

In practical systems, A MC-CDMA symbol period is usually designed to be much larger
than the maximum delay of channel [10]. As a consequence, only signal from the ith symbol
interval and signal from the (i− 1)th symbol interval are involved in the receiving process during
the ith symbol interval.

The received signal is an aggregate of the linear convolution of each transmitted signal
with the corresponding channel impulse response. The received signal in the complex baseband
representation can be expressed as

r (t) =

NU−1∑

k=0

rk (t) + η (t) (2.8)

where
rk (t) =

[
NL−1∑

l=0

αi
k,l

∞∑
i=−∞

si
k

(
t− τ i

k,l − iTS

)
]

ej2π∆f,k(t−iTS−TCP ), (2.9)

∆f,k is a frequency offset value of the kth user signal, and η (t) denotes an additive complex
Gaussian noise term, modeled as a normal distributed random variable with zero mean and variance
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(ση)
2. The received data after the cyclic prefix removal is sampled at t = iTS + TCP + nTC

over the ith symbol interval, where TC = TB/NC is a sampling interval. A discrete-time data
sample during the ith symbol interval is expressed as

ri [n] =

NU−1∑

k=0

(
ri
k,D[n] + ri

k,I [n]
)

+ ηi [n] (2.10)

where ηi [n] is a noise sample, ri
k,D [n] is the contribution from the transmitted signal in the

ith symbol interval, and ri
k,D [n] is the contribution from the transmitted signal in the (i− 1)th

symbol interval. The terms ri
k,D [n] and ri

k,D [n] are given, respectively, by

ri
k,D [n] =

[
NL−1∑

l=0

u
(
nTC + TCP − τ i

k,l

)
αi

k,l

NP−1∑
p=0

NS−1∑
m=0

cm
k bi

k,pe
j

2πfmap(m,p)(nTC−τi
k,l)

TB

]
e

j2π
nεk
NC

(2.11)
and

ri
k,I [n] =

[
NL−1∑

l=0

ū
(
τ i
k,l − TCP − nTC

)
αi

k,l

NP−1∑
p=0

NS−1∑
m=0

cm
k bi−1

k,p e
j

2πfmap(m,p)(nTC−τi
k,l+TS)

TB

]
ej2π

nεk
M

(2.12)
where εk =

∆f,k

1/TB
is a frequency offset value normalized by a carrier spacing, u (n) is an unit step

function defined as
u (n) =

{
1 (n ≥ 0)

0 (otherwise)
(2.13)

and ū (n) is a function defined as

ū (n) = u (n)− δ (n) . (2.14)

A sequence of the received samples {ri [n]}NC−1
n=0 is demodulated by taking the NC-point

DFT. An element of the DFT output sequence {xi [n′]}NC−1
n′=0 is given by

xi [n′] =

NU−1∑

k=0

NP−1∑
p=0

xi
k,p [n′] + η̄i [n′] (2.15)

where η̄i [n′] is the DFT of ηi [n]. The term xi
k,p [n′] can be expressed as

xi
k,p [n′] = c̄i,n′

k,p,Dbi
k,p + c̄i,n′

k,p,Ib
i−1
k,p (2.16)

where
c̄i,n′
k,p,D =

NS−1∑
m=0

βi,n′,m
k,p,D cm

k , (2.17)

c̄i,n′
k,p,I =

NS−1∑
m=0

βi,n′,m
k,p,I cm

k , (2.18)

βi,n′,m
k,p,D =

NL−1∑

l=0

NC−1∑
n=0

αi
k,lu

(
nTC + TCP − τ i

k,l

)
e

j
−2πfmap(m,p)τi

k,l
TB e

j2π
(fmap(m,p)−n′+εk)n

NC (2.19)
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and

βi,n′,m
k,p,I =

NL−1∑

l=0

NC−1∑
n=0

αi
k,lū

(
τ i
k,l − TCP − nTC

)
e

j
2πfmap(m,p)(−τi

k,l+TS)
TB e

j2π
(fmap(m,p)−n′+εk)n

NC .

(2.20)
From (2.17) and (2.18), Each element of the sequence c̄i

k,D =
{

c̄i,n′
k,p,D

}NC−1

n′=0
and c̄i

k,I =
{

c̄i,n′
k,p,I

}NC−1

n′=0
is a linear combination of the original signature sequences ck with the coefficients

βi,n′,m
k,p,D and βi,n′,m

k,p,I , respectively. From the expressions of DFT output sequence in (2.15)-(2.20),
we can view the receiving part of the MC-CDMA system with insufficient cyclic prefix and
frequency offset as the receiving part of the ISI corrupted MC-CDMA system, provided signature
sequences c̄i

k,D and c̄i
k,I for the ith symbols and the (i− 1)th symbols, respectively. To reflect

their physical meanings, the sequence c̄i
k,D will be referred as the transformed signature sequence

and the sequence c̄i
k,I will be referred as the ISI generation sequence.

At the transmitting end, the (n′)th subcarrier, which lies within the pth subcarrier group
(pNS ≤ n′ < (p + 1) NS), is the pth parallel symbols multiplied by the corresponding chips
of the signature sequences. However, the (n′)th DFT output entry at the receiver does not only
capture the contribution from the pth parallel symbols but also the other NP − 1 parallel symbol.
The interference from the other NP − 1 parallel symbols will be referred as the cross parallel
symbol interference. Unlike the signal at the transmitter that only the corresponding chip of the
signature sequences characterizes the signal at the particular subcarrier, all the NS chips of the
signature sequences factor the contribution from the pth parallel symbol to each DFT output entry
at the receiver. Apart from the cross parallel symbol interference, the (n′)th DFT output entry is
also affected by the ISI from all the NP parallel symbols of the previous symbol interval.

For a sufficient cyclic prefix environment, i.e. τk [i, n, l] ≤ TCP , the coefficient βi,n′,m
k,p,I

becomes zero. As a consequence, the second term on the right hand side of equation (2.16), which
denotes the ISI, vanishes. The sufficient cyclic prefix condition also simplifies the expression of
βi,n′,m

k,p,D in (2.19) as

βi,n′,m
k,p,D =

NL−1∑

l=0

NC−1∑
n=0

αi
k,le

j
−2πfmap(m,p)τi

k,l
TB e

j2π
(fmap(m,p)−n′+εk)n

NC

=

NL−1∑

l=0

αi
k,le

j
−2πfmap(m,p)τi

k,l
TB

NC−1∑
n=0

e
j2π

(fmap(m,p)−n′+εk)n

NC

. (2.21)

In case of perfect frequency synchronization, i.e. εk = 0, the above equation can be further
simplified as

βi,n′,m
k,p,D =





NL−1∑
l=0

αi
k,le

j
−2πn′τi

k,l
TB for fmap(m, p) = n′

0 (otherwise)

. (2.22)

Then,

xi [n′] =

NU−1∑

k=0

βi,n′,m
k,p,D cm

k bi
k,p + η̄i [n′] (2.23)
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for fmap(m, p) = n′.
The above equation indicates that, for the systems with perfect frequency synchronization

and sufficient cyclic prefix, each DFT output entry is basically the transmitted signal (cm
k bi

k,p),
multiplied by the channel coefficient (βi,n′,m

k,p,D ). In this case, there is neither ISI nor cross parallel
symbol interference.

For the case of non-zero frequency offset, i.e. εk 6= 0, the term βi,n′,m
k,p,D cannot be simplified

as in (2.22). Hence, the cross parallel symbol interference still exists. For the insufficient cyclic
prefix case, the cross parallel symbol interference occurs even in the system with perfect frequency
synchronization. Before continuing to the next topic, it is worth to note that the OFDM system
can be regarded as a special case of the MC-CDMA system that has processing gain of one.
Under the presence of frequency offset and ISI, subcarriers of the OFDM system, which carry
different data symbols, are mutually interfered. Therefore, the cross parallel symbol interference
in the OFDM system is usually referred as the intercarrier interference (ICI).

Table 2.1 Interference for various system conditions

MAI CPSI ISI

Sufficient cyclic prefix without frequency offset Yes No No
with frequency offset Yes Yes No

Insufficient cyclic prefix without frequency offset Yes Yes Yes
with frequency offset Yes Yes Yes

*CPSI : cross parallel symbol interference

2.2 Receivers for the Forward Link MC-CDMA system

In the forward link, all the users’ signals share the same communication channel. With
perfect frequency synchronization and sufficient cyclic prefix insertion, the DFT output element is
given by

xi [n′] = βi,n′,m
p,D

NU−1∑

k=0

cm
k bi

k,p + η̄i [n′] (2.24)

for m and p satisfying fmap(m, p) = n′, where channel coefficient βi,n′,m
p,D is defined similar to

(2.22) by taking off the subscript indicating the user index k.

2.2.1 Combining Techniques

From (2.24), transmitted power of each parallel symbol is spread across the NS DFT output
entries. The decision variable for each data symbol is conventionally obtained by coherently
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combining all the scattered power as

zi
k,p =

NS−1∑
m=0

(
ai,m

k,p

)∗
xi [fmap (m, p)] (2.25)

where ai,m
k,p is a combining coefficient.

Several authors have proposed many criteria in designing the combining coefficients. Some
techniques only consider the background noise or only consider the MAI, whereas some techniques
try to compromise the effect from these 2 factors. In the following, the five most famous
combining techniques, namely equal gain combining (EGC), maximum ratio combining (MRC),
orthogonal restore combining (ORC), controlled equalization (CE), and minimum mean square
error combining (MMSEC), will be reviewed. The MRC maximizes the signal to noise ratio (SNR)
but it tends to increase the MAI. On the other hand, the ORC perfectly recovers the orthogonality
but it is susceptible to the noise amplification. The EGC only compensates the phase shift. As a
consequence, it does not effect the level of MAI and SNR. The CE and MMSEC compromise the
MAI suppression with the noise enhancement.

2.2.1.1 Equal Gain Combining

The EGC only coherently combines the signal power at each subcarrier. It does not equalize
the effect of the channel. The EGC coefficient is given by

ai,m
k,p =

β
i,fmap(m,p),m
p,D∣∣∣βi,fmap(m,p),m
p,D

∣∣∣
cm
k . (2.26)
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2.2.1.2 Maximum Ratio Combining

The MRC maximizes the SNR of the decision statistics. In the case of one user, the MRC
method can minimize the bit error rate (BER). The motivation behind MRC is that the components
of the received signal with large amplitudes are likely to contain relatively less noise. Thus, their
effect on the decision process is increased by squaring their amplitudes. The MRC coefficient is
given by

ai,m
k,p = β

i,fmap(m,p),m
p,D cm

k . (2.27)

2.2.1.3 Orthogonal Restore Combining

In the forward link, the orthogonal codes are normally employed as signature sequence.
Unfortunately, the channel fading coefficients destroy such orthogonality. The ORC attempts to
restore the orthogonality among user’s signature sequences by normalizing the amplitudes of the
subcarriers. The ORC coefficient is given by

ai,m
k,p =

β
i,fmap(m,p),m
p,D∣∣∣βi,fmap(m,p),m
p,D

∣∣∣
2 cm

k . (2.28)

With ORC, the decision statistics are free from MAI. However, weak-amplitude subcarriers tend
to be multiplied by strong gains. As a consequence, noise components are amplified at weaker
subcarriers. This noise amplification effect degrades the BER performance.

2.2.1.4 Controlled Equalization

This method suppresses the excessive noise amplification in the ORC by only combining
the subcarriers with substantially high amplitude (amplitude exceed the certain threshold level).
The CE coefficient is given by

ai,m
k,p =

β
i,fmap(m,p),m
p,D∣∣∣βi,fmap(m,p),m
p,D

∣∣∣
2u

(∣∣∣βi,fmap(m,p),m
p,D

∣∣∣− γ
)

cm
k (2.29)

where γ is a detection threshold and u (n) is the unit step function as defined in (2.13).

2.2.1.5 Minimum Mean Square Error Combining

The MMSEC compromises the orthogonality restoration with the noise amplification. Based
on the minimum mean square error (MMSE) criterion, the MMSEC coefficient is given by

ai,m
k,p =

β
i,fmap(m,p),m
p,D

NU

∣∣∣βi,fmap(m,p),m
p,D

∣∣∣
2

+ var (η̄i [n′])
cm
k (2.30)
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where var (η̄i [n′]) is the noise power. For large
∣∣∣βi,fmap(m,p),m

p,D

∣∣∣, the MMSEC coefficients become
in proportion to the inverse of the subcarrier envelop, whereas the gains are small for the small∣∣∣βi,fmap(m,p),m

p,D

∣∣∣.

2.2.1.6 Other Receivers

Apart from the aforementioned combining techniques, many other advanced receivers have
also been proposed for the detection of forward link MC-CDMA systems. These receiving
techniques include the maximum likelihood multiuser detection, interference cancellation, etc. The
details on these detectors are summarized in [17]. Even though the performance of these detectors
is relatively good, their implementation is limited by the fact that they perform simultaneous
detection of all the active users, which is not suitable for the forward link where the receiving
process is at the mobile stations. In addition, the complexity of these advanced receivers is much
higher than that of the combining techniques.

2.2.2 Frequency Offset Correction

The receivers for the forward link require the frequency offset correction prior to the symbol
detection. Since all the user’s signals are modulated by the common local oscillator at the base
station, the frequency offsets of all the users as seen from a mobile terminal are the same. The com-
pensation of frequency offset can be achieved by either using the voltage control oscillator to adjust
the mobile station’s local oscillator or pre-multiplying the compensation factors to the received sig-
nal samples. As shown in (2.11) and (2.12), the compensation factor for the nth sample is e

−j2π nε
NC .

2.2.3 Frequency Offset Estimation

The two most renowned frequency offset estimation techniques for the forward link do not
require any pilot symbol transmission. The first technique exploits the duplicate structure of the
cyclic prefix, whereas the other technique makes use of the unmodulated subcarriers, being use in
the practical systems.

2.2.3.1 Cyclic Prefix Based Frequency Offset Estimator

Because of the cyclic prefix, the first part with duration TCP seconds of each multicarrier
symbol is identical to the last part. This property can be exploited for frequency offset estimation.
The estimator correlates a TCP long part of the signal with a part that is TB seconds delayed. The
phrase of the correlation output is equal to the phase drift between samples that are TB seconds
apart. Hence, the estimate of frequency offset can simply be obtained as the correlation phrase
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divided by 2πTB:

1

2πTB

tan−1




TCP∫

0

r (t− τ) r (t− TB − τ)∗ dτ


 . (2.31)

The accuracy of the cyclic prefix based method could not be guaranteed for multipath fading
channels as the ISI disrupts parts of the cyclic prefix. The cyclic prefix based estimator can be
improved by considering the channel impulse response length [40, 41]. This improved scheme
requires that the cyclic prefix is strictly longer than the channel delay spread and, that the exact
channel order is known.

2.2.3.2 Virtual Carrier Based Frequency Offset Estimator

This method takes advantage of the inherent null, or virtual, subcarriers to enforce frequency
synchronization. Even though the presence of virtual subcarriers can be seen as the transmission of
known (null) symbols, there is a practical difference because the transmission of null symbols does
not imply any lost of power. Furthermore, null subcarriers are intrinsically present in any nonfully
loaded multicarrier systems. The basic idea for the virtual carrier based approach is simple. The
algorithm measures the average power in the virtual subcarriers and updates the oscillator frequency
(or equivalently update the frequency offset compensation factors) until the algorithm reaches the
minimum measured energy. Ideally, in the system with perfect frequency synchronization and with-
out noise, a null energy should be observed from the virtual subcarriers. If some power is detected,
the algorithm will adjust the oscillator frequency in order to minimize such energy. Follow-
ing the average power cost function, the conventional steepest gradient descent algorithm is applied.

2.2.4 Channel Estimation

For packet transmission as in a wireless LAN, each packet starts with special pilot multicarrier
symbols for which all data values are known. These pilot multicarrier symbols are used to obtain
channel estimates. There is no spreading process for pilot symbols at each subcarrier and the pilot
symbols are common for all the users. In order to perform channel estimation, frequency offset
has to be compensated. Then, by assuming that the frequency offset correction is perfect, the
(n′)th DFT output entry during the pilot period is given in the same way as in (2.24) as following

xi [n′] = βi,n′,m
k,p,D b̄i

p [n′] + η̄i [n′] (2.32)

where b̄i
p [n′] is a pilot symbol at the (n′)th subcarrier. The subcarrier coefficient estimate, β̂i,n′,m

k,p,D ,
can basically be obtained by

β̂i,n′,m
k,p,D = xi [n′] /b̄i

p [n′] . (2.33)
The subcarrier coefficient estimates can be further refined by using the Wiener filtering which
exploits time-frequency correlation statistics [66]. Unfortunately, the information of channel
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correlation statistics is usually unknown. In [67], the robust technique, which is independent of
channel statistics, was proposed. The robust technique uses 2-D DFT and IDFT with diamond
shape filter.

2.3 Receivers for the OFDM System with Insufficient Cyclic Prefix

The insufficient cyclic prefix problem has been addressed in the OFDM context by many
authors. A number of approaches have been proposed to alleviate such problem. These approaches
can be divided into 2 main categories, an impulse response shortening approach and a decision
feedback equalization (DFE) approach.

2.3.1 Impulse Response Shortening Technique

For the impulse response shortening technique, a shortened impulse response filter (SIRF)
is placed following the analog-to-digital (A/D) converter as shown in figure 2.6. The purpose of
this filter is to shorten the impulse response of the effective channel, which is the convolution of
physical channel and SIRF, to be shorter than the length of the cyclic prefix. In [26], a traditional
least squares algorithm was proposed to fit a pole-zero model to the channel impulse response.
The channel impulse response is assumed to be represented as a transfer function

h
(
z−1

)
=

a (z−1)

1 + b (z−1)
. (2.34)

If the poles of the model, 1 + b (z−1), are used as the SIRF coefficients, the SIRF cancels the
poles of the physical channel, leaving the zeros of the model. If the number of zeros are chosen
to be less than the cyclic prefix duration, the effective impulse response will be shorter than the
length of cyclic prefix. Reference [29] reviewed other criteria for designing the filter. The impulse
response shortening approach sometimes suffers from slow convergence and noise amplification.
Therefore, this technique has not received much interest.

2.3.2 Decision Feedback Equalization Technique

The alternate DFE approach allows the ISI and ICI due to the insufficient cyclic prefix to
occur. Then, the receiver later eliminates the ISI and ICI before the symbol detection. Several
DFE based techniques have been proposed in the past literatures. These techniques share the
common ISI cancellation structure in the feedback part but they differ in the ICI compensation
strategy which is governed by the feed-forwarded part. In the ISI cancellation part, the ISI replica
is constructed from the previously detected symbols and the channel impulse response. Then the
ISI replica is subtracted from the received signal.
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Figure 2.6 Block diagram of impulse response shortening technique
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Figure 2.7 Block diagram of decision feedback equalization technique

2.3.2.1 Minimum Mean Square Error ICI Compensation

In [27,28], The ICI is equalized by using the MMSE criteria. The DFE in [27,28] is directly
applied to the A/D output samples. The entire process does not involve the DFT for multicarrier
demodulation. The work in [29] also optimizes the feed-forward filter by using the MMSE criteria
but the DFE is operated in the frequency domain (after the DFT). In fact, the DFE in [27, 28] is
an equivalent form of the DFE in [29] by incorporating the DFT matrix into the feed-forwarded
matrix and the feedback matrix.

2.3.2.2 Cyclic Reconstruction ICI Compensation

In [31], the ICI is mitigated by using the non-linear approach. After the ISI cancellation
process, the resulting sequence is converted into frequency domain by using the DFT and symbol
decisions are made. Afterwards, the detected symbols are used in the cyclic reconstruction process.
The cyclic reconstruction process simulates the cyclic prefix, manipulated by the channel impulse
response. The part of the missing cyclic prefix is then reconstructed and added back to the ISI
cancelled sequence. If the reconstruction is perfect, the sequence is virtually of sufficient cyclic
prefix. In practical, the accuracy of the reconstruction in the first iteration is not good due to the
ICI. After the reconstruction, the ICI power is partially suppressed, hence; the decision based on
the DFT of the reconstructed sequence is more reliable. The improved decisions are then used in
the cyclic reconstruction process for the next iteration.
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2.3.2.3 Windowed Maximum Likelihood Sequence Estimator ICI Compensation

The optimal maximum likelihood sequence estimator (MLSE) was explored in [30] for the
symbol detection under the presence of ICI. It is well recognized that the complexity of the
MLSE is very large and exponentially increases with a number of subcarriers. This complexity
burden issue has been cited in [27, 28] and motivated the authors of [27, 28] to the MMSE
approach. In [30], this complexity is substantially reduced by using the windowing technique. The
windowing technique can suppress the sidelobe spectrum which results in a reduced number of
subcarriers affecting the desired subcarrier. Also, [30] claimed that only two adjacent subcarriers
of the desired subcarrier have substantial influence and require consideration.

2.4 Receivers for the Reverse Link MC-CDMA System

2.4.1 Conventional Channel Estimation Technique for Reverse Link

Similar to the forward link, the channel impulse response has to be estimated for enabling
the coherent reception in the reverse link. The sufficient cyclic prefix condition and the perfect
frequency synchronization simplify the requirement of channel impulse response information to
only the subcarrier coefficient estimates. The major difference between the forward link and the
reverse link is that signals of each user in the forward link share the same physical channel, but,
for the reverse link, they experience different channel fading. The pilot symbols for the reverse
link need some degree of orthogonality to decoupling each user’s signal. The conventional channel
estimation technique for the reverse link [68] uses the pilot OFDM modulated symbols, inserted in
a preamble of a packet frame. A set of orthogonal sequences, such as Walsh-Hadamard sequences
having length of at least NU , is served as pilot sequences in order for the estimator to separate
NU dimensional signal simultaneously arriving at the receiver. A unique sequence from the set of
orthogonal sequences is assigned to each user. During a pilot period, each pilot OFDM modulated
symbol contains the same chip of the given sequence in all subcarriers. The estimation process
is carried out after a DFT block. For estimation of a desired subcarrier coefficient of a desired
user, DFT outputs corresponding to the desired subcarrier during a pilot period are multiplied
by respective chips of the user’s pilot sequence. Then the resulting sequence is integrated and
normalized. This estimation process is repeated for all subcarriers and all users.

In [69], a sampled spaced channel impulse response estimator was proposed. This estimator
considers the time-domain equivalent samples, which is the IDFT of the subcarrier coefficients.
Only some of the time-domain samples, which have relatively high amplitudes, are estimated.
These desired samples are usually some of the first samples and some of the last samples. The
estimated time-domain samples are converted to the subcarrier coefficients by taking DFT. This
channel estimation technique can reduce a number of parameters to be estimated but its accuracy
is substantially degraded due to the negligent of some time-domain samples. Moreover, it can
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support only few concurrent users.

2.4.2 Recursive Estimation of Channels and Frequency Offsets Based on the Extended
Kalman Filter

In the reverse link, the problem of frequency offsets is much more complicated than the
forward link because each user has different frequency offset value. A simple channel estimator,
as described in the previous subsection, suffers from the ICI and cannot estimate the frequency
offsets. Even in a case that perfect knowledge of frequency offsets is available, the frequency
synchronization is impossible because the correction of one user frequency offset would misalign
the others.

In [52], a technique for jointly estimating channels and frequency offsets under the sufficient
cyclic prefix condition was proposed. The work in [70], which considers the estimation of the
frequency offset in a single user system by using an extended Kalman filter, was extended to
a multiuser system in [52]. The extended Kalman filter is used because the observation is a
non-linear function with respect to the frequency offsets. A state-space equation is assumed to be
a simple first order equation and an observation equation is formulated similar to (2.15)-(2.21).

The disadvantages of the EKF based estimator are that it has slow convergence rate in the
system with large number of users and it can easily be trapped in the saddle points.

2.4.3 Frequency Offset Compensated Minimum Mean Square Error Detector

In [49, 50], the authors proposed a receiver based on the MMSE criterion for the reverse
link MC-CDMA system with frequency offsets. The cyclic prefix is assumed to be longer than the
maximum channel delay. The receiver capitalizes on the sub-band structure of the CSA scheme
to reduce the complexity. Only the subcarriers, being used for transmitting the considered parallel
symbol, are involved in the detection of the considered parallel symbol. Block diagram of the
frequency offset compensated MMSE detector is similar to a combining technique (figure 2.5) with
only difference in the derivation of the combining weights. Since the cyclic prefix is longer than
the maximum channel delay, equation (2.15) is simplified as

xi [n′] =

NU−1∑

k=0

NP−1∑
p=0

c̄i,n′
k,p,Dbi

k,p + η̄i [n′] . (2.35)

From the above equation, the DFT outputs associated with the pth parallel symbol, pNS ≤ n′ <

(p + 1) NS , can be written in the matrix notation as

xi
p =

NP−1∑

p′=0

C̄i
p′,p,Dbi

p′,D + η̄i
p (2.36)

where
xi

p =
[

xi [pNS] xi [(pNS) + 1] · · · xi [(p + 1) NS − 1]
]T

, (2.37)
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η̄i
p =

[
η̄i [pNS] η̄i [(pNS) + 1] · · · η̄i [(p + 1) NS − 1]

]T

, (2.38)

bi
p′,D =

[
bi
0,p′ bi

1,p′ · · · bi
NU−1,p′

]T

, (2.39)
and

C̄i
p′,p,D =




c̄i,pNS

0,p′,D c̄i,pNS

1,p′,D · · · c̄i,pNS

NU−1,p′,D

c̄i,pNS+1
0,p′,D c̄i,pNS+1

1,p′,D · · · c̄i,pNS+1
NU−1,p′,D... ... . . . ...

c̄
i,(p+1)NS−1
0,p′,D c̄

i,(p+1)NS−1
1,p′,D · · · c̄

i,(p+1)NS−1
NU−1,p′,D




. (2.40)

The frequency offset compensated minimum mean square error detector has the form

b̂i
p,D = D

((
Wi

p,FO−MMSE

)H
xi

p

)
(2.41)

where Wi
p,FO−MMSE is the weight matrix of the frequency offset compensated MMSE detector.

The weight matrix is designed to minimize the following error function:

E

{∣∣∣
(
Wi

p,FO−MMSE

)H
xi

p − bi
p,D

∣∣∣
2
}

. (2.42)

By applying the orthogonal principle, the weight matrix is derived as

Wi
p,FO−MMSE =

(
Ri

p,D

)−1
C̄i

p,D (2.43)

where

Ri
p,D = E

{
xi

p

(
xi

p

)H
}

=

NP−1∑

p′=0

C̄i
p′,p,D

(
C̄i

p′,p,D

)H
+ NC (ση)

2 I
. (2.44)

2.4.4 Truncated Time-Domain Minimum Mean Square Error Multiuser Detector

This receiving technique was proposed in [34] for the reverse link MC-CDMA system
without cyclic prefix. The frequency synchronization is assumed to be perfect. The MC-CDMA
system without cyclic prefix is interpreted as an equivalent time-domain ISI-corrupted DS-CDMA
system. The considered MC-CDMA system does not have serial to parallel conversion process
(NP = 1). In the equivalent time-domain model (see also figure 2.8), the IDFT of a signature
sequence can be regarded as a time-domain signature sequence similar to the DS-CDMA system.
The time-domain signature sequence propagates through a physical channel, which distorts and
prolongs the original signal. The extended signal duration will overlap with the following symbol
interval resulting in ISI. With aid of the cyclic prefix, the ISI is discarded along with the part of
useful signal during the cyclic prefix interval.

The truncated time-domain MMSE multiuser detector discards part of the signal affected by
the ISI. This part can be either the cyclic prefix or the normal signal. For the system without
cyclic prefix, the discarded part is purely the normal signal. The remaining time-domain signature
sequence is used in the MMSE multiuser detector [55].
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Figure 2.8 Block diagram of the truncated time-domain MMSE multiuser detector

The major disadvantage of this technique is the requirement of channel impulse response
information. Since the system does not have cyclic prefix, the conventional channel estimation
technique, which targets the subcarrier coefficients, cannot be applied. The other drawback of
this technique is due to the discarding of the part of the useful signal resulting in lower signal to
noise ratio. The derivation of this technique is on the time-domain. The time-domain processing
cannot distinguish multiple frequency-domain parallel symbols, transmitted at the same time. In
order to apply this technique to a system with serial to parallel conversion process, a truncated
time-domain signature sequence has to be transformed into frequency-domain by taking the DFT.
Similar MMSE multiuser detection technique can directly be applied to the frequency-domain
versions of the signature sequences. The frequency-domain implementation will be referred as the
modified truncated time-domain MMSE multiuser detector.

2.4.5 Minimum Mean Square Error Decision Feedback Equalizer

Similar to the truncated time-domain MMSE multiuser detector, the MMSE-DFE [35] was
originally proposed for the system with no serial to parallel conversion and perfect frequency
synchronization. The MMSE-DFE uses the feedback ISI cancellation process to remove the ISI
instead of discarding the ISI affected part. Even though the MMSE-DFE does not explicitly use the
MMSE multiuser detector, the derivation based on the MMSE criterion leads the feed-forwarded
part to be the MMSE multiuser detector. Therefore, the MMSE-DFE and the truncated time-domain
MMSE multiuser detector are only different in the ISI removal strategies.

The implementation of the MMSE-DFE is also obstructed by the requirement of channel
impulse response estimation. However, the MMSE-DFE does not require knowledge about
maximum channel delay and has more efficient power utilization than the truncated time-domain
MMSE multiuser detector.



CHAPTER III

MULTIUSER DETECTION WITH INTERSYMBOL
INTERFERENCE CANCELLATION

From the models described in the previous chapter, a key idea and the foundation of the
MUD-ISIC will be presented in this chapter. Having difference from other known techniques, the
MUD-ISIC provides a unified approach in suppressing the MAI, cancelling the ISI, and compensating
the frequency offsets. At the end of this chapter, the simulation results, demonstrating the merits of
the MUD-ISIC over the other existing techniques under the same assumption of perfect parameter
information, will be presented.

3.1 Motivation

From (2.16), the estimate of ISI, generated by using the previously detected symbols, may
be subtracted from the DFT output to yield the ISI free sequence. The detector is then applied
to the ISI cancelled sequence to detect all the NUNP transmitted symbols. The detector may be
performed in a full band manner so that all the NUNP transmitted symbols are simultaneously
detected. In such approach, all the NUNP transmitted symbols are regarded as virtual NUNP

distinct users and each virtual user occupies the entire NS subcarriers. For the full band scheme,
2NUNP NC parameters, which are c̄i,n′

k,p,D and c̄i,n′
k,p,I for 0 ≤ n′ ≤ NC − 1, 0 ≤ k ≤ NU − 1,

and 0 ≤ p ≤ NP − 1, have to be estimated. This requirement implies the demand for large
number of pilot symbols, which would incur several disadvantages such as loss of bandwidth
efficiency, loss of power, etc. The work in this dissertation will adopt the alternative sub-band
approach, which exploits a sub-band structure of the CSA scheme. In the sub-band technique, the
cross parallel symbol interference is neglected so that the detection of the desired parallel symbol
is independent of the detection of other parallel symbols. The NC entries of the ISI removed
sequence are grouped into NP groups, each of which is processed by a dedicated detector. Each
detector is designated for the detection of NU transmitted symbols. For the sub-band technique,
all the NP detectors requires estimation of only 2NUNP NS parameters, which are c̄n′

k,p,D and
c̄n′
k,p,I for 0 ≤ n′ ≤ NS − 1, 0 ≤ k ≤ NU − 1, and 0 ≤ p ≤ NP − 1. The number of required

parameter for the sub-band scheme is less than that required for the full band detector by a ratio
of NP . It should be noted that guard subcarriers may be inserted between the group of subcarriers
assigned to each parallel symbol to maintain the power of cross parallel symbol interference at the
negligible level. The graphical diagrams of the full band detector and the sub-band detector are
shown in figure 3.1. Figure 3.2 shows the average leakage power from the 3th parallel symbols
to all the subcarriers due to the frequency offsets and the insufficient cyclic prefix for the CSA
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scheme. For the plot of figure 3.2, the frequency offset normalized by carrier spacing is assumed
to be the normal distributed random variable with variance 0.5, the channel is 12 paths with equal
mean power, and the multicarrier signal is transmitted without cyclic prefix.

For a quantitative example, a reverse link MC-CDMA system in [49, 50] is considered. The
key parameters for this system are NS = NU = NP = 16 and NC = NSNP = 256. Therefore,
2NUNP NC = 131072 parameters are needed for the full band detector and 2NUNP NP = 8192

parameters are needed for the sub-band detector. For the least squares estimator, which will be
presented in the next chapter, the full band scheme requires 257 pilot MC-CDMA symbols whereas
the sub-band scheme only requires 33 pilot MC-CDMA symbols. This difference emphasizes the
necessity of the sub-band approach.

Considering the sub-band detection of the pth parallel symbols, the NS DFT output entries,
xi [n′] for pNS ≤ n′ < (p + 1) NS , are fed into the detector. Next, the vector representation of
the input of the detector is introduced to facilitate a receiver design.
Let

xi
p =

[
xi [pNS] xi [(pNS) + 1] · · · xi [(p + 1) NS − 1]

]T

, (3.1)
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η̄i
p =

[
η̄i [pNS] η̄i [(pNS) + 1] · · · η̄i [(p + 1) NS − 1]

]T

, (3.2)

bi
p,D =

[
bi
0,p bi

1,p · · · bi
NU−1,p

]T

, (3.3)

bi
p,I =

[
bi−1
0,p bi−1

1,p · · · bi−1
NU−1,p

]T

, (3.4)

c̄i
k,p,D =

[
c̄i,pNS

k,p,D c̄
i,(pNS)+1
k,p,D · · · c̄

i,(p+1)NS−1
k,p,D

]T

, (3.5)

c̄i
k,p,I =

[
c̄i,pNS

k,p,I c̄
i,(pNS)+1
k,p,I · · · c̄

i,(p+1)NS−1
k,p,I

]T

, (3.6)

C̄i
p,D =

[
c̄i

0,p,D c̄i
1,p,D · · · c̄i

NU−1,p,D

]
, (3.7)

and
C̄i

p,I =
[

c̄i
0,p,I c̄i

1,p,I · · · c̄i
NU−1,p,I

]
(3.8)

denote, respectively, a corresponding DFT output vector, a corresponding noise sample vector,
an ith symbol interval-pth parallel symbol data vector, an (i − 1)th symbol interval-pth parallel
symbol data vector, a shortened transformed signature sequence vector, a shortened ISI generation
sequence vector, a shortened transformed signature sequence matrix, and a shortened ISI generation
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sequence matrix. By neglecting the cross parallel symbol interference terms, the corresponding
DFT output vector is simplified as

xi
p = C̄i

p,Dbi
p,D + C̄i

p,Ib
i
p,I + η̄i

p. (3.9)

3.2 Receiver Design

A block diagram of the MUD-ISIC is depicted in figure 3.3. The MUD-ISIC is composed
of an ISI cancellation part, a multiuser detection part, a parameter estimation part, and a noise
variance estimation part. The ISI cancellation block is designed to remove the ISI introduced
by the insufficient cyclic prefix condition. The multiuser detection block then gives the decision
statistics from The ISI cancelled signal. The parameter estimator delivers the necessary parameters,
which are the transformed signature sequences and the ISI generation sequence, to the others
blocks whereas the noise variance estimator provides the statistical information of the background
noise to the detector. The parameter estimation block and the noise variance estimation block will
be presented in the next chapter.

From the previous section, an ISI term can be approximated by using the previously detected
symbols as C̄i

p,Ib̂
i
p,I where b̂i

p,I is a vector of these symbols. The approximated ISI term is then
subtracted from the DFT output to yield the ISI free data as

x̃i
p = xi

p − C̄i
p,Ib̂

i
p,I . (3.10)
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Assuming that the generation of the ISI replica is perfect, the resultant data can be expressed as

x̃i
p = C̄i

p,Dbi
p,D + η̄i

p. (3.11)

3.2.1 Matched Filter

From (3.11), a vector of simple decision statistics is obtained by applying a matched filter
(MF) bank to the ISI free vector:

yi
p =

(
C̄i

p,D

)H
x̃i

p. (3.12)

Substituting (3.11) into (3.12) yields

yi
p = Ri

p,Dbi
p,D +

(
C̄i

p,D

)H
η̄i

p (3.13)

where Ri
p,D =

(
C̄i

p,D

)H
C̄i

p,D is a correlation matrix. The non-zero off-diagonal entries of the
correlation matrix represent the MAI among all user signals [55]. This MAI raises the error
probability of symbol decisions based on the MF outputs.

In order to improve the symbol detection accuracy, the MF outputs are further processed
by the multiuser detectors, which suppress the MAI by exploiting the estimates of C̄i

p,D. Various
classes of multiuser detectors have been extensively explored in the past literatures. This dis-
sertation will consider three well-known multiuser detectors, a linear decorrelating detector (DD),
a linear minimum mean square error (MMSE) detector, and a weighted multistage interference
cancellation (WMIC) detector. Figure 3.4 and figure 3.5 illustrate the block diagrams of linear
multiuser detectors and WMIC detector, respectively.

3.2.2 Decorrelating Detector

For the DD, the improved decision statistics are obtained by multiplying a vector of MF
bank outputs by a detector matrix Wi

p,DD:

zi
p = Wi

p,DDyi
p

= Wi
p,DDRi

p,Dbi
p,D + Wi

p,DD

(
C̄i

p,D

)H
η̄i

p

. (3.14)
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The derivation of Wi
p,DD is based on the zero-forcing approach such that the product Wi

p,DDRi
p,D

is forced to be an identity matrix. Thus, the detector matrix is given by

Wi
p,DD =

(
Ri

p,D

)†
. (3.15)

As observed from (3.14), the drawback of the DD is the enlargement of noise variance by the
detector matrix. The so-called noise enhancement effect degrades the performance of the DD.

3.2.3 Minimum Mean Square Error Detector

A structure of the linear MMSE detector is slightly different from the DD by only
replacing matrix Wi

p,DD with matrix Wi
p,MMSE . The linear MMSE detector matrix is designed

to compromise the suppression of the MAI and the noise enhancement with the additional
requirement of noise variance information. This requirement is a drawback when it is compared
with the DD, which does not need any information about the noise variance. An error in the
noise variance estimation may degrade the performance of the linear MMSE detector. The linear
MMSE detector matrix is given by

Wi
p,MMSE =

(
Ri

p,D + NC (ση)
2 I

)−1
. (3.16)

3.2.4 Weighted Multistage Interference Cancellation Detector

The WMIC is in a class of the non-linear MUD techniques. It has received considerable
attention as an alternative to the linear approaches such as the DD and the linear MMSE detector.
One of its major advantages is that it does not require a matrix inversion. Though the closed
form analyses of the WMIC are intractable, the simulation results have supported its advantages
over the linear counterparts [22, 33, 55]. A concept of one such stage of the WMIC is to generate
the interfering signal replicas based on the estimated data from the previous stage and subtract
them from the ISI free vector to obtain more reliable estimated data for the user of interest. The
interfering signal replicas at each stage are multiplied by a weight factor before subtracting from
the ISI free vector. This weight factor is used to alleviate the effect from incorrect interfering
signal replicas, which are mainly caused from the wrong estimated data in the previous stage [71].
The weight factor reflects the confident level of the estimated data at each stage. In general, the
reliability of the estimated data is improved at each stage. Therefore, the smaller weight factor
values are usually used in the former stages [71]. The decision statistic of the kth user symbol at
the (nIC)th stage is given by

zi
k,p,nIC

=
(
c̄i

k,p,D

)H





x̃i
p −

NU−1∑

k̄=0
k̄ 6=k

c̄i
k̄,p,DρnIC

D
(
zi

k̄,p,nIC−1

)




(3.17)
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Figure 3.5 WMIC detector

where ρnIC
is a weight factor of the (nIC)th stage and D () is a quantizer used by a decision

device. The estimated data at the initial stage are conventionally provided by the MF bank. The
DD and the linear MMSE detector may also be employed following the MF bank to yield a more
accurate symbol decision in the initial stage. However, it has to make a trade-off between the
complexity burden and the performance improvement.

3.3 Simulation Results and Discussion

In this section, a bit error rate (BER) performance of the proposed receiver is evaluated
and compared with other known techniques through the computer simulations. For all the simu-
lations in this chapter, perfect knowledge of all the required parameters are provided to the receivers.

3.3.1 Simulation Configuration

The simulation parameters are summarized in Table 3.1. Many parameters, used in the
simulations, are taken from [12, 72] where the practical MC-CDMA systems are considered. Each
user is assigned a random binary signature sequence of length NS = 32, which implies that
each transmitted symbol occupies 32 subcarriers. The 40 MHz bandwidth is divided into NC
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Table 3.1 Simulation parameters

Bandwidth 40 MHz
Spreading factor (NS) 32
Spreading sequence Binary random sequence
Modulation Quadrature phase shift keying (QPSK)
Cell Macro cell (radius 1 km)
Maximum delay spread 1 µ sec

Maximum asynchronous delay 1 µ sec

Multipath intensity profile Uniform, Exponentially decaying
Frequency offset variance

(
σ∆f

)2
= 62.5 kHz

subcarriers, which is determined by a serial to parallel conversion size NP and signature sequence
length NS as NC = NP NS .

For the recent IEEE 802.11g standard, the specification for the oscillator stability is ±25

ppm [73], which is equivalent to ±62.5 kHz frequency offset for 2.5 GHz carrier frequency. In
this dissertation, frequency offsets of each user are modeled as independent zero mean Gaussian
random variables with variance

(
σ∆f

)2
= 62.5 kHz [49,50]. The acceptable level of the frequency

offset for the conventional matched filter without frequency offset compensation is approximately
7 percent of the subcarrier spacing [63]. This requirement implies the frequency offset to be less
than 10 kHz for the targeted system with subcarrier separation of 156.25 kHz. This consideration
indicates that the experienced frequency offset of 62.5 kHz is far beyond the limitation and, thus,
the special measures must be taken to handle the frequency offset.

In the future mobile communication systems, there will be strong potential for a microcell
with a cell radius of less than 1 km in an urban area [12]. The microcell configuration allows the
high data rate and high quality link with attainable transmission power. Therefore, the microcell
model will be considered in the simulations. The maximum multipath delay for such model has
been measured in Japan. From the field experiments, there was a report of an approximate 1 µ sec

delay spread [12,72]. Similar to [72], the simulated channel is modeled as 12 paths Rayleigh fading
channel under the wide sense stationary uncorrelated scattering (WSSUS) assumption. Delay of
the first path is fix at 0 µ sec and delays of the other paths are uniformly random in the 0 to
1 µ sec interval. Two different shapes of multipath intensity profile (MIP), i.e. exponentially
decaying with 0.3 µ sec rms delay spread and uniform [12, 72], are assumed in the simulations.

A quasi-synchronous mechanism considered in this dissertation is realized by 2 techniques.
For the first technique, every mobile user is provided a global positioning system (GPS) receiver,
with the user bit epoch triggered by the GPS clock waveform [74]. If the distant to base station
is unknown to the mobile station, the maximum time offset is determined by the cell size and the
maximum GPS timing error. In this case, the maximum time offset is

∆t = ±
( r

2c
+ 2TGPS

)
(3.18)
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where r is a cell radius, c is the speed of light, and TGPS is the maximum GPS timing error.
If the distance to a base station is obtained by using the local GPS estimate of position and a
database of base station coordinate, the maximum time offset is greatly reduced to

∆ = ±
(

PGPS

c
+ 2TGPS

)
(3.19)

where PGPS is a GPS position uncertainty. For the current GPS specifications [75, 76], the GPS
timing error is approximately 0.1 µ sec and the GPS position error is approximately 20 m. As a
consequence, the maximum time offset is approximately ±1.86µ sec and ±0.26µ sec for (3.18)
and (3.19), respectively.

The other technique to attain the quasi-synchronous signaling is a closed loop timing
synchronization technique [10]. For this technique, a mobile station monitors a special forward
link channel. After the mobile station has detected the base station’s timing, it immediately sends
a packet to the base station through a special random access channel. The base station measures
the time offset for the received packet and sends back the necessary timing advance to the mobile.
There is currently no report on the achievable timing offset for this technique in the MC-CDMA
system. However, it was reported the ±0.40µ sec timing offset in the DS-CDMA system using
similar synchronization technique [77].

In this dissertation, the negative delay is pre-compensated. The additional pre-compensation
for negative delay may slightly enlarge the timing offset. By considering the closed loop timing
synchronization technique, the maximum 1.0µ sec asynchronous delay is assumed in the simula-
tions. The asynchronous delay for each user is independent and identically distributed between
0 and 1.0µ sec. By considering both the asynchronous delay and the channel delay spread, the
maximum effective delay is 2.0µ sec.

3.3.2 Effect of Cyclic Prefix Insertion and Serial to Parallel Conversion

In the conventional sufficient cyclic prefix requisite systems, large amount of cyclic prefix
must be added to compensate the channel delay spread and the asynchronous delay. To minimize
the signal to noise ratio (SNR) loss caused by the introduction of cyclic prefix, it is desirable to
have the symbol duration much larger than the cyclic prefix duration. In this sense, the large
serial to parallel conversion size is needed to prolong the symbol duration. However, it cannot
be arbitrarily large because the larger serial to parallel conversion size results in higher number
of subcarriers, which means smaller subcarrier spacing, a larger implementation complexity, more
sensitivity to frequency offset, as well as an increased peak-to-average power ratio (PAPR). This
section presents the simulation results, showing an influence of cyclic prefix insertion and serial
to parallel conversion. The ideal amplifier is assumed so that there is no effect from high
peak-to-average power ratio.

Figure 3.6 shows BER of the MUD-ISIC as a joint function of cyclic prefix length (TCP )
and serial to parallel conversion size (NP ) in the system with perfect timing synchronization
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(asynchronous delay = 0) for the uniform MIP and the exponentially decaying MIP. The linear
MMSE detector is used in the multiuser detection part of the MUD-ISIC. It is seen from figure
3.6 that the lowest BER is achieved from NP = 6 and TCP = 0µ sec for both the uniform MIP
and the exponentially decaying MIP. Adding more cyclic prefix worsen the BER regardless of
the serial to parallel conversion size. This result does not only demonstrate the robustness of the
proposed detector against the insufficient cyclic prefix scenario but it also encourages a new system
design where the insufficient cyclic prefix condition is intentionally enforced. For the system with
small cyclic prefix length, increasing the serial to parallel conversion size degrades the BER. In
contrast, the large serial to parallel conversion size is desirable in the system with large amount
of cyclic prefix. Figure 3.7 compares the uniform MIP and the exponentially decaying MIP. As
expected, the detector obviously gains from higher diversity of the uniform MIP. The BER is
better for the uniform MIP than the exponentially decaying MIP.

Figure 3.8, where the system with imperfect timing synchronization (the maximum asyn-
chronous delay is 1.0µ sec) is considered, illustrates similar results as figure 3.6. The best BER
is obtained from NP = 8 and TCP = 0.5µ sec for the uniform MIP, whereas NP = 6 and
TCP = 0µ sec gives the lowest BER for the exponentially decaying MIP. The requirement of
some cyclic prefix and moderate serial to parallel conversion size in the uniform MIP arises from
the fact that asynchronous delay increases the level of useful power dissipating to the adjacent
symbol. Small amount of cyclic prefix and moderate serial to parallel conversion size help storing
useful power within the detection window. They also help reducing the ratio between the ISI
power and the useful signal power. Note that with TCP = 0.5µ sec, the considered system,
having the maximum effective 2 µ sec delay, still undergoes an insufficient cyclic prefix scenario.
For the exponentially decaying MIP, the power of the high delay components is lower than that
of the uniform MIP. Therefore, the power dissipation has less impact on the detector performance
for the exponentially decaying MIP channel. As a result, the best BER is still achieved from the
system without cyclic prefix.

The BER comparison between perfect and imperfect timing synchronization is shown in
figure 3.9. As seen from the figure, a signal timing mismatch slightly increases BER of the system
with small amount of cyclic prefix. It is worth to note that a research on timing synchronization
is currently underway. In the future, as a cell size becomes smaller, a more accurate timing
synchronization technique may be successfully developed. As a consequence, a small amount of
cyclic prefix may not be required for a channel having relatively strong amplitude components at
the high delay.

In figure 3.10, BER of the MUD-ISIC in the system with imperfect timing synchronization
but perfect frequency synchronization (

(
σ∆f

)2
= 0) is presented. From the figure, similar results

as in the case of imperfect frequency synchronization can be observed. The results in the optimistic
perfect frequency synchronization case also favor the insufficient cyclic prefix scenario.

BER of the MUD-ISIC in the system with 16 concurrent users is presented in figure 3.11.
The result is similar to that in figure 3.8 where the system with 8 active users is evaluated. The
insufficient cyclic prefix condition is still needed for achieving the lowest BER. The effect from
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Figure 3.6 BER of the MUD-ISIC (perfect timing synchronization)
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Figure 3.7 BER of the MUD-ISIC versus cyclic prefix length (perfect timing synchronization)
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Figure 3.9 BER of the MUD-ISIC versus cyclic prefix length (imperfect timing synchronization)
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Figure 3.10 BER of the MUD-ISIC (perfect frequency synchronization)

 secµ(           )0

1

2

3
4

6
8

10
12

14
16

0

0.06

BER

Cyclic prefix length

S/P conversion

N
U
 = 16

MUD-ISIC (linear MMSE detector)

Imperfect timing synchronization

( N
P
 )

Minimum BER

 secµ(           )0

1

2

3
4

6
8

10
12

14
16

0

0.06

BER

Cyclic prefix length

S/P conversion

N
U
 = 16

MUD-ISIC (linear MMSE detector)

Imperfect timing synchronization

( N
P
 )

Minimum BER

Uniform MIP Exponentially decaying MIP

Eb/N0 = 10 dB
 
( )

2

62.5 kHz
f

σ
∆

=

Eb/N0 = 10 dB
 
( )

2

62.5 kHz
f

σ
∆

=

Figure 3.11 BER of the MUD-ISIC (16 users)
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Figure 3.12: BER of the MUD-ISIC (using MF, MF-WMIC, and MMSE-WMIC in the multiuser
detection part)

the useful power leakage is more obvious in the system with 16 users than the system with 8
users.

Figure 3.12 shows the BER of MUD-ISIC, using MF and WMIC in the multiuser detection
part. Two different WMIC configurations are evaluated. For the first WMIC configuration, the
MF is used for providing the initial decision data. The other WMIC configuration uses the linear
MMSE detector to improve the accuracy of the initial data decision. Both WMIC detectors have 3
stages with unit cancellation weight for every stage. Comparing figure 3.12 with figure 3.8, both
WMIC configurations as well as the MF concordantly favor the insufficient cyclic prefix condition.
They are only different on the achievable BER.

3.3.3 Effect of Frequency Offset

An influence of the frequency offset to the system design and the performance of MUD-ISIC
is presented in this section. The computer simulations were carried out by assuming imperfect
timing synchronization. The considered MUD-ISIC employs the linear MMSE detector in its
multiuser detection part. In figure 3.13, the BER is plotted as a function of the serial to parallel
conversion size for

(
σ∆f

)2
= 0 kHz,

(
σ∆f

)2
= 31.25 kHz, and

(
σ∆f

)2
= 62.5 kHz. The

figure shows that the BER is degraded by the increasing of the frequency offset variance. The
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Figure 3.13 BER versus serial to parallel conversion size for various frequency offset variances
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Figure 3.14 BER versus cyclic prefix length for various frequency offset variances

frequency offset has slightly more adverse impact on BER for the system with higher serial to
parallel conversion size than the system with smaller serial to parallel conversion size. This is
because the space between the subcarriers is closer for the system with larger serial to parallel
conversion size. Figure 3.14 shows BER versus the cyclic prefix length for the system with 3
different frequency offset variances as in figure 3.13. As seen from the figure, introducing more
cyclic prefix does not enhance the effect of the frequency offset to the achievable BER. Figure
3.15 plots BER as a function of frequency offset variance. The figure clearly shows the robustness
of the proposed receiver to the frequency offset in the system with NP = 8.

3.3.4 MUD-ISIC Employing Various Multiuser Detection Techniques

This section investigates the performance of various multiuser detection techniques, applied
to the MUD-ISIC. The performance of MUD-ISIC, employing a simple MF, is also plotted as
reference. The WMIC, having 3 stages, is considered. Two weight factor assignment schemes, all
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Figure 3.15 BER versus frequency offset variance

unit weight factor scheme and increasing weight factor scheme, are considered. Weight factors at
each stage for both weight factor assignment schemes are given in table 3.2. The number of stages
and weight factor assignment of the considered WMIC are based on the guideline in [71]. The
work in [71] has shown that the WMIC is likely saturated after 3 stages. Adding more stage than
3 stages only incurs excessive complexity and delay with almost no improvement in BER. The
work in [71] also demonstrated the advantages of the increasing weight factor scheme over the
all unit weight factor scheme. Noted that the optimum weight factors in [71] and other reference
works are obtained by trial and error experiments. The derivation of the optimum weight factor is
very complicated because of the non-linear structure of the WMIC. Owing to this fact, the weight
factors, used in this dissertation, are appropriated by following the recommendation in [71] but
may not be the global optimum values. Several configurations of the WMIC are evaluated in the
simulations. These configurations are summarized in table 3.3.

The MUD-ISIC receivers employing various multiuser detection techniques are compared in
figure 3.16-3.19 for the uniform MIP channel and figure 3.20-3.23 for the exponentially decaying
MIP channel. The MC-CDMA systems without cyclic prefix having 8, 16, 24, and 32 users are
considered. The serial to parallel conversion size is set at 8.

From figure 3.16-3.23, the DD can perform well in a system with moderate number of
users but it gives the worst result in a heavily loaded system (a number of users is comparable
to a processing gain). In the system with 8 users (figure 3.16 and 3.20), the DD, which does
not require an information about noise variance, can perform in the similar level as the linear
MMSE detector. The susceptibility of the DD to the noise enhancement is more obvious in the
system with higher number of users. The performance gap between the DD and the linear MMSE
detector becomes significant in the low signal to noise ratio per bit (Eb/N0) region of the system
with 16 users (figure 3.17 and 3.21). In the system with 24 users (figure 3.18 and 3.22), the DD
requires Eb/N0 at least 10 dB and 8 dB to overcome the MF for the uniform MIP channel and
exponentially decaying MIP channel, respectively. In addition, its performance is worse than that
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of the linear MMSE detector for all the Eb/N0 range. The DD is totally inoperable in the system
with 32 users (figure 3.19 and 3.23). The linear MMSE detector outperforms the MF regardless
of the number of users and Eb/N0. It also performs better than the DD in almost cases. The
performance of the DD is comparable to that of the MMSE detector in 8 and 16 users system at
a high Eb/N0 region.

Table 3.2 Weight factors of WMIC used in the simulations

Weight factor assignment scheme nIC ρnIC

All unit weight factor scheme (1)
0 1.0
1 1.0
2 1.0

Increasing weight factor scheme (2)
0 0.6
1 0.85
2 1.0

Table 3.3 WMIC configuration

Name NIC Initial stage Weight factor
MF-WMIC.(1) 3 MF All unit weight factor scheme
MF-WMIC.(2) 3 MF Increasing weight factor scheme
DD-WMIC.(1) 3 DD All unit weight factor scheme
DD-WMIC.(2) 3 DD Increasing weight factor scheme

MMSE-WMIC.(1) 3 linear MMSE detector All unit weight factor scheme
MMSE-WMIC.(2) 3 linear MMSE detector Increasing weight factor scheme

The non-linear WMIC shows a very impressive performance. The MF-WMIC, which does
not require a matrix inversion, can outperform the linear multiuser detectors (DD and linear MMSE
detector) in many cases. The increasing weight factor scheme significantly improves the BER of
the MF-WMIC over the all unit weight factor scheme. With the all unit weight factor scheme, the
MF-WMIC can perform well only in the system with moderate number of users. In the system
with large number of users, the MF provides erroneous initial symbol estimates. The cancellation
based on the wrong initial symbol decisions injects additional interference to the received signal.
A small weight factor in the early stage of the increasing weight factor scheme helps controlling
the level of interference from the incorrect initial symbol decisions.

A use of the linear MMSE detector for providing initial stage decision in the WMIC
(MMSE-WMIC) leads to significant performance improvement over the WMIC using MF (MF-
WMIC) whereas a use of the DD for providing initial stage decision in the WMIC (DD-WMIC)
can improve the performance over MF-WMIC only in the system with moderate number of users.
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The limitation of the DD-WMIC to the system with large number of users is due to the inferior
performance of the DD in such system.

For the DD-WMIC and the MMSE-WMIC operating in a system with moderate number of
users, the BER improvement by introducing the increasing weight factor scheme is only marginal
because the linear MMSE detector and the DD can deliver the initial symbol decisions with
substantially low error rate. In this case, the weight factors, originally introduced for mitigating the
effect from the incorrect estimated symbols in the early stage, have less impact on the performance.
The performance gain, achievable by introducing the appropriate weight factors to the DD-WMIC
and the MMSE-WMIC, becomes more remarkable in the heavily loaded systems.

Figure 3.24 and 3.25 illustrate the BER of the MUD-ISIC employing various multiuser
detection techniques versus a number of users. From the figures, the robustness of the linear
MMSE detector and the MMSE-WMIC to the system load is evident.

In conclusion, the best multiuser detection technique for applying to the MUD-ISIC is the
MMSE-WMIC with increasing weight factor scheme. The benefits of the non-linear multiuser
detection techniques in various aspects support the proposed MUD-ISIC, which does not limit to
only the linear detector as other known receivers.

3.3.5 Performance Comparison With Other Receivers

Apart from the capability of the MUD-ISIC to employ various multiuser detection techniques
as presented in the previous subsection, other merits of the MUD-ISIC are investigated in this
section. For a fair comparison with other receivers, which are mainly relied on the MMSE
approach, the MUD-ISIC employing the linear MMSE detector is considered.

3.3.5.1 The Receivers for the MC-CDMA System with Insufficient Cyclic Prefix

As reviewed in chapter 1 and chapter 2, two techniques [34, 35] have been independently
proposed for the MD-CDMA systems without cyclic prefix. These techniques can also be adopted
to the MC-CDMA system with insufficient cyclic prefix as well. Both techniques presume the
perfect frequency synchronization condition which likely obstruct their application in the practical
systems. The performance of the two previously proposed techniques is investigated under both
perfect and imperfect frequency synchronization situation. As earlier discussed in the previous
chapter, the original truncated time-domain MMSE multiuser detector, presented in [34], does not
consider the serial to parallel conversion. For the system having serial to parallel conversion, the
DFT is required for parallel symbols separation. As a consequence, the time-domain detector has
to be converted to the frequency-domain.

Figure 3.26 shows the BER of the receivers as a function of the cyclic prefix length in
the MC-CDMA system with perfect frequency synchronization for the uniform MIP channel and
the exponentially decaying MIP channel. In this case, the MMSE decision feed back equalizer
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Figure 3.16: Performance of various multiuser detection techniques, applied to the MUD-ISIC, for
the system with 8 users under the uniform MIP channel

MF

linear MMSE detector, DD

MF-WMIC.(1)

MF-WMIC.(2)

0.0001

0.001

0.01

0.1

1

2 4 6 8 10 12 14 16 18 20

Eb/N0 (dB)

B
E

R

MF

linear MMSE detector

DD

MF-WMIC.(1)

MMSE-WMIC.(1)

DD-WMIC.(1)

MF-WMIC.(2)

MMSE-WMIC.(2)

DD-WMIC.(2)

N
U  = 16

Imperfect timing synchronization

Uniform MIP

 8
P
N =

 0  sec
CP
T  µ=

 
( )

2

62.5 kHz
f

σ
∆

=

Figure 3.17: Performance of various multiuser detection techniques, applied to the MUD-ISIC, for
the system with 16 users under the uniform MIP channel
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Figure 3.18: Performance of various multiuser detection techniques, applied to the MUD-ISIC, for
the system with 24 users under the uniform MIP channel
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(MMSE-DFE) [35] is equivalent to the MUD-ISIC employing the linear MMSE detector. For the
simulation, a number of users is 8 and a serial to parallel conversion size is 8. From the figure,
the modified truncated time-domain MMSE multiuser detector suffers from the useful power loss
due to the discarding of an ISI disturbed part in the system with short cyclic prefix length. In the
sufficient cyclic prefix case, the modified truncated time-domain MMSE multiuser detector and the
MUD-ISIC employing the linear MMSE detector give the same BER.

Performance of the receivers in the MC-CDMA system with imperfect frequency synchro-
nization is presented in figure 3.27 for the uniform MIP channel and the exponentially decaying
MIP channel. Other simulation parameters are the same as those used in figure 3.26. As expected,
the results show that both the modified truncated time-domain MMSE multiuser detector and the
MMSE-DFE fail to work in the presence of frequency offset. In contrast, the MUD-ISIC can still
perform well.

3.3.5.2 The Receivers for the MC-CDMA System with Frequency Offset

This section compares the MUD-ISIC employing the linear MMSE detector with the
frequency offset compensated MMSE detector [49, 50]. Both receivers have a capability to work
under the presence of frequency offset, but only the MUD-ISIC also considers the ISI. Figure 3.28
show the effect of the cyclic prefix length to the performance of both receivers in system with
perfect frequency synchronization for the uniform MIP channel and the exponentially decaying
MIP channel. The figure shows that the frequency offset compensated MMSE detector requires
the cyclic prefix length at least as long as the effective delay in order to attain the same BER level
as the MUD-ISIC. The similar observation is obtained from figure 3.29 where the system with
imperfect frequency synchronization is considered. Compare the frequency offset compensated
MMSE detector with the modified truncated time-domain MMSE multiuser detector in the perfect
frequency synchronization case (figure 3.28 and figure 3.26), the superior performance of the
modified truncated time-domain MMSE multiuser detector over the frequency offset compensated
MMSE detector can be observed in the insufficient cyclic prefix environment. For the imperfect
frequency synchronization case (figure 3.29 and figure 3.27), the frequency offset compensated
MMSE detector performs much better than the modified truncated time-domain MMSE multiuser
detector and the MMSE-DFE. Therefore, it may be able to conclude that the frequency offset
poses more significant influence to the performance than the insufficient cyclic prefix.

3.3.5.3 Sensitivity of Each Receiving Technique to the Frequency Offset

Figure 3.30 depicts the BER as a function of frequency offset variance in the system without
cyclic prefix. The BER of the modified truncated time-domain MMSE multiuser detector, the
MMSE-DFE, the frequency offset compensated MMSE detector, and the MUD-ISIC employing
the linear MMSE detector, are compared. Obviously, the MUD-ISIC and the frequency offset
compensated MMSE detector show impressive robustness against the frequency offset whereas the
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Figure 3.26: Performance of the modified truncated time-domain MMSE multiuser detector and
the MUD-ISIC (linear MMSE detector) under the perfect frequency synchronization situation
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Figure 3.30: Performance of the modified truncated time-domain MMSE multiuser detector,
MMSE-DFE, the frequency offset compensated MMSE detector, and the MUD-ISIC (linear MMSE
detector) versus frequency offset variance

performance of the modified truncated time-domain MMSE multiuser detector and the MMSE-DFE
rapidly drops as the frequency offset variance increases.

3.4 Summary

In this chapter, the motivation and the foundation of the MUD-ISIC have been presented.
As seen from the previous chapter, the insufficient cyclic prefix, the frequency offset, and channel
impulse response distort the original signature sequences. In addition, the insufficient cyclic prefix
incurs the ISI. Instead of trying to separately compensate each factor, the integrated approach,
which concentrated on the transformed signature sequences and the ISI generation sequences, is
proposed. The proposed MUD-ISIC has two main functions, the ISI cancellation part and the
multiuser detection part.

The merits of the proposed MUD-ISIC are twofold. Firstly, the MUD-ISIC is robust to
both the insufficient cyclic prefix and the frequency offset. This robustness makes the proposed
receiver more attractive than other receivers. Secondly, the structure of the MUD-ISIC does not
limit to the particular classes of multiuser detectors, but it is flexible to adopt various multiuser
detection techniques. This flexibility benefits system designer in compromising the complexity and
performance. From the simulation results, the non-linear multiuser detection shows considerable
potential over the linear counterparts. Since the WMIC employing the linear MMSE detector is the
best multiuser detector (according to the simulation results), it is not wise to neglect the non-linear
multiuser detection technique.

The simulation results also indicate that the best performance is achieved in the insufficient
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cyclic prefix environment for both the uniform MIP channel and the exponentially decaying MIP
channel. This result encourages a new system design where the cyclic prefix is intentionally
inserted shorter than the effective channel delay or even neglected. The need for cyclic prefix has
a trend to decrease as the advancement in timing synchronization can shorten the asynchronous
delay.



CHAPTER IV

PARAMETER ESTIMATION TECHNIQUES

In order to implement the MUD-ISIC, presented in chapter 3, the ISI generation sequences
and the transformed signature sequences have to be estimated. In addition, some multiuser
detection techniques, such as the linear MMSE detector, further require an information about the
noise variance. This chapter presents the techniques for acquiring these essential parameters. The
proposed estimators will be evaluated at the end of this chapter.

4.1 Basic Concepts

Generally, the ISI generation sequences and the transformed signature sequences can be
calculated from channel parameters, i.e. channel path coefficients (αi

k,l), channel path delay
values (τ i

k,l), number of paths (NL), and frequency offset values (∆f,k), by using (2.17)-(2.20).
Unfortunately, the existing channel estimation techniques are based on the sufficient cyclic prefix
assumption where the fading of the subcarriers is described by multiplicative channel coefficients.
The sufficient cyclic prefix presumed channel estimation techniques cannot be applied to the
insufficient cyclic prefix case. Moreover, most of these techniques require the frequency offset
compensation prior to the channel estimation.

Unlike the forward link, frequency offset of each user in the reverse link is not necessary
the same. The frequency offset compensation for multiple frequency offset values is impossible
because the frequency offset correction of one user would misalign the others. As a consequence,
the conventional channel estimation techniques, which require frequency offset compensation,
cannot be applied. In order to jointly estimate channel and frequency offset in the reverse link,
the recursive estimation based on the extended Kalman filter (EKF) was proposed in [52]. This
technique also requires the sufficient cyclic prefix condition.

Most of the channel estimation techniques focus on obtaining the multiplicative channel
coefficients whereas very few techniques explicitly estimate multipath coefficients and delay by
using ESPRIT algorithm [78]. The direct computation of the delays is a nonlinear estimation
problem and, therefore, it suffers from threshold effects at low signal to noise ratio environment [79].
When a number of paths are large or the delay between each path is small, the estimator in [78]
becomes ill-conditioned and, thus, the performance is degraded. Moreover, the complexity burden
and the requirement of large number of training symbols even for the forward link case limit the
application of this technique [80]. It should be noted that this technique was originally designed
for only the forward link case. Hence, it cannot be applied to the concerned reverse link channels.

From the aforementioned reasons, this dissertation presents a novel estimation approach,
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which directly estimates the ISI generation sequences and the transformed signature sequences in
order to avoid several disadvantages in explicitly estimating the channel coefficients and delays.
With the optimum training sequence, the proposed estimator has low computational load as will
be discussed later in this chapter.

4.2 ISI Generation Sequences and Transformed Signature Sequences Es-
timation

By considering the detection of the pth parallel symbols and neglecting the cross parallel
symbol interference terms (according to the sub-band detection scheme), the mth element of the
corresponding DFT output vector (2.16) can be expressed as

xi
p[m] = xi [pNS + m]

=

NU−1∑

k=0

c̄i,pNS+m
k,p,D bi

k,p +

NU−1∑

k=0

c̄i,pNS+m
k,p,I bi−1

k,p + η̄i[pNs + m]
. (4.1)

4.2.1 Least Squares Estimator

The estimates of c̄i,pNS+m
k,p,D and c̄i,pNS+m

k,p,I can be obtained by minimizing the sum error
squares cost function

ξ =

i1+NT∑
i=i1+1

∣∣ei [m]
∣∣2 (4.2)

where NT + 1 is a number of training symbol and the error function ei [m] is defined as

ei [m] = xi
p [m]−

(
NU−1∑

k=0

ˆ̄ci,pNS+m
k,p,D bi

k,p +

NU−1∑

k=0

ˆ̄ci,pNS+m
k,p,I bi−1

k,p

)
. (4.3)

The solution to the above minimization problem is obtained by taking gradient of the cost function
(4.2) with respect to the unknown variables:

∇ξ = 0. (4.4)

c̄i,pNS+m
k,p,D and c̄i,pNS+m

k,p,I are assumed to vary at a rate slow enough that they can be regarded as
essentially fix during a training period. i.e. c̄i,pNS+m

k,p,D = c̄ī,pNS+m
k,p,D and c̄i,pNS+m

k,p,I = c̄ī,pNS+m
k,p,I for

i1 ≤ i ≤ i1 +NT . By direct mathematical calculation, (4.4) is equivalent to the following system
of equations:

NU−1∑

k̄=0

ˆ̄cī,pNS+m

k̄,p,D

i1+NT∑
i=i1+1

(
bi
k,p

)∗
bi
k̄,p +

NU−1∑

k̄=0

ˆ̄cī,pNS+m

k̄,p,I

i1+NT∑
i=i1+1

(
bi
k,p

)∗
bi−1
k̄,p

=

i1+NT∑
i=i1+1

(
bi
k,p

)∗
xi

p [m]

(4.5)
and
NU−1∑

k̄=0

ˆ̄cī,pNS+m

k̄,p,D

i1+NT∑
i=i1+1

(
bi−1
k,p

)∗
bi
k̄,p +

NU−1∑

k̄=0

ˆ̄cī,pNS+m

k̄,p,I

i1+NT∑
i=i1+1

(
bi−1
k,p

)∗
bi−1
k̄,p

=

i1+NT∑
i=i1+1

(
bi−1
k,p

)∗
xi

p [m]

(4.6)
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for 0 ≤ k ≤ NU − 1. Equation (4.5) and (4.6) can be rewritten in a compact matrix form as

Qĉp,m = pp,m (4.7)

where
ĉp,m =

[
ˆ̄cī,pNS+m

0,p,D · · · ˆ̄cī,pNS+m
NU−1,p,D

ˆ̄cī,pNS+m
0,p,I · · · ˆ̄cī,pNS+m

NU−1,p,I

]T

, (4.8)

pp,m =
[

ρp,m,0,0 · · · ρp,m,0,NU−1 ρp,m,1,0 · · · ρp,m,1,NU−1

]T

, (4.9)

Q =

[
Q0,0 Q0,1

Q1,0 Q1,1

]
(4.10)

with

Qr,s =




qr,s,0,0 qr,s,0,1 · · · qr,s,0,NU−1

qr,s,1,0 qr,s,1,1 · · · qr,s,1,NU−1

... ... . . . ...
qr,s,NU−1,0 qr,s,NU−1,1 · · · qr,s,NU−1,NU−1




, (4.11)

qr,s,k,k̄ =

i1+NT∑
i=i1+1

(
bi−r
k,p

)∗
bi−s
k,p , (4.12)

and
ρp,m,r,k =

i1+NT∑
i=i1+1

(
bi−r
k,p

)∗
xi

k,p [m]. (4.13)

Directly followed from (4.7), ĉp,m can be estimated by

ĉp,m = Q−1pp,m. (4.14)

4.2.2 Mean Square Error of the Least Squares Estimator

By replacing (4.1) into (4.13) and rearranging the terms, (4.13) can be expressed as

ρp,m,r,k =

NT−1∑
i=i1+1

(
bi−r
k,p

)∗
(

NU−1∑

k=0

c̄i,pNS+m
k,p,D bi

k,p +

NU−1∑

k=0

c̄i,pNS+m
k,p,I bi−1

k,p + η̄i[pNs + m]

)

=

NU−1∑

k=0

c̄i,pNS+m
k,p,D

NT−1∑
i=i1+1

(
bi−r
k,p

)∗
bi
k,p +

NU−1∑

k=0

c̄i,pNS+m
k,p,I

NT−1∑
i=i1+1

(
bi−r
k,p

)∗
bi−1
k,p + wk,m,p,r

(4.15)

where
wk,m,p,r =

NT−1∑
i=i1+1

(
bi−r
k,p

)∗
η̄i[pNs + m]. (4.16)
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Thus, the vector pp,m can be written as

pp,m = Qcp,m + wp,m (4.17)

where
cp,m =

[
c̄ī,pNS+m
0,p,D · · · c̄ī,pNS+m

NU−1,p,D c̄ī,pNS+m
0,p,I · · · c̄ī,pNS+m

NU−1,p,I

]T

(4.18)
and

wp,m =
[

w0,m,p,0 · · · wNU−1,m,p,0 w0,m,p,1 · · · wNU−1,m,p,1

]T

(4.19)
with

E
{
wp,m (wp,m)H

}
= NC (ση)

2 Q. (4.20)
Substituting (4.17) into (4.14) yields

ĉp,m = Q−1
(
Qcp,m + wp,m

)

= cp,m + Q−1wp,m

. (4.21)

The above equation indicates the unbiased property of the proposed estimator. The MSE of the
estimator is given by

MSE =
1

2NU

E
{‖ĉp,m − cp,m‖2}

=
1

2NU

Tr
{
Q−1E

{
wp,m (wp,m)H

} (
Q−1

)H
}

= NC (ση)
2 Tr

{
Q−1

}
. (4.22)

4.2.3 Criterion for the Optimum Training Sequences

From (4.22), it is seen that the MSE of the estimator is depended on matrix Q. In this
section, we consider a condition of matrix Q to achieve a minimum MSE. If bi

k,p is constant
modulus and

∥∥bi
k,p

∥∥2
= 1, then

Tr {Q} =

2NU−1∑

k=0

λ2
k

= 2NUNT

(4.23)

where λ2
k are the eigenvalues of matrix Q. Equation (4.22) can be expressed based on (4.23) as

MSE =
1

2NU

NC (ση)
2

(
2NU−1∑

k=0

1

λ2
k

)
. (4.24)

By observing (4.24) and (4.23), the MSE is bounded by

MSE ≥ 1

2NU

NC (ση)
2

(
2NU

NT

)
= NC

(
(ση)

2

NT

)
(4.25)
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with equality if and only if λ2
0 = λ2

1 = · · · = λ2
2NU−1. Since bi

k,p is constant modulus, matrix Q

can be decomposed as
Q = NT I2NU×2NU

+ Q̃ (4.26)

where Ix×x is a x× x identity matrix and Q̃ is a matrix representing off-diagonal elements of
matrix Q. By applying matrix inversion lemma, Q−1 can be expressed as

Q−1 =
(
NT I2NU×2NU

+ Q̃
)−1

=
I2NU×2NU

− Q̃Q
−1

NT

. (4.27)

Hence,
Tr

{
Q−1

}
=

2NU

NT

− 1

NT

Tr
{
Q̃Q

−1
}

. (4.28)

By replacing the above equation into (4.22), the minimum MSE is achieved if Q̃ is a zero matrix
or equivalently

Q = NT I2NU×2NU
. (4.29)

It is interesting that if the training sequence, satisfying (4.29), is used, the estimator in (4.14)
becomes

ĉp,m =
1

NT

pp,m, (4.30)

which does not require a matrix inversion. Therefore, the optimum training sequences do not only
result in the minimum MSE, but they also simplify the estimator.

4.2.4 Optimum Training Sequence Generation

In previous section, a condition for the optimum training sequences has been established.
The rest is to show that such sequences exist. This section presents three different methods for
generating the optimum training sequences, time division training sequences, odd-even training
sequences, and cyclically orthogonal training sequences.

4.2.4.1 Time Division Training Sequences

In this scheme, a training block, consisting of three consecutive time slots, is assigned to
each user as shown in figure 4.1. The first time slot and the last time slot of each training block
are silent time slots. A MC-CDMA modulated training symbol is transmitted in the middle time
slot. Two successive training blocks may share the same null time slot, whereas the middle time
slot for each user is essentially non-overlapping.

The time division training sequence can be mathematically described by

bi
k,p =

{
1 (i = i1 + 1 + k)

0 (otherwise)
. (4.31)
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For the system with NU users and the common null time slots are shared between the
successive training blocks, a number of the training symbol periods including the null periods is
NT + 1 = 2NU + 1.

4.2.4.2 Odd-Even Training Sequences

The arrangement of odd-even training sequence is depicted in figure 4.2. The training
symbols in each training period are grouped into 2 sets according to odd and even indices. All
the odd sequences, bOdd

k,p =
[

bi1+2
k,p bi1+4

k,p · · · bi1+NT
k,p

]
, as well as all the even sequence,

bEven
k,p =

[
bi1+1
k,p bi1+3

k,p · · · bi1+NT−1
k,p

]
, are mutually orthogonal. Supposed that the training

symbols are indexed as shown in figure 4.2, all the odd sequences are orthogonal to all the even
sequences, i.e.

(
bOdd

k,p

)H
bEven

k,p = 0 for 0 ≤ k ≤ NU − 1 and 0 ≤ p ≤ NP − 1, and all the
even sequence are orthogonal to all the cyclic rotated odd sequences, i.e.

(
bEven

k,p

)H
bOdd

k,p = 0

for 0 ≤ k ≤ NU − 1 and 0 ≤ p ≤ NP − 1 where bOdd
k,p =

[
bi1
k,p bi1+1

k,p · · · bi1+NT−2
k,p

]
and

bi1
k,p = bi1+NT

k,p .
To satisfy these criteria, a possible selection of training sequences is from the standard

Hadamard-Walsh matrix. In this case, Hadamard-Walsh matrix size must be a multiple of
two and larger than 2NU . For the system with NU users, the number of training symbols is
NT + 1 = 4NU + 1 users (if NU is a multiple of two).

4.2.4.3 Cyclically Orthogonal Training Sequences

Defining a training sequence matrix as

Γ =
[

Γ0 Γ1

]
(4.32)

where

Γ0 =




bi1+1
0,p bi1+1

1,p · · · bi1+1
NU−1,p

bi1+2
0,p bi1+2

1,p · · · bi1+2
NU−1,p... ... . . . ...

bi1+NT
0,p bi1+NT

1,p · · · bi1+NT
NU−1,p




(4.33)

and

Γ1 =




bi1
0,p bi1

1,p · · · bi1
NU−1,p

bi1+1
0,p bi1+1

1,p · · · bi1+1
NU−1,p... ... . . . ...

bi1+NT−1
0,p bi1+NT−1

1,p · · · bi1+NT−1
NU−1,p




. (4.34)

Matrix Q can be formulated by using the training sequence matrix as

Q = ΓHΓ. (4.35)
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From (4.29), the optimum training sequence matrix must satisfy

ΓHΓ = NT I2NU×2NU
, (4.36)

or equivalently
(Γ0)

H Γ0 = (Γ1)
H Γ1 = NT INU×NU

(4.37)
and

(Γ0)
H Γ1 = (Γ1)

H Γ0 = 0NU×NU
(4.38)

where 0x×x is a x× x zero matrix.
The above conditions imply that the optimum training sequence matrix must be an orthogonal

matrix. If we consider the special case that bi1
k,p = bi1+NT

k,p for 0 ≤ k ≤ NU − 1 or, in the other
word, the matrix Γ1 is a row-wise cyclic rotation of the matrix Γ0, then the optimum training
sequence matrix is an orthogonal matrix having that special structure.

Since Γ1 is a row-wise cyclic rotation of Γ0, Γ1 can be expressed in term of Γ0 by

Γ1 = Ĩ2NU×2NU
Γ0 (4.39)

where

Ĩ2NU×2NU
=




0 0 · · · 0 1

1 0 · · · 0 0

0 1 · · · 0 0
... ... . . . ... ...
0 0 · · · 1 0




(4.40)

is a row-wise cyclic rotation of an identity matrix. Hence, the optimum training sequence can be
written as

Γopt =
[

Γopt
0 Ĩ2NU×2NU

Γopt
0

]
. (4.41)

Considering matrix Γopt
0 in the form of

Γopt
0 = V [HW ](0...2NU−1)×(0...NU−1) (4.42)

where HW is a conventional Hadamard-Walsh Matrix, V is a diagonal matrix that each diagonal
element is 1 or -1, and [ . ](r1...r2)×(c1...c2) denotes a sub matrix, constructed by taking r1 to r2

rows and c1 to c2 columns from a matrix inside a square bracket.
Since

(HW )H HW = NT I2NU×2NU
(4.43)

and
(V)H V =

(
Ĩ2NU×2NU

)H

Ĩ2NU×2NU
= I2NU×2NU

(4.44)
using the training sequence in the form of (4.42) fulfills the condition (4.37). The optimum training
sequence design problem now becomes a problem of finding matrix V so that the condition (4.38)
is satisfied. Based on (4.43) and (4.44), the condition (4.38) is equivalent to

(
[HW ](0...2NU−1)×(0...NU−1)

)H

(V)H Ĩ2NU×2NU
V [HW ](0...2NU−1)×(0...NU−1) = 0NU×NU

(4.45)
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which is interchangeable to

(V)H Ĩ2NU×2NU
V [HW ](0...2NU−1)×(0...NU−1) = [HW ](0...2NU−1)×(NU ...2NU−1) . (4.46)

By elaborating on the above equation, the diagonal element of matrix V is obtained as

diag(V) = [1, . . . , 1︸ ︷︷ ︸
NU−1

,−1, 1, . . . ,−1, 1︸ ︷︷ ︸
NU

, 1] (4.47)

In conclusion, the optimum training sequence matrix is generated by (4.41) and (4.42) with matrix
V given by (4.47).

4.2.4.4 Optimum Training Sequence Comparison

The three different methods for generating the optimum training sequence, time division
training sequences, odd-even training sequences, and cyclically orthogonal training sequences, have
been presented. All of these training sequence families satisfy the optimum condition (4.29) and
easy to construct. The comparison of each training sequence family is briefly summarized in table
4.1.

The time division training sequences have discontinuous signal structure. This structure may
lead to large spectrum dispersal. Moreover, the time division training sequences are also susceptible
to an impulsive noise because the power for each user training sequence only concentrates on a
specific time slot. In general, the high training symbol power can be used for compensating the
noise. However, the high peak power impairs the performance of the non-linear amplifier. In
addition, transmission of too high power may not comply with the regulation for the out of band
interference.

Compared with the time division training sequence scheme, the odd-even training sequences
require much more time slots for training sequence transmission. For the system, supporting upto
32 users, the odd-even training sequences occupy 129 time slots, whereas the time division training
sequences only require 65 time slots. An inefficient bandwidth utilization of the odd-even training
sequences dilutes the attractiveness of this training sequence family.

The quest for a suitable training sequence set arrives at the cyclically orthogonal training
sequences, which require the same number of time slots as the time division training sequences
but have the continuous signal structure. The cyclically orthogonal training sequences equally
spread power of the training sequences over the training time intervals. Therefore, the cycli-
cally orthogonal training sequences can overcome the weakness of the time division training
sequences. The derivation of the cyclically orthogonal training sequences may be cumbersome
but the result is quite simple. The generation of the cyclically orthogonal training sequences
only requires a standard Hadamard-Walsh matrix and a rotation matrix V, which is easy to generate.



63

Table 4.1 Optimum training sequence comparison

Time division Odd-even Cyclically orthogonal
training sequences training sequences training sequences

Number of training time slots 2NU + 1 4NU + 1 2NU + 1

Generation complexity low low low
Out of band emission high low low
Bandwidth utilization efficiency high low high

4.2.5 Adaptive Estimator

Opposed to the conventional LS method, the classical recursive least squares (RLS)
algorithm [81] can also be used to adaptively estimate the ISI generation sequences and the
transformed signature sequences.
Let

Θi
p,m =

[
ˆ̄cī,pNS+m

0,p,D · · · ˆ̄ci,pNS+m
NU−1,p,D

ˆ̄ci,pNS+m
0,p,I · · · ˆ̄ci,pNS+m

NU−1,p,I

]H

(4.48)
and

Φi
p =

[
bi
0,p · · · bi

NU−1,p bi−1
0,p · · · bi−1

NU−1,p

]T

(4.49)

be a parameter vector corresponding to the mth element of the DFT output vector of the pth parallel
symbols during the ith symbol interval and an input vector corresponding to the pth parallel symbols
during the ith symbol interval, respectively. From (4.1), the estimate of xi

p[m] = xi [pNS + m]

can be expressed as
x̂i

p[m] =
(
Θi

p,m

)H
Φi

p. (4.50)
The error function in (4.3) can be rewritten in the matrix form as

ei [m] = xi
p [m]− (

Θi
p,m

)H
Φi

p. (4.51)

The RLS algorithm is initialized at n = 0 iteration by setting

Θ0
p,m = 0 (4.52)

and
P0 = δRLSI2NU×2NU

(4.53)
where δRLS is a small positive constant. At the nth iteration, the algorithm computes

qn = Pn−1Φn
p, (4.54)

kn =
qn

λ +
(
Φn

p

)H
qn

, (4.55)

x̂n
p [m] =

(
Θn−1

p,m

)H
Φn

p, (4.56)
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en [m] = xn
p [m]− x̂n

p [m] , (4.57)
Θn

p,m = Θn−1
p,m + kn (en [m])∗ , (4.58)

and
Pn = λ−1Pn−1 − λ−1kn

(
Φn

p

)H
Pn (4.59)

where λ is the exponential weighting factor which lies in the interval 0 < λ ≤ 1.

4.3 Noise Variance Estimation

The estimate of noise variance is required for some multiuser detection techniques, such as
the linear MMSE detector. The noise variance can be estimated by considering a variance of the
mth entry of the DFT output associated with the pth parallel symbols:

(σx [pNS + m])2 = E
{
xi

p[m]
(
xi

p[m]
)∗}

. (4.60)

By substituting the term in (4.1) into (4.60) and using the assumption that data and noise are
uncorrelated, (4.60) can be elaborated as

(σx [pNS + m])2 =

NU−1∑

k=0

(
c̄i,pNS+m
k,p,D

)2

+

NU−1∑

k=0

(
c̄i,pNS+m
k,p,I

)2

+ NC (ση)
2 . (4.61)

As a result, the noise variance can be approximated as

(ση)
2 =

1

NC

(
(σx [pNS + m])2 −

NU−1∑

k=0

(
c̄i,pNS+m
k,p,D

)2

−
NU−1∑

k=0

(
c̄i,pNS+m
k,p,I

)2
)

. (4.62)

In the real application, the expectation operation in (4.60) is approximated by the time averaging.
The approximated noise variances for each DFT output are averaged to yield the final noise
variance estimate.

4.4 Simulation Results and Discussion

This section presents the simulation results on the proposed parameter estimation techniques
and the MUD-ISIC, applied the proposed parameter estimation techniques. The key parameters,
used in the simulations, are the same as that outlined in the previous chapter (table 3.1). The
simulated MC-CDMA systems have processing gain 32. The transmission is carried out using
a packet frame consisting of 65 training symbols succeeding by 512 data symbols. Since the
cyclically orthogonal training sequences are the best among 3 optimum training sequence fam-
ilies, only the cyclically orthogonal training sequences are used in the simulations. Channel
is assumed to vary at a rate slow enough that it can be regarded as essentially fixed during a
burst. The time averaging over one packet frame is used for a noise estimation process (section 4.3).
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4.4.1 Performance of the Transformed Signature Sequence and ISI Generation Sequence
Estimator

Since the development of algorithms in this dissertation are based on the sub-band approach
as discussed in the previous chapter, the existence of cross parallel symbol interference is considered
as negligible due to the use of CSA scheme. the cross parallel symbol interference is thus omitted
from the derivation. In order to show the validity of the theoretical minimum MSE (4.25), the
simulated system, having only one active subcarrier group, is considered so that the detection of
the active parallel symbols is free from the cross parallel symbol interference. For the serial to
parallel conversion size of NP = 8, only one subcarrier group out of the total 8 subcarrier groups
carries the training symbols. The other 7 subcarrier groups are left unused, or, in the other word,
transmit the null symbols. The MSE of the proposed estimator versus a number of users for such
system is plotted in figure 4.3. Signal to noise ratio per bit (Eb/N0) is set at 10 and 20 dB. From
figure 4.3, the MSE is independent of channel MIP type. The LS estimator using the optimum
training sequences can accomplish the minimum MSE. The MSE of the LS estimator using the
optimum training sequences is independent of a number of users. The LS estimator using the
random training sequences only gives satisfactory low MSE in a system with small number of
users. The MSE difference between the LS estimator using the optimum training sequence and
that using the random training sequence is substantial in a system with large number of users. This
difference does not linearly increase proportional to a number of users but it is likely to grow in
an exponential rate. The performance of the adaptive estimator is similar to the LS estimator. The
adaptive estimator using the optimum training sequences also achieves the minimum MSE and it is
robust to the system load. The MSE of the adaptive estimator using the random training sequences
degrades as a number of users increases. In case of using the random training sequences, the
adaptive estimator is more robust to the increasing number of users than the LS estimator. This
property is from the inherent capability of the RLS algorithm over the explicit inversion of the
near singular matrix of the direct LS method.

Since the LS estimator employing the optimum training sequences has relatively low
complexity and the adaptive estimator does not show any superiority over the LS estimator for the
case of optimum training sequences, the application of the adaptive estimator during the training
period is not much beneficial. However, the adaptive estimator may be useful for the decision
direct estimation due to the randomness nature of the data. The decision direct operation will be
discussed in more detail later in this chapter.

Figure 4.4 presents the MSE of the estimator for the fully operated system where the cross
parallel symbol interference exists. It is seen from the figure that the cross parallel symbol
interference results in the error floor from the theoretical minimum MSE for both the LS estimator
and the adaptive estimator. However, the advantage of the optimum training sequences over the
random training sequences is still obvious. The optimum training sequences provide the robustness
against the increasing number of users. The LS estimator and the adaptive estimator, employing
the optimum training sequences, yield similar MSE, whereas the adaptive estimator give lower
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MSE than the LS estimator for the random training sequences.
The advantages of the optimum training sequence over the random training sequences is

emphasized in figure 4.5 where the BER of the MUD-ISIC employing several estimation techniques
is plotted as a function of a number of users. The linear MMSE detector is used in the multiuser
detection part of the MUD-ISIC. As expected, the optimum training sequences give the lower BER
than the random training sequences.

4.4.2 Performance Over the Serial to Parallel Conversion Size - Cyclic Prefix Length
Grid

In the previous chapter, the simulation results for the systems, provided the perfect knowledge
of all the required parameters, demonstrate that the best performance is achieved in the system
with insufficient cyclic prefix regardless of the serial to parallel conversion size. This section will
investigate the claim for more realistic systems with parameter estimation. The 8 users system with
fully operated subcarrier groups is considered. Eb/N0 = 10 dB,

(
σ∆f

)2
= 62.5 kHz, maximum

asynchronous delay is 1 µ sec and the linear MMSE detector is used for the multiuser detection
part. The simulated system employs cyclically orthogonal training sequences and the transformed
signature sequences and the ISI generation sequence are estimated by using the LS estimator. The
BER of the receiver as a function of serial to parallel conversion size and cyclic prefix is plotted
in figure 4.6. As can be seen, the error in estimation process only raises the BER level from
the perfect estimation case. The best performance is still obtained in the insufficient cyclic prefix
environment for both the uniform MIP channel and the exponentially decaying MIP channel. The
power loss due to the cyclic prefix insertion degrades the BER. Increasing the serial to parallel
conversion size may alleviate such power loss but it poses another adverse consequence to the
system performance.

4.4.3 Multiuser Detection Techniques Comparison

This section studies an influence of the proposed estimation techniques to the MUD-ISIC
employing several multiuser detection techniques. In figure 4.7-4.16, performance of the MUD-
ISIC using various multiuser detection techniques is compared in the uniform MIP channel and
the exponentially decaying MIP channel. The simulated system uses the LS estimator, provided
the cyclically orthogonal training sequences. The MC-CDMA systems without cyclic, having 8,
16, 24, and 32 users, are considered and the serial to parallel conversion size is set at 8. Several
configurations of WMIC in table 3.3 are evaluated and compared.

Compare figure 4.7-4.16 with figure 3.16-3.25, it is seen that error from the estimator only
slightly degrades the BER. For example, in the 24 users system, using the MUD-ISIC employing
MMSE-WMIC.(1) and MMSE-WMIC.(2) under the uniform MIP channel (figure 4.9 and 3.18),
the system with parameter estimation only requires 2 dB higher Eb/N0 in order to attain the same
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Figure 4.6 BER of MUD-ISIC (linear MMSE detector) using LS estimator

BER at 0.01 as the system with perfect parameter information. This small degradation confirms
the effectiveness of the proposed estimation techniques.

Similar to the perfect parameter estimation case, the best multiuser detection technique
is also a MMSE-WMIC.(2). The promising performance of the non-linear multiuser detection
technique is still obvious in the system with imperfection. The noise variance estimation has
a significant contribution to the receiver performance. The linear MMSE detector, provided the
noise variance estimate, greatly outperforms the DD, which does not require the noise variance
estimation. Without noise variance estimation, the DD can only give satisfactory BER in the high
Eb/N0 region of the system with low to moderate number of users. The DD is even unusable
in the system with full load. Only few increment in complexity for noise variance estimation
allows the linear MMSE detector to operate in the low Eb/N0 region and also in the highly loaded
systems.

Figure 4.17 shows the basic improvement by increasing the training symbol transmission
power. The simulated system for the figure is the system without cyclic prefix supporting 8 active
users, serial to parallel conversion size is 8, and the Eb/N0 is 10 dB.

4.4.4 Performance Comparison with the Other Receivers

The advantage of the MUD-ISIC over the other receivers is obvious for the system, provided
perfect parameter information. In this section, the performance comparison in the system with
parameter estimation is presented. The performance of the truncated time-domain MMSE multiuser
detector [34] and the MMSE-DFE [35] is excluded from consideration because of their inferiority
to the frequency offset and their unacceptable requirement of knowledge about actual channel
impulse response. The technique for estimating multipath coefficients and delays [78] severely
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Figure 4.17: BER of the MUD-ISIC (linear MMSE detector) versus the training symbol power in
the system with LS estimator using cyclically orthogonal training sequences

suffers from several disadvantages as discussed at the beginning of this chapter. These drawbacks
even prohibit the implementation of such estimator in a real system. Furthermore, the algorithm
in [78] only supports a forward link case. Thus, it cannot be operated in the target reverse link.
In addition, this channel impulse response estimation technique as well as the receivers themselves
is not capable to work under the presence of the frequency offset.

Two estimators, which were designed for sufficient cyclic prefix presumed reverse link
multicarrier systems, provide estimates of the multiplicative subcarrier coefficients to the frequency
offset compensated MMSE detector. Both estimators deliver the estimates of subcarrier coefficients
to the detector, but only the recursive estimator based on the EKF additionally give the estimates
of frequency offset to the detector. The noise variance estimation algorithm, proposed in this
dissertation, is used for both the MUD-ISIC employing the linear MMSE detector and the frequency
offset compensated MMSE detector.

For a conventional sufficient cyclic prefix presumed approach, a transmitter adds 2 µ sec

cyclic prefix to each multicarrier symbol in order to compensate for the maximum effective channel
delay. In this case, the cyclic prefix is approximately 23.8 % of the total symbol power (for
bandwidth=40MHz, NP = 8, NS = 32, NC = 256, TB = 6.4µ sec, TS = TCP + TB =

2 + 6.4 = 8.4µ sec). For the system, supporting upto 32 users, the sufficient cyclic prefix
presumed reverse link estimator requires 32 training symbols, whereas the proposed estimator
requires 65 training symbols (for the cyclically orthogonal training sequences). This larger number
of training symbols may mislead the system designer that the proposed technique has lower
bandwidth efficiency than the sufficient cyclic prefix approach. However, in fact, the proposed
technique gains much more bandwidth efficiency due to the capability to neglect the cyclic prefix.
Figure 4.18 shows the achievable symbol rate versus a number of data symbols in a packet frame
for the system without cyclic prefix and the sufficient cyclic prefix presumed system. From the
figure, the sufficient cyclic prefix presumed system offers better bandwidth utilization efficiency
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Figure 4.18 Achievable symbol rate as a function of number of data symbol in a packet frame

only in the case that a number of data symbols within a frame are less than 74. A small ratio
between number of data symbols and number of training symbols results in a low total achievable
symbol rate. It is seen from the figure that the symbol rate of the sufficient cyclic prefix presumed
system never reaches the 1 mega symbols per second (Msps) level. In addition to the better
bandwidth efficiency, a higher number of training sequences also gives a more accurate estimation.

In the following, the comparison on the systems using the same number of training sequences
and the same cyclic prefix length will be presented. Each packet frame contains 65 training
symbols. BER versus the cyclic prefix length in the perfect frequency synchronized system is
depicted in figure 4.19. The frequency offset compensated MMSE detector acquires the subcarrier
coefficients by using the conventional reverse link estimator. Similar to the case of having perfect
knowledge about channel parameters, the MUD-ISIC is more robust to the cyclic prefix length
than the frequency offset compensated MMSE detector. The frequency offset compensated MMSE
detector requires large amount of cyclic prefix to attain the same BER level as the MUD-ISIC. By
comparing figure 4.19 and figure 3.28, it can be observed that error in parameter estimation process
widens the performance gap between 2 receivers in the insufficient cyclic prefix environment. The
frequency offset compensated MMSE detector slightly outperforms the MUD-ISIC in the system
with sufficient cyclic prefix. This result is due to an error in the ISI generation sequences estimation
process. In fact, the ISI generation sequence matrix should be a zero matrix if the cyclic prefix
is longer than the maximum effective channel delay. However, due to the error in the estimation
process, probably from a background noise, the estimated ISI generation sequence matrix is close
to but not a zero matrix. Thus, in this case, the performance of MUD-ISIC is slightly inferior to
that of the frequency offset compensated MMSE detector which does not have ISI cancellation
part. However, from the practical standpoint, the system having such large cyclic prefix would
never employ the proposed MUD-ISIC.

Figure 4.20 depicts the performance of the receivers in the system with imperfect frequency
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synchronization. In this case, the conventional reverse link subcarrier coefficients estimator, which
cannot be operated in the presence of frequency offsets and is certainly unable to estimate the
frequency offsets, is replaced by the EKF estimator. The frequency offset compensated MMSE
detector, using the EKF estimator, is examined in the system with 4 and 8 users. Figure 4.20
clearly confirms the effectiveness of the proposed parameter estimation technique in the system
with frequency offsets. The MUD-ISIC outperforms the frequency offset compensated MMSE
detector regardless of the cyclic prefix length.

4.5 Sequences Estimation During a Data Period

The ISI generation sequences and the transformed signature sequences have already been
successfully estimated by using the proposed estimator. The proposed estimator uses the information
of the known transmitted symbols (training sequences) to acquire the parameter estimates. For a
data period, the parameter estimates, obtained during a training period, are used. Unfortunately,
channel is naturally time-varying. The necessary parameters, which are the functions of channel
impulse response, also vary in time. This section presents techniques for tracking the parameters
variation.

The parameter estimation during a data period can be accomplished by 2 schemes. The first
method is the decision-direct estimation, which uses the detected symbols as the known transmitted
symbols. The LS estimator, which requires matrix inversion, is inferior to the adaptive estimator
for the decision-direct estimation. For a training period, the matrix inversion is only calculated
once and may possibly be calculated off-line. Therefore, the receiver does not need to calculate
matrix inversion. As a consequence, the use of random training sequences in the training period is
feasible. For the decision-direct estimation, the matrix inversion has to be frequently recalculated
due to the randomness of data. Moreover, according to the simulation results, the adaptive
estimator outperforms the LS estimator in case of the random training sequences. Therefore, only
the adaptive estimator is considered for decision-direct estimation in this dissertation.

The other method is simple and does not depend on the detected symbols. The parameter
estimates during a data period is determined by interpolating two set of parameter estimates
obtained from training period at the beginning of the current packet frame and at the beginning
of the next packet frame. The interpolation can be carried out by averaging method or linear
interpolation method. The averaging method regards a channel as time invariant during a data
period. The parameter estimates from two training periods are averaged. The resulting parameter
estimates are used through out the entire data period. Linear interpolation method models the time
variation by a linear function. For the linear interpolation method, the estimates of parameters
during a data period is given by

x̂iD =

(
x〈2〉 − x〈1〉

ND

)
iD + x〈1〉. (4.63)

where x〈1〉 is a parameter estimated from the beginning of the current packet frame, x〈2〉 is a
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Figure 4.19: Performance of the frequency offset compensated MMSE detector using conventional
reverse link subcarrier coefficient estimator and the MUD-ISIC (linear MMSE detector) using the LS
estimator with cyclically orthogonal training sequences under the perfect frequency synchronization
situation
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Figure 4.20: Performance of the frequency offset compensated MMSE detector using EKF estimator
and the MUD-ISIC (linear MMSE detector) using the LS estimator with cyclically orthogonal
training sequences under the imperfect frequency synchronization situation
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parameter estimated from the beginning of the next packet frame, ND is a number of data symbol
in a packet frame, iD is a data symbol index in a packet frame; 0 ≤ iD < ND, and x̂iD is an
interpolated parameter at the (iD)th data symbol.

Figure 4.21 compares the performance of each tracking techniques applied to the LS estimator
using the cyclically orthogonal training sequences. The linear MMSE detector is used in the
multiuser detection part of the MUD-ISIC. A packet frame consists of 65 training symbols and
512 QPSK modulated data symbols. The channel, having Jakes’ Doppler power spectral density,
is generated by using the Lp-Norm method [65]. For adaptive estimator, the forgetting factor
is set at 0.9999, 0.99, and 0.9. The simulated symbol does not use cyclic prefix. From figure
4.21, the best BER is obtained by using the linear interpolation method. The linear interpolation
method performs mostly better than the averaging method. However, the averaging method can
slightly outperform the linear interpolation method in the system with very slow variation. This
is because the averaging method gains from the virtually double number of training symbols.
The performance of the adaptive estimator is not good and strongly depended on the forgetting
factor value. For the channel with doppler frequency 0 Hz, BER of the detected symbols assisted
adaptive estimator is inferior to the methods, which are independent of the detected symbols. It
should be recalled that the adaptive estimator without decision direct operation can perform in the
same level as the LS estimator in the time-invariant channel. This means that the errors in symbol
detection pose significant adverse impact on the decision direct estimator.

Figure 4.22 shows the performance in the system having only 260 data symbols in each
packet frame. According to figure 4.18, a packet frame, consisting of 260 data symbols, results
in a 1 Msps effective symbol rate per user. Compared figure 4.22 with figure 4.21, the obvious
performance improvement can be observed with loss of approximately 100 Ksps effective symbol
rate per user.

4.6 Summary

In this chapter, the parameter estimation techniques for the MUD-ISIC have been presented.
The proposed estimators avoid the obstacles in explicitly estimating the channel impulse response
by directly estimating the necessary sequences, transformed signature sequences and ISI generation
sequences. Following from the estimator MSE analyses, the conditions for training sequences
to achieve the minimum MSE and the systematic generation of the optimum training sequences
have been presented. The sequence estimation is derived by the traditional LS approach and the
recursive implementation is also investigated.

Simulation results have clearly demonstrated the advantages of the optimum training
sequences over the random training sequences. Compared with the simulation results in the
previous chapter where the perfect information of the necessary parameter is available at the
receivers, the simulation results in the system with parameter estimation show the similar
characteristics. In summary, the best performance is still obtained in the system with insufficient
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Figure 4.21: Performance of the MUD-ISIC (linear MMSE detector) using various parameter
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cyclic prefix and the best multiuser detection technique remains the WMIC employing the linear
MMSE detector. These results further insist the merits of the proposed receiver.

This chapter also presents the noise variance estimation technique. The proposed noise
variance estimation technique significantly helps improving the BER because this technique enables
the linear MMSE detector which is much better than the DD.

The algorithms for tracking variation of the estimated parameters during a data period have
also been studied. According to the simulation results, the decision direct adaptation is susceptible
to the error in symbol detection. The linear interpolation method is the best technique in most
cases except in the very slow varying channel that the averaging method is slightly better.



CHAPTER V

CONCLUSIONS

A MC-CDMA system has received considerable attention as a potential air-interface technique
for the future wireless communication. However, its performance, especially in a reverse link,
suffers from ISI, ICI, and MAI. In order to attain good communication quality, such interference
has to be carefully handled.

This dissertation has proposed a new technique to jointly overcome an insufficient cyclic
prefix problem, a frequency offset problem, and a multiple access interference problem in a
quasi-synchronous reverse link MC-CDMA system. The receiving techniques for a reverse link
are much more complicated than the techniques for a forward link owing to the fact that each
user experiences different channels and different frequency offsets in the reverse link. Since the
forward link is a special case of the reverse link where channels and frequency offsets are common
for all the users, the proposed technique can be simplified to work in the forward link as well.
From the models, analyzed in chapter 2, the original signature sequences are distorted by channel
fading, insufficient cyclic prefix situation, and frequency offsets. The insufficient cyclic prefix
condition incurs additional ISI, of which amount is determined by channels, cyclic prefix length,
and frequency offsets.

The proposed technique, namely MUD-ISIC, is composed of 2 parts. The first part
performs ISI cancellation and the other part performs MAI suppression by using multiuser
detection techniques. The equalization of frequency offsets and insufficient cyclic prefix problem
are integrated along with the MAI suppression in the multiuser detection part. The proposed
MUD-ISIC can support a number of multiuser detection techniques, available in the literatures.
This flexibility benefits the system designer in compromising cost and performance. In addition,
compared with the existing receivers which only consider the linear MMSE approach, the non-linear
detection techniques can offer relatively good performance. According to the simulation results, the
best multiuser detection technique is a WMIC using linear MMSE detector in the initial stage. The
potential of the alternative non-linear multiuser detection brings the attractiveness to the proposed
MUD-ISIC.

Simulation results have demonstrated merits of the proposed MUD-ISIC in various aspects.
It can outperform the truncated time-domain MMSE multiuser detector in the system with perfect
frequency synchronization and insufficient cyclic prefix. In such system condition, the MUD-
ISIC is equivalent to the MMSE-DFE. For the system with imperfect frequency synchronization,
performance of both the truncated time-domain MMSE multiuser detector and the MMSE-DFE
is rapidly deteriorated. Even small frequency offsets can severely affect both receivers. On
the other hand, the MUD-ISIC shows satisfactory robustness against the frequency offsets. The
frequency offset compensated MMSE detector is also robust to the frequency offsets. However,
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its performance is obviously inferior to the performance of the MUD-ISIC in the system with
insufficient cyclic prefix.

One of the major advantages of the MUD-ISIC is that it enables the implementation of
MC-CDMA system without cyclic prefix or with small amount of cyclic prefix. Without cyclic
prefix, the system can utilize bandwidth more efficiently. The sufficient cyclic prefix condition
helps simplifying the receiver in the forward link. This property is very desirable since a receiver
in the forward link is a mobile unit, which has a limited complexity allowance. For the reverse
link, the sufficient cyclic prefix condition does not contribute much on the receiver complexity.
In addition, a complexity constraint for base station is quite relaxed. Therefore, a system without
cyclic prefix for reverse link is practically interesting. According to the simulation results, the
power loss due to the introduction of cyclic prefix substantially degrades the BER. This power loss
may be alleviated by using the serial to parallel conversion process to prolong symbol duration.
Unfortunately, high serial to parallel conversion introduces other disadvantages which also degrade
the BER. Simulation results show that the best performance is achieved in the system with
insufficient cyclic prefix. These results together with the success in implementing the MUD-ISIC
encourage a new system design that the cyclic prefix should be less important.

In order to realize the proposed MUD-ISIC, the parameter estimation techniques for acquiring
the necessary parameters have also been proposed in this dissertation. The necessary parameters
include the transformed signature sequences, the ISI generation sequences, and the noise variance.
The transformed signature sequences and the ISI generation sequences are directly estimated
rather than indirect calculation from channel impulse response to avoid several limitations in
channel impulse response estimation such as complexity burden, requirement of large number of
training symbols, etc. With feasible sequences estimation technique, the advantage of the proposed
MUD-ISIC over the existing techniques in term of implementation becomes more obvious. The
proposed sequence estimation technique is based on the classical least squares method. The MSE
of the estimator has been analyzed, the expression for the minimum MSE has been obtained, and
the criteria for training sequences to achieve the minimum MSE has been revealed. Following
from the analyses, three techniques for generating the optimum training sequences have been
presented. Among the three optimum training sequence families, the cyclically orthogonal training
sequences gain the most attention because it uses as low number of training symbols in each
sequence as the time division training sequence family and it has continuous signal structure, which
provides robustness against noise and low out of band emission, as the odd-even training sequence
family. Surprisingly, the optimum training sequences also help simplifying the LS estimator as
they replace a matrix inversion by a basic scalar division. Simulation results confirm the validity
of the LS estimator and the benefits of the optimum training sequences over the random training
sequences. The performance of the LS estimator using the optimum training is independent of
a number of users whereas the LS estimator using the random training sequences suffers severe
degradation in the highly loaded system. Since this dissertation considers the sub-band detection
approach, the cross parallel symbol interference is neglected from consideration. The MSE of the
LS estimator using the optimum training sequence reaches the minimum MSE in a case that only
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one subcarrier group out of NP parallel subcarrier groups is active. The residual cross parallel
symbol interference results in an error floor of MSE in the system with fully operated subcarriers.
The adaptive estimator based on the well-known recursive least squares algorithm has also been
proposed. The performance of the adaptive estimator is similar to that of the LS estimator in
the system employing the optimum training sequences. For the system using the random training
sequences, the adaptive estimator shows significant gain over the LS estimator because it does not
have to deal with a singular or a near singular matrix as the LS estimator.

The existing receivers for the MC-CDMA system with insufficient cyclic prefix does not only
suffer from frequency offsets but they also face implementation obstacles due to the requirement
of the knowledge about actual channel impulse response. The necessity of sufficient cyclic
prefix condition for the frequency offset compensated MMSE detector is obvious in both the
system with zero frequency offset and the system with non-zero frequency offset. In contrast, the
performance of MUD-ISIC does not much rely on the cyclic prefix. For the system with perfect
frequency synchronization, the conventional reverse link subcarrier coefficients estimation can give
substantially good subcarrier coefficient estimates to the frequency offset compensated MMSE
detector. For such system, the MUD-ISIC only outperform the frequency offset compensated
MMSE detector in the insufficient cyclic prefix scenario. For the system with frequency offset, the
estimation error of the EKF estimator further deteriorates the performance of the frequency offset
compensated MMSE detector. In this case, the MUD-ISIC employed the proposed estimator is
better than the frequency offset compensated MMSE detector employed the EKF estimator for all
the cyclic prefix length.

From the simulation results, as expected, the parameter estimation error raises the BER of
the MUD-ISIC. However, the BER characteristics are the same as in the system, provided perfect
parameter information. The lowest BER is still achieved in the system with insufficient cyclic prefix
and the best multiuser detection technique is a WMIC using linear MMSE detector in the initial
stage. An improvement can basically be obtained by increasing the training symbols’ transmitted
power. The noise variance estimation algorithm significantly contributes to the multiuser detection.
It enables an implementation of the linear MMSE detector which is far better than the DD.

The techniques for obtaining parameter estimates during the data period have also been
studied in this dissertation. Three basic approaches have been evaluated in the system with
various rate of variation. The tracking based on the decision direct adaptation shows disappointing
performance. On the other hand, a basic linear interpolation can track the variation quite well.
An averaging approach, which regards a physical channel as static, is also not appropriate for the
channel with Doppler. The only drawback of the linear interpolation method is the requirement of
one packet frame delay. The shorter packet frame improves the tracking capability and relaxes the
delay requirement. However, the loss in achievable symbol rate has to be compromised with the im-
provement. With a packet frame of 65 training symbols and 260 data symbols, the total symbol rate
for the system without cyclic prefix employing cyclically orthogonal training sequences is 1 Msps /
user. The higher symbol rate can be accomplished by using the multicode scheme where one user is
a virtual multiple users, or, in the other word, one user is assigned more than one signature sequence.
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5.1 Future Works

Although the concepts of MUD-ISIC and its parameter estimation have been developed and
they have been extensively studied, there are some interesting issues worth of investigations.

First, the multiuser detection technology is currently developing toward the joint MAI
suppression and channel decoding detector. This class of multiuser detection, usually referred as
iterative (turbo) multiuser detection, may offer the potential for further performance improvement
to the MUD-ISIC.

Second, in some scenario such as low signal to noise ratio, large number of users, etc.,
the receiver cannot deliver sufficiently accurate decisions. The ISI cancellation structure may
propagate this error to the following symbols which would worsen the detector performance. To
alleviate the error propagation, weighted (soft or partial) cancellation approach may be applied to
the ISI cancellation process.

Third, the spatial diversity is currently being exploited in order to attain higher quality
links. Such diversity may be used as supplementary to the frequency diversity. In the simulation
results, it is demonstrated that the uniform MIP channel, which has higher degree of diversity, can
offer better BER than the exponential decaying MIP channel. Similarly, we can expect that any
additional forms of diversity would result in the better BER. In this point of views, the received
signals from different antennas may be coherently combined before processing by the MUD-ISIC.

Several other issues have to be further explored in order to realize the next generation
wireless communication systems. These topics include wireless networking protocols, channeliza-
tion strategies, more advanced parameter tracking techniques, etc. For example, there are some
reports on subspace tracking algorithms, exploiting the delay subspace which is considered as
slow variation part. These algorithms may be able to apply to the proposed estimation technique.
The networking protocols are the other important parts of the wireless communication. Some
forms of automatic repeat request protocol have shown good potential over the erroneous scenario.
In conclusion, the continuous researches and efforts in various aspects are very necessary and
important to the success of the next generation wireless communication systems. The mission
cannot be reached without the advanced physical layer techniques, but at the same time only the
development of physical layer technique cannot fulfill the utmost goal.
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Appendix A
List of Abbreviations

A/D analog-to-digital
BER bit error rate
CDMA code division multiple access
CE controlled equalization
CSA continuous subcarrier assignment
DAB digital audio broadcasting
DD decorrelating detector
DFE decision feedback equalization
DFT discrete Fourier transform
dTTb digital terrestrial television broadcasting
DS-CDMA direct sequence code division multiple access
Eb/N0 signal to noise ratio per bit
EGC equal gain combining
EKF extended Kalman filter
FDMA frequency division multiple access
FIR finite impulse response
FFT fast Fourier transform
GPS global positioning system
IDFT inverse discrete Fourier transform
IFFT inverse fast Fourier transform
ICI intercarrier interference
i.i.d. independent and identically distributed
ISA interleaved subcarrier assignment
ISI intersymbol interference
LS least squares
MAI multiple access interference
MC-DS-CDMA multicarrier direct sequence code division multiple access
MC-CDMA multicarrier code division multiple access
MF matched filter
MIP multipath intensity profile
MLSE maximum likelihood sequence estimator
MMSE minimum mean square error
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MMSEC minimum mean square error combining
MMSE-DFE minimum mean square error decision feedback equalizer
MRC maximum ratio combining
MSE mean square error
Msps mega symbol per second
MT-CDMA multitone code division multiple access
MUD-ISIC multiuser detection with intersymbol interference cancellation
OFDM orthogonal frequency division multiplexing
OFDMA orthogonal frequency division multiple access
ORC orthogonal restore combining
PAPR peak-to-average power ratio
RLS recursive least squares
SINR signal to interference plus noise ratio
SIRF shortened impulse response filter
SNR signal to noise ratio
TDMA time division multiple access
WLAN wireless local area network
WMIC weighted multistage interference cancellation
WSSUS wide sense stationary uncorrelated scattering
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