CHAPTER O

PRELIMINARIES

. This chapter gives all'ngceésary prereQuisites for the following
chapters. .,'~V N - £y | |
Throughout this_ghesis we shall deﬁote £he-Set of,a}l'naturél
numbers, real numbers ahd complex AUmbéréubyiN,~¢2and C'; respecfively.

A series of the form :
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is called a power series in x, and a éeries of the form :
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is called a power series in x-a. In'general, a power series in n variables

is given in the form -
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oS, see.,m =0 1 2

The operations of, series are defined as'in ‘|1, pi3].

. A function of n.variables, f(xl,..,,xn), is said to be an analytic

function at a point (al,a2,.;.,an) if it can be expanded into a power series

which converges to the fﬁhction in a neighborhood of (al,az,...,an); i.e.,
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f(xl’xz"-n-,xn) =

in some neighborhood of (al,az,...,an). It fhis analytic,a# (0,0,....0),

. then we.can write £ in the form :
) - ‘ ® . I m m‘
l 2 n
f(x ,x ,...,x ) W e
2 0 mlm ..,m l 2 n
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' in._some neivhborhcod of (O O,...,O)' If £ is. analytlc at every 901nt in o

\

domain D, then it is sald £o be analytlc on'D. If a'function f(xl,...,x )
J n I

is equal to the power series ? £ {(x.- a_ )} l(X % ) 2..-(X - a_) *
mlm eoeB " 1 i 2 n’

in a ge;ghborhood of (xl{xe,..u,xn) - (al’aQ""’an) and if f(xls...,xn) is

’ w m m, - . I
. ] LN 2 .y 0o
equal to the povwer series g'bmlmz"’mn(xl~ gl)- (x2 _32) .;:(xn a ) " ir

a nelghborhood of (xl,xz,...,x ) = da oBaa s s By ), then these' two power

series are 1dent1cal, coefficient by coefficient; i.e., C_ o br L -
) ,Lul 2... ) ..;l'..‘;.:“.-aa"}"

for all ml,...,m e N Q{O}, see rl; theoren 3]. If £ is analytic ut a, then
it is contlnuous at a [1 theoren ;]

Let (S, l') baE semlgroub. If there exists a p01nt 0 belonglng to B

such that for all x in'S, x *0=0* x = 0, then we call the point 0 a ZETO

of S and we call the semigroﬁp S to which O belongs a semigroup S with zero.

'Moreover, if there is a poipt 1 belonging tey § such that for all x im S,

X+ 1=1* x = x,_then we call 1 an identity of S.» If a /zero and an idéntity

N : .
exist, then they are unique. We write a semizroup with zero 0 and identity %

28 (5,052).

A mapping ¢ from a semigroun slinto a senigroup S'.is said to.be =

homomorphism if for all a, b & S, 8(ab) = @(a)e(b). It is said to be an

isomorphism if ¢ is one-to-one and onto. S and S' are said to be isomorphic

if there is an isomorphism of S onto S'., In this case we write s g,
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Let F be a fleld If f(x) =a+ a.x +...+ & b # 0 is a polynomlal

. ~0 . l
in V[Al and & # O, tnen the degree of f(x) is n. If & = l' then £ is said
to be monic. polvnomlal D(X) in F[xJ is sald 'to be 1rreduc1ble over F if

whenever p(x)“; a(k)b(x) w1th a(x) blx) € F[x] tnen one of a(x) or b(x) ‘has
degrce zero (1 ey ‘is a constant) ~Ir glx) = p(x) where p(x) is an 1rreauc1—
ble polynomlal then the order.of p(x) is n. .A sealar c € F such that p(c) =0,

is called a zero (or root) of the polynomlal p(x) S F[x] Let
p(x) = amx oy am;13@‘1+...+ alt 4 ao be a oolynomlal of degree n of()Ex] Then

(x) has the unlque factorlz tlon (unlque up to ‘the order of the factors)

]
. [l

p(x) oy (x e Yx=e, )...(x - c"), I :
'where ey 2,...,c are zeros jof p(x) [} theorem 6. 2 p 267] That is, a
polynomlal w1th coefflclents whlch are complex numbers has all 1ts roots in

the com plex fleld N Lf’p(x) amxm+ gm_ixm*l+...+ alx + a is a polynomlal of"
?

3{?7 of degree m, then, overE? p(x) may be factored unlquely (up to- the order

cf factors) 1nto 1rreduc1ble factors‘:

Cp(x)—= B (x + rlx + s )...(x + rkx + ! )(x--c2k+l

‘ 5 §
vhere x“+ ryx + s, € m[x] are irreducible over R and ¢

) L] ..(X-Cm) ,
2k+1"f"cm are real

numbers'{h,théorem 6.3, p.269J.' This states that the oniy irreducible,fhon—f

constant, polynomiels over. the' field of .real ﬁumbers are _either of degree 1 °

or of’degree 2.

Let V and W be vector spaces over the field F. A lipear transformation

from,V into W is a function T from V. dnto.W such thét

T(ca + dg) = c(T(a)) + a(T(B))

for all o and 8 in V and all scalars ¢, d in F.
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1f there exist scalars a
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degree .1y and the uym.boTI(-l)
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. in = fleld F, then uhe determlnant OfyA, wrltten det A, 1s the eIEment

10(1)-20(2)"' > o(n)
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,...,am,,not all zero, such that a_v_+ a

in V are said to be linearly dependent
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is a matrlx of order n w1th elements

and —l 1f 0 1s an odd permutatlon."
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for the matrlx (a

n xmn ratrices with elements in a fleld F by M(n F).
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1s th° symmetrlc group of

w111 mean +1 1f o is an even permutat1on -
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and we shall denote the space of . all .

LS

.A(matrlx A‘is called

s1m11ar'to the matrlx B 'if there’ exlstS'a'nqn31ngular natrix stuéh that

i

= x7 18 x.

Then the matrix

xI <« A=

Fx—all T %12
B Gen 58802
- “&n2

Let A be & square matrix with elements ay

nn

35 10 = 1,2,...,n.



where x is an indeternmindfe and I is the identity matrix, is'calged the

e

characteristic matrix of A. Tts determinant 9(x) ='det(xIlA5 is evidently

& polynomial of degree n in x3.it is calied the characteristic polynomial

of A. The eguation det (xI-A) = 0 is call€athe characteristic equation

- of ‘A, and the n roots of this egquation are called the characteristic roots

(or eigénvaluesy of Ao If A is a block matrix of the form.

-

: - rA p '. O e of o O ; G .))
‘ - . J . l A . . 1 ‘ .
A = O 4 A2 . . L O 'Y '
1 4 O 'O- : = A ' i

3 . -
where'Al,...,As are square matrices, then its characteristic matrix, as is

easy to see, has the form i

N | )
XIl-Al O ‘e . . O
xI 4,A2= 0 S R e
Sl 0
L s s |

where I ,...,1_ are identity matrices of suitable orders. From the theory
, 1 S \ v o .
of deterninafts it ié& Knéwn that!thel deverminant of /A is the product of the

deterninants of; its diagonal btlocks. ‘Consequently,
detxI-A) p=0~ det (xIlfAl)det (xIQ—Ag)...dgt (xIs-AS),

Iir Al,A2;...,AS are square submatrices and
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then det A = (det A)

we are not interested ' ; ¥icit |entries). 5.293 .

If A and D are s5in ‘matrices n. ﬂ\;

teristic polynomials ai ence mé eigenvalues |
The matrix " - : ‘ 1HH\\\\

. the -same charac-

heorem 1. 2,p 279].

with A's on the diagonal, 1's o ‘wonal,:and 0's elsewhere

is called a basic Jorda ,F) has all its
LT - -

characteristic root, A ,...n A in | ‘j trix ¢ € M(n,F)
TF'
A

;,%n be found so thatE.CrJ e |
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are Jordsn blocks belonging to A, [3, p.259]. "The matrix in (0.1) is unique

.

is an nX n, matrix (ni is the muitiplicity of ki), and where Bil,...,B.

except for the order of the submetrices Ji down the diagonal [h,p.328].
Let Vn(R) denote an n dimensional weetor space over R and T a linear'
transformation of Vn(ﬁ) into.itself. A subSpace V of.Vh(R) is called

" an invariant subspace of Vr(R) for T if T(V) € V; that is, for each vector
. - .

v ev, Tv) € V.

Let v be an arbiftraxry nonzero wvector. Siﬁce therg are étmost h+l
vectors in ﬁhe set. v, 7), Tg(v),,,Q, Tn(v)}, the vectors are linearly |
dependent.  Let Tk(v) be tﬁe first veetor dependent on the preceeding vectors

so that

[N

(Q.2) ' ' Tk(vj o ff LG ERN % a T

0 n k=1 v

The linear subspace generated by v,T(v),.;.,Tk°l(v), written L{Tk(v)},

v

is an invariant subspace for T.

By simply transposing the righf-hand side of (0.2) to the left we

obtein
¥ k-1 | A \
. (TA- a, 1T “=...-aT-a I)(v) = 0.
~ k k=l Nl . .
Let m(x) = x - 8y X —eeem 81X - a0 Then m(x) is a monic polynomial of

R[X] of minimuf Gegree sueh hhet Dm(T{](&) D {k,p.301]. If p(x) is a
monic polynomial ofl degreelk such that [p(T)](v) =.0, then p(x) = n(x).
Hence for each nonzéro.vector v e Vn(R)‘aﬁd each.linear transformation
T . Vn(R) ¥, Vn(m), there'exists a unigue monic  polynomial m(x) of ﬁinimum

degree such that [m(T)](v) =0 [}, theorem 1.1, p.302]. Such a:monic poly=~

nomial m(x) is called the relative minimal polynomial of v with respect to T,
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Remgrk: - The degree of the relative minimal polynomial m(x) > 1. Hence
m{x) is not a constant polynomial. '

If T is ‘a linear transformation of Vn(ﬂ) into itself, then there

sre DONZero Vectors V. ,...sV  in V“(G) such’ sifat
X -

1
. il iSl,
(0.3) V_(Rjwe= ;{T (v11} D v @enir (v )}

i, :
where L{T J(vj)} is an imnvariént subspace of maximal dimension in .
1 - i i
>, A hES | N, ]
L{T (vj)} Tl I (vj+l)} A, T {T (vz)}

Cfor =1, 24...4% [ﬁ, corsto theorem 3.2, p.Sléj. The relative minimal

polynomials, mi(x) of the vector v, occuring in the direct sum decomposi-

tion of Vn(m) in (0.3) areicalled the invariant factors of the linear
transfofmatidn T...Notice that all definiticns in £his paragraph can be
applied to ép n x n real matrix. A by using a matrix A in place of T and _
letting v (R) = Rn.. It éan be shown that the dinvarisnt factors of an n x n
m;trix A are independent of the particular vectors selected in s decompo-
sition of Vﬁ(R) and are the same for eny matrix B = PAPT+ where P iS) a non-
singular n x ﬁ matrix @, cor.to theorem 3.3, p.32§]. Two n x n matrices

A and B are similar if énd only if they have thé same 1nvariant factbrs

DU cor. to theorem 4.1, §.320];

n=-1

For a ngnie| polynorial p(x) € B[x], px) =.x"+ 8 1 XU t...¥ a xbe,

the ‘companion matrix C(p(x)) is thein x n matrix

-

0 C -1 -1F 0

=

clex) = [ i o1t

.
v

n-1



= [-—a] . We shall use the notation
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where C(p(x)) is the cer ‘ratrix-of \.. duecible polyromial p(x)

having a single 1 in the all --lt';her_ elements zero.

: fo4 L, A

If n=1, P(1) ;.- : . | |
s =

For example, let f "= x=a be polynomials in

. ‘I‘l ‘ ‘_J.IJ |
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We also have that

D(p,(x)°)

Let m_(x)y000,y

1 tors of an n X n matrix

A and suppose that the t‘(x) are factored in

!R[AJ into irreducible P ]

| —— , ijj
(0.4) K = el i ...pdk (x) R
for all j = 1,2, &fm—:‘: C such that
w A B 7
| - . -0
]ﬂ o ' ' U ,
. D(P (X) 12 ’
(0.5) cac”
ﬂUEJ'J ‘VIE.WI?W EJ']ﬂik
oo D ptk (x)
o LA RS ﬁﬁ“‘ S484 HEEA 12 ﬁ“HS
snml a matrix of the form (0.5) and this form is unique except for

the order of the submatrices D(pji(x). gk ') Gown the diagonal [&, p.328] .
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Let A = b e in M{n.R) and :
e (aij)i,j=l,2,aas,n be an element in M(n,R) and define
sl = S b O
(0.6) * d(a,B) = Bl = ozl e gbyl 5 B = (b )
_ i,j=1 ,
Then M(n,R} with the metrie induced by } N is'a complete metric space

[2, theoren 1-11.1].

A sequence of matpi€cs'in M(n,R),

(0-7) : Al, [iz‘s‘--o, .‘[lra,- Am'i'l".. ®
is sald to converge togthe matrix A if it converges to A with respect to

Il in (0.6)s A sequence of matrices in (0,7) converges to A if and only
t R

if thé élemeiits of the matrices (0.7) in a given row and edlumii converge to
to thé go¥responding element of the matrix A [2, cor. 1-11.1]. It is
immediately c¢lear from thig that if T is a fiXéd_matriig-and the matrices
A coﬂverge to A, then T-lAmT will have TIAT as their limit. If %e
replace C in place of R in-thi€ paragraph, we also have the same results.

Let (xn)neN be a convergent sequence in a metric space (M,d),.

If £ : (:,d) + R (r €) is continuous, then 21im f(xn) = f( lim xn).
: n-rco oo

Remark: det : M(n,C) + € (or det:M(n,R) » R) is a continuous function

since it is .adpelynomial=function.
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