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Abstract: In this paper, we develop the face and hz

detection and tracking for sign language recognit

color spaces to find the most suitable one
parametric model approach. Then, we propose

detection algorithm and to better model
After the skin regions from the input videg
segmented, the interested facial feature
detected using luminance differences and skg
respectively. In the tracking stage, each
search region and find MMSE (Minimum }

1. Introduction

Rapid advances in information and communicat
technologies (ICTs) are central to transformations=1f
way people conduct in their everyday
and knowledge are expanding in quanfiy-
However, people with functional limitation
people, often experience wide communication gz
the hearing limitation, deaf people have developed
own culture and methods for communicafifig among them
as well as with hearing groups by relying on sig

ial features and hands are detected using
nces and skeleton features respectively.

nthe initial stage, the face, arm and/or

>tected.” This information will be used as an

fackhg,stage. The system is tested using Thai
N

ences [9].
this paper is as follows. In section 2,

\\\- spaces, YCbCr, normalized RGB,
\ \: skin-color model in CbCr color
R crToes the features detection: facial
¥, ted by using the difference of luminance
5 -\- and facial features, while arm or
cted by skeleton method. Section 4, we present
I u-—\- amework. Section 5, we show the
| e

s. Section 6 concludes the paper.
2. Skin-color Segmentation

N

{

igner’s face and hands, we first
d, e input video using human skin-
& .
kin=Color detection confuses under
ghting con ons while the signer is moving his
face and hands, thus wesneed to use a proper color space.

ing. The
sign language translator is th i tants, tools t -1 Cok agey ,
enabling effective communic m d aﬁ%] f 3'%@?&;@ been proposed for skin-
hearing people. As of now, 'ther ¥ s lor ion,le.g., t ri¢olor space is used in [1,6],

researches on sign language reeognition system using
vision based approach [3,4]. These systems track hands

during sign language t6 rec ' b (H R
of them can support only single-han s angu e fcplor| s bC ep

the situation where the siﬂwr wears long-sleeve shirt. Thus,
it cannot capture real sign language motion.

In this work, we develop the face and hand detection and
tracking for sign language recognition system. We
construct non-parametric model of the skin color using
CbCr color space. Then, we propose to use the elliptical
model on CbCr to lower the complexity of the detection
algorithm and to better model the skin color. After the skin

the rg color space is used in [2], the HS color space is used
¢ in [3], and etcg€onsidering the coldt.spaces that are similar

e Belkcted to evaluate
ldminance from the

rominance, r, normalized B, and HSV.
YCbCr
The YCbCr was defined by the BT.601 [5]

recommendation as a digital color coordinate, and it has
been used in various video compression standards such as
H.26L, H.264, MPEG-4 and etc.

The YCbCr values are related to the RGB values by:
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Y 02568  0.5041 00980 R 16
Chb|=|-0.1482 -02910 04392 |G |+[128 (M
Cr 04392 -03678 -00714( B 128

The inverse transformation is:

R] [1.1643 -0.0018 1.5958 Tr—-16
G|=[1.1643 -03914 -038135]cbh-128| @
B| [1.1643 20178 -0.0012] Cr—128

In YCbCr color space, Y reflects the luminance and is
scaled to have a range of (16-235); Cb and Cr are scaled
versions of color differences B-Y and R-Y, respectively.
The scaling and shifting are designed so that they hav
range of (16-240). X

Normalized RGB (rgb)

where (r,g,b) are normalized color val
respectively. Chromatic color (r,g) is kno

in the absence of brightness. In fact (r,g) defi

mapping. Color blue is redundant after normaliz
r+g+b = I. The range of (r,g) is from 0 to 1.

HSV

HSV (Hue, Saturation, Value) color spage is
algorithms that segment skin-color |regic
compatible with human vision systefi.=%
space is obtained by non-linear transform

color space. ﬂ
{ H, ;B
H =

K ©)
360~ H\;B>Gg

where

&)

In HSV, H and S are chrominance components while V is
luminance component. For skin-color detection that is
robust to illumination change, we ignore the luminance (V),
instead, we consider only chrominance H and S. The range
of H is from 0 to 360 degree and S is from 0 to 1.

e e FHBININT

‘/(R -G)R-G) +q— B)(G-B)

T NRIN
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In this rescarch, the non-parametric skin color modcling is
used to compare the accuracy of skin-color detections using
these three color-spaces. The results (shown in Section 5)
suggested us to use the YcbCr as a color space for skin
color modeling.

2.2 Elliptical CbCr Skin-color Model

In order to make the system robust to the variable lighting
condition, we use only the chrominance components CbCr-
in detecting face and hands. Figure 1(a) illustrates the
distribution of skin color in the 3 dimensional YCbCr
space. Considering only the chrominance components in
Figure 1(b), we found that the color of human skin formed
up an elliptical shape. Thus, the human skin color cluster
odeled with an ellipse:

5> Ly

—-+2=1 (10)
a b

of ellipse at major axis, b is the size of
, Lyand L, are the major and minor
ively and obtained by:

. AC, +BC,+C=0 (1
, :BC,—AC, +D=0 (12)

D can be obtained from mean and
), in which L, and L, have

(Cy,C,) and the covariance (C,,C,)
L, and L,.

- Skin-color distribution

20

1
100

% : : L,
Enclosed ellipse 0
00 50 100 - 150 200 20
(b)

Figure 1. Distribution of skin color on (a) YCbCr (b) CbCr.
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In detection, a pixel (i, j) is marked as a skin color pixel if
it is inside the learned elliptical model in CbCr subspace:

I, if enclose with ellipse

MSkin(i, j) = { (13)

0, otherwise

MSkin(i, j) is the skin-color mask where 7 and j are row
and column of the pixel in the input image. Figure 2
illustrates the result of skin color segmentation using
elliptical CbCr skin color model.

Figure 2. Skin color segmentation usin
elliptical CbCr skin color mo.

3. Facial Features and Han

after segmenting the skin color regions fro
video, the salient facial features and hands ar
and tracked.

3.1 Facial Features

i
‘,/ Fa cia/(i[,jf)={| if MSkin(i,,j;)>TH]I

= Detecting eyes, nose and mouth

After separating the face region from the neck, the
salient facial features such as eyes, nose, and mouth are
then detected (Figure 4).  These facial features contain
stronger luminance component than other facial region.
Thus, we segment the interested facial features by
thresholding the facial image as follows:

TH1=Mean(Y(iy,j )~ B*Std(Y(is,j ) (14)

where Y(i;,js) - luminance of face region pixels.

: weighting factor equal 1.5.

0,if MSkin(i,,j,)<THI
if (/ J (15)

¢ facial features mask when iy and j,

e region pixels.

(a) (b) <)
Figure 3. Separate face region g o

(a) Edge detection. ’
(b) Fills the holes iﬂ %ry%:lage a)V] EJ V] ﬂ

(c) Face region. 'U

= Separating face region from the nec ¢
Because we v S’I% eﬁdﬁ,w
signers are always in uprightpositioi. s fal usit

assume the upper detectdd skin color blob is the head of the
signer that is composed of signer’s face and neck skin. To
accurately compare with the reference face template, we
need to separate only face region from the head area. Our
method uses edge detection with zero-cross, then fills the
holes in enclosed boundary. The face region is defined as
the biggest component after performing the connected
component analysis (Figure 3).

Look up Template
Al O -

Figure 4. Facial features detection algorithms.

o, /s
m p FheFﬁ%rﬁ:nL @-&Jvc shirt, the hand

cations are easily computed. In contrast, in the case of
the signer wearing short-sleeve shirt, it is not quite easy to
locate and track the hands. We need to separate the hand
from the arm region. To do this, the hand and arm region is
thinned to obtain the skeleton of the region. The hand is
then defined as the dense intersections region (Figure 5).
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(©)
Figure 5. Arm and hand detection.
(a) Detected skin blobs.
(b) After applying thinning.
(c) Hand regions are marked.

—

4. System Frameworﬁ__..-—-"_l

The system is divided into 2 stages; the inii
stages. In initial stage (Figure 6 (a)), the RG
transformed to YCbCr. The elliptical
model is constructed and used to scgme
regions of each video frame. The segme
regions are closed (dilation and erosion)
holes. Next, the connected component analysi
climinate some noise regions and to localize
color blobs. Then, the facial features and hands
explained in Section 3 is performed to initiall
positions of those interested features needéd i
tracking.  In tracking stage (Figure 6(b)),

determines search region and find MMSE (Minimum Mean-

Square Error) to match its own blob. The block match rtg?
method between prevtous and current frame is used:== =

-

(X,Y)=arg min Sum(AFD}

108

-
- -
-

"

)

- e
P

Color Space
: . Transformation

1

. Skin-color
. Detection

J

- “:Closing -
(Dllate & Erode)

Fewrnres acivs.

fi.
‘ll

.
-

r

e
n

- Face Detection
- Arm or Hand
Detection

Block Matching

{16)
dx.dyeS _j
DFD = — { (%) =1 (x+dx, yjy)} (17)
where DFD  : Displaced Frame Difference. ¢’
I,., :previous frame. o/~ & | O
I : current frame. I b |
dx,dy :search region. |
N

: block size. ) _
-;"a:[ .‘w:___." «

|

9198 °)¢ 5 |Experiniefial Résults
W Onlthis Section,fve idemoastrate the results of our proposed

(b)
Figupe©. Syslem Framework
) (t) Inmal stagc
F )Trackfng stage

o

algorithm on four video sequences of Thai Sign Language
signing shown in Figure 7. All of them are in different
lighting conditions, and the signers wear both long-sleeve
and short-sleeve shirts.
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- '!’ Fidd . For qualitative performance, the results are shown in Figure
{ @I 't 148 Crop Skin-color 8.

f :
! ’ ;
f a Bro4E Table | Comparative performance of skin color detection in

each color space using non-parametric skin color model.

Image a
Color Space DR(%) FAR(%)
3 _ CbCr 68.85 1.67
Crop Skin-color e 64.55 6.45
v HS 52.89 8.54
:> P Image b
owd Color Space DR(%) FAR(%)
, CbCr 59.62 2.65
1 , b 2 64.72 70.54
' " s 48.75 68.74

R

: Jr Image c
i:% DR(%) FAR(%)

2 >
f e 2 ‘ﬁ 67.91 1.66
B [ s 73.08 6.13
3. @ b HS 58.86 429
1% H Image d
s o Color Space DR(%) FAR(%)
3 CuCr 68.27 0.95
AP 59.45 81.86
- HS 55.45 83.24

: I\
‘f T‘zﬁ;ﬁ 2 Performance of skin color detection using elliptical
wre ()bgfggogcl on each video sequence.

: (d) ¥ - e
Figure 7. Test images (240 x 320 pixel a7~ fde Imagel DR(%) FAR(%)
Thai sign language video sequences [9 P j 91.15 4.27
A ISR 79.60 4.15
The first experiment is the comparative evaluation of skif ==C 92.19 6.97
color modeling and detection using three candidate eolor: " ¥ e e 96.26 7.94
spaces -YCbCr, Normalized RGB, #hd 4HSV-. The £
performance of skin color modeling ahaedetection can be =

measured by two parameters: detectioq"-,r_?j? (DR) and false
alarm rate (FAR), which represent in equation (18) and (19)
respectively. The comparative results are ih})wn in Table'l.

il ¢
R=——"x100% °
TP ™ 0 | d

rar-—¥ ok d (19) ) )
TP+

o

where TP: True Positiye,
FP: False Positfgii A
FN: False Negati e v

Table 1 shows superior results of CbCr skin color model
over the other two for the test videos. This suggests us to
go along with the YCbCr color metric for skin color
: yet ; : . (c) (d)

modeling and detection in this research. As described in : : . : -

5 . I S Figure 8. Skin color segmentation using elliptical
Section 2, we further model the skin color using elliptical b oue] oniearh viden seniEres
shape on CbCr space. Table 2 shows the overall 9

quantitative detection performance on the four test videos.
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Currently, we are working on temporal information analysis
to improve the algorithm in locating and tracking the face
and hands. Temporal information will be used by compute
distance of moving face and hands under assumption that
face changes position less than hands in this signing
circumstance. We are also working on solving the region
merging and splitting problems that happen when the signer
moves his hands over his face, cross each other, etc.
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6. Conclusions and Fu!tt)re Work
We have presented the face and hand detection and tracking # =
for sign language rccogmlwqf ru—-i[?nr WEcomp [ l 100 ™
skin color modeling arid de ;?Esmg ti’t( e[color- spﬁ
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The CbCr yields superior result over the other two. To
lower the complexity of the detection algorithm and to
better model the skin color, the elliptical model on CbCr is
used. After segmenting the skin regions from the input
video, the interested facial features and hands are detected
using luminance differences and skeleton features
respectively.
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Abstract

In this paper, we_develop the face and hand
tracking for sign language recognition sys ~7;‘=
preliminary evaluation on several color me

suitable one using non-parametric model approach.Bn, We propose to
use the elliptical model on CbCr to lower the co?plexity of the

- - aa - v -
detection algorithm and to better mode in ry T ki Y ?ﬁ:ﬂ?inm'lu"‘n"a"”a
Y o 4 a4 aa ’ ' - -
regions from the input video have been segmenséd, the fintefsted f: iEJ ma pi JNyoRdupnlF e THmyud uAilymiiinude

features and hands are detected using%minance differences and ¢

> - S
P respec{iva mr | ﬁfﬁ ﬁquw'nﬂlr]ﬁ&ﬁ

. 3 .
determines search region and\find MMS i M Hipfaciovvguilasusm n

Error) to match its own blob. q The block matching method between
previous and current frame is used. Experimental results show that our
proposed system is able to detect and track face and hands of sign
language video sequences.

Keywords: Sign language, Skin-color, Face detection, Tracking.
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0 enﬁve communication between deaf and

Abstract
_ |heating P [here are several researches in sign
In this paper, we develop face aM anguag é\\ such as Japanese SLR [1,3],
Jor sign language recognition syste 7 0 \:\ _\"\ 4|"andietc. Nowaday,_ {here are two ways
divided into two stages; the initial and tr 1 BURE data for recognition. First, device-

mentitechnique measures hand gestures

h as data gloves which can archive
itioniof hand gestures as its position is
Nevertheless, the gloves are very
ot be used to collect facial gesture
the vision-based approach. This
cover both face and hands signer in

In initial stage, we use the skin featur,
and hands of signer. The ellipse model o
is constructed and used to detect skin gblor #i
skin regions have been segmented,” face

the assumption that the movement of fdee i
that of hands in this signing scenario.

stage, the motion estimation is applie hichsigner does not need to wear data gloves device.
blobs, in which first and second derivative ar isodete S sing tasks are solved by using computer
compute the position of prediction of hands *We—  VisSio niques which are more flexible and useful
observed that there are errors in the value of trackingas,, . dnan approach. In this way, the skin color regions
position between two consecutive framesin wiich- - AIe sé 0 locate the position of finger, hand and
velocity has changed abruptly. To imps ased jtechnique can track face and
performance, our proposed algorith }: 19 recognize the movement. In
error of tracking position by using-tdar ihg”and gesture recognition have
area to re-compute the hand blobs. Simulation resulls drﬁd- Kalman filter-based dynamic
indicate our proposed algorithm can<#fack face and model is used to traék the movement of the hands using

hand  with  greater precision with ¢ gligible the sem, poral synchronization by the velocity and

computational complexity incr, » ‘ ¢ j h
eu ’J ij n thi ,iwe develop the face and hand detection
Keywords: Hand tracking, "sign"lan ‘ge, elli and trackin sig udge recognition system. The

model, skin-color segmentation, 'Mmotion estimation. ¢ Enm is divided into 2 stages; the initial and tracking

stage e'nitial sta b iscussed extensively

Y AEXTIRINE Joe Ty s
fter “the' skin i hav segmented, the

interested to separate face or hands using size and
facial feature. Because the movement of face is less
than that of hands, we propose to map the motion
estimation model only hand blobs in the tracking stage.
For face tracking, it is easier to define the search region
based on the position in the previous frame. To
improve the tracking precision, the tracking method
can compensate error of using adaptive search area to
re-compute the hands blobs iteratively. Simulation

Information and Iamwledge are expanding in
quantity and accessibility. However, people with
functional limitations, such as deaf people, often
experience wide communication gaps. Due to the
hearing limitation, deaf people have developed their
own culture and methods for communicating among
them as well as with hearing groups by rely on signing.
The sign language translator is thus an important tool



results indicate our proposed algorithm can track face
and hand with greater precision with negligible
computational complexity increase.

The organization of this paper is as follows. Section
2, we describe the initial stage consisted of detection
and localization face and hand. Section 3 presents the
tracking stage of face and hand. Section 4 shows the
experimental results. Section 5 concludes the paper.

2. Initial Stage

The purposes of initial stage are to locate an ,
track the signer’s face and hand by segmentatio

regions from the sign language sequence usi
skin color model.

ﬁ r
2.1. Skin color Segmentation 7- -
In this section, we describe the clas

employed to classify pixels as skin or -s
skin color segmentation confuses
lighting conditions while signer is movin
hand, thus it is important to choos

[8], HSV [1] and YCbCr [5,7]. Considerin
of non-parametric skin color modellin
compares the performance of skin color dete
experimental result suggested us to use t
color space.

To construct the skin color model, we mgma@_.} :;() ‘

crop training skin-regions, plot them

on CbCr plane
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L
= + > =1 (4)
,where ais the size of ellipse at major axis, bis the
size of ellipse at minor axis, L,and L, are the major
and minor axis of the ellipse respectively.

Note that a,bcan be obtained from mean and
standard deviation of (a,f), in which L, and L,
intersect and perpendicular at mean (C,,C,). The
gent of @ is used to slope of the L,. The optimized

Id is derived from ground truth.

. Transformed
Skin
100 150 200
Alpha
(b)

©
els distribution. (b) Transform
? . (c) Skin color mask.

(use only chrominance componer
luminance component), as shown
segment face and hands using ellipse sk
[S]. Ellipse model can be derived fro
method by equation (1)-(4). The resu ng skin co]or
mask is shown in Fig. 1(c).

a(Ch, Cr) cos
B(Cb,Cr)| | =sin Ncose c

After the human skin color has been segmented, the
noisgs y are eliminated by morphological operator.
next to separate between
g size and facial feature.

I‘J f: ?ﬂ 0*
n)ﬁj ﬁ to ét]ect the face and hand because, in order

to recognizesthe sign langua e, osition of face and
gn g P

apped using d ferent motlon estlmatlon model.

ed Thus, in the
swhere @, § are the ’;t]oaﬂa rﬂﬁ %u ta wj nd blobs will be
be obtained from egs. (3) i

0= 1 tan '[_L] )
2 Hao + Hos
n n
Hpy = ZZ(Cb, -Cb)” (Cr, - Cr)* (3)

i=l j=I

Fig. 2(a) shows the difference between size in pixels
of face and hand blobs. Connected component of face
including the neck region contains 1,600 pixels but
hand blobs contain 400 pixels. Note that, for the frame
number 80-95, the size of hand blobs is close to zero
because both hands are moving out of frame. From the
curve, it is evident that there are much different



between blob size of face and hands. Thus, the
threshold could be selected correspondingly.

However, in the case where the magnitude of blob
size of face and hands are close, for example, in the
case of signer wear short sleeve in which the connected
component of hand may be bigger than face, the facial
feature process needs to be added. Fig. 2(b) shows the
facial feature process. First, face region is separated
from the head area using zero-cross edge detection,
then fills the holes in enclosed boundary. The face
region is defined as the biggest component after
performing the connected component analysis. Afié
that, facial features such as eyes, nose, and mo% \

detected based on the fact that these areas-con in »
stronger luminance component than other facm%L'

N

Blob size (pixels)
.

g

Zero-cross Fill in
edge boundary

]_u

®) # —=
Figure 2. (a) Blobs size (b) Facia eatures

Block diagram of initial e s b
The input RGB sequence i

color space. The skin reglons f rst segmented using
skin color feature by elhphcal model on CbCr. The &

o oo, ving o jg‘:f N Fad 118 M Eﬂ éu t)

holes. Next, the co component analysis 1s
applied to eliminate some noise regions and to localize
the salient skin color blobs. Then, the features
detection explained in next section is performed to
initially specify the positions of those interested
features needed in further tracking.
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Color Space
Transformation

g

Skin-color
Detection

g

Closing
(Dilate & Erode)

- Separate Face or hand
blobs

- Arm or Hand Detection
(skeleton)

-

“-J(a) Sequence |

(b) Sequence 2
Figure 4. Trajectory of each blobs.

After obtaining the localization of face and hand
from the initial stage, in the tracking stage, the system
predicts the new location of face and hand in the next
frame by mapping the estimation model for them. This



is done to lower the complexity of the system. In the
tracking stages, the new motion estimation model has
been proposed. Two sequences are used in the
simulations, as their trajectories are shown in Fig. 4. In
both sequence, we can see that the face blob almost
stands still while the trajectory of the hands in the first
sequence moves vertically and the trajectory of the
hands in the second sequence moves horizontally.

3.1. Face Tracking

Since the face blob hardly changes its position, i
easily to determine face region using the positi
previous frame. The idea is to expand the sear¢
from the former position, shown in eq. (5).

[xs.m,. i+ l)J 1 [x(i) £,
Ysearen G +1) | | () 2 W,

,where W, is expanded search wi
frame. Note that the value of W, = 10 i
experiment.

In the following section, we discu
tracking which use the location in the p
to derive the motion estimation mode
the future position.

3.2. Hand Tracking

For hand tracking, motion estimation is constzs x” Zih ',1_5

by using velocity and acceleration among
frames. The previous location ofi
predict the future location of blobs
every pixels of each blob is calclilited
centroid of each blob. In the first th
locations of the hand blobs are kept s
calculate both velocity and acceleration.

frames,
that we can

.
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X+l | _ x(l:)+VJ(i‘) i Ax(i-) -
Y+ | | yO+V,6)] 2] 4,0)

In this paper, we proposed the motion estimation
model as shown in eq. (9) using additional information
from the velocity of previous frame. It will be shown
later that this model helps reduce the prediction error
of hand position.

' t(z) Ll V(i)+V(z‘ +4, (i)]
9)
(,)

2 V L) +¥, (i-D+4,0)

esumats point

ure 5. The method of motion estimation.
|

aptive Search Window based on

4
hat jthere are errors in the value of

betWeen two consecutive frames in
y ha ﬂj hanged abruptly, our proposed
algorithm compensat€s the error of tracking position by
usin daptwe search area to re-compute the hand
ill be expanded in the case

Velocity and acceleration 11 IE m s
between frame i-1 and i can b ) e al eeds a threshold, as shown in eq.

N Bm‘:mﬂnmummmw

A.\'(’) L | V.\'(’) V.r('_l)
{A_,, (i)]‘[l’_‘. (i)]—[V‘.(i—l)] ¥

Motion estimation can be computed as in eq. (8),
also shown in Fig. 5.

Wiman  : small window for search region.
Wiwrge  : large window for search region.
£ : threshold value

Fig. 7 summarizes the process of tracking stage.



119

Table 2 Position error and processing time between
normal tracking, eq. (8), versus proposed adaptive
window mode.

Frame t
. Face or Hands?
Face,[l Hand:
o Kecp ;;I"u)jous ' Hands Motion
position Estimation
Search Region Search Region
for Face for Hands

1! 1!

Skin-color detection .

Frame t+1

Figure 7. Tracking stag/

4. Experimental Results

In this section, we demonstrate the
proposed algorithm on Thai Sign L
(.avi format) [11] which has frame rat
format of 320x240 pixels.

Fig. 8 shows the result of prediction e
hand blobs. Fig. 8(a) shows the velocity
The circle highlights the change of the han _
abruptly This leads to the prediction error, ‘as ci
seen in Fig. 8(b). By using our proposed metho .
prediction error is minimized, as shown in Fig- S
Table 1 summarizes the lmprovet
error. Table 2 presents prediction éw
time between normal tracking, (eq.8),
adaptive window mode. The exp 2
indicate that our proposed method iseﬂ‘e to decrease
the prediction error up to 96.87% wit negligible
increase in computational complexity of u

Decrease Increase Number of
Video Position Processing iterative
Error (%) Time (%) computation
Seq.1 88.67 (RH) 245 8
81.95 (LH)
Seq.2 | 86.55 (RH) 4.05 16
96.87 (LH)
nght Hand Left Hand

-
N

AN _ B R DO

Velocity (pixels)

Frame

Frame

(b)

o

0

Error (pixels)

.,

% 20 4 e w0
Frame

(O]

Figure 8. Eucliﬂa

o (a) Velocity

n error of each frame at seq.2
(b) Position Error eq. (8)

Table 1 Comparative performgn u.ﬂ g,rnﬂ Vl § W E}”I ﬂ 'ﬁ‘" (Proptised]

model in two Thai sign languag‘ﬂsequences.

5. Conclusxons and Future Work

ummﬁmﬁ v d

‘ e,
Video 8 | 6 opose
Sequence | Pésition error | Position error

(pixels) (pixels)
Seq.1 7.06 (RH) 0.80 (RH)
9.97(LH) | 1.80(LH)
Seq 2 1837 (RH) | 2.47 (RH)
11.50 (LH) 0.36 (LH)

Note RH: Right Hand, LH: Left Hand

feature is selected in detection algorithm. After face
and hand blobs has been located separately by using
size and facial feature. In tracking part, face is easily to
compute the future position but location of hands are
calculated the motion estimation model which are
proposed it has slightly position error.  Simulation
results indicate our proposed algorithm can track face
and hand with greater precision with negligible
computational complexity increase.
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{

Frame 1

(b) Sequence 2
Figure 9. Tracking result

_..l'_?rame S‘I | |
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