CHAPTER 6

CONCLUSION AND FUTURE WORKS

6.1 Conclusion
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The thesis approach is a novel since the work focuses on Thai language
which has not received much previous attention in the Natural Language Processing
literature. There were some research works such as Schiitze’s work (Schiitze, 1998)
presented his approach that can work with English word. Although our method which
is different and similar with his research works, we want to support and verify that the
research approach can also work well for English words. We use English word in the
experiments to show that our method can give acceptable performance for English

word.
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banana/!loor. All occurrences of either word in the corpus are then replaced by the
new type. The evaluation of disambiguation performance for pseudowords can be

made easily since one can go back to the original text to decide whether a correct

decision was made.
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3. What we did in the experiments is that we use Singular Value
Decomposition (SVD) to reduce the dimension of word co—occurrence matrix. The
reduced matrix which is used in this thesis is 300 columns. We have not yet
conducted the experiments to test the impact of results if the dimension sizes of

matrix are reduced to vary numbers of columns.
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7. This thesis approach takes explicitly specified to create the number

considered. Apart

thesis, the experimental results a

of clusters which are 20 clusters and they are from manual inspections of cluster
results and are not fully automatic. The determining of optimal number of clusters
which are automatically derived by the algorithm can be considered in the area of

future work.
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8. The predefined threshold value is defined to measure the cosine
similarity between the context vector of test data and sense vector. The similarity
measure will determine context vector of test data should be assigned to which sense
cluster. In our experiments, we use arbitrarily a cosine threshold of 0.5 since we
assume that it will not effect to any cluster assignment as we count this threshold of
0.5 is the average of cosine value. More experiments with vary threshold values

should be further conducted to determine which threshold value yields the best result.
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