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APPENDIX A " )

ENTERPRISE RISK MANAGEMENT INTERVIEW QUESTIONS

1. General

1.1.  What risks are of the most concern at the present?

1.2.  What possible future risks are of concern?

1.3. What actions have you taken with respect to those current and future
risks?

1.4. Do you allocate c ' ements or resources based on your
assessment of nsks \z. /

. Company BackWowﬂhnm\ent

2.1. How did atial advantages of adopting an

enterprise riskaman; J/

2.2. Why did yougdeci i ) enterprise risk management approach?
Were you meé " circumstance?

2.3. What are tf i k:”m;:magement system?

2.4, What doéimght gelating to the . i management system could

ure for your enterprise risk management

. " P ¥

3.3. Do you))ave approprlate ésoum_e,‘?echnological for managing
risk? .

2 Assess Risk (id:\tify,

How do you identify risk? De&jlbe the process you followed to identify

k frameworks you use.

(forgl;uﬁ ﬁnm ﬂwing:ciﬂﬁ erating or information

rlsk)

L sty e

4.3 With respect to the identification of risk, is it responsibility of one overall
group or of each division?

4.4,  With respect to the identification of risk, is it done for every department,
division, and product?

4.5. Do you use a risk checklist or questionnaire to assist in identify risk? If
so, describe.

4.6. Have you considered risk for each step in your value chain? The value
chain is the sequence of business functions in which utility of usefulness is
added to the products or services of an organisation.

4.7.  For each significant process in the organisation, have you determined the
risk level and the level of controls in that process?
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4.8. Are your risks communicated throughout the company? If so, how?

4.9. After identify the given risk, have you sourced and measured it?

4.10. Is your risk measurement quantitative or qualitative?

4.11. Do you assess the significance of the risk? If so, how do you perform the
assessment? Who is responsible for the assessment?

4.12. Do you assess the cost impact of the risk? If so, how do you perform the
assessment? Who is responsible for the assessment?

4.13. Do you assess the likelihood of the risk? If so, how do you perform the
assessment? Who is responsible for the assessment?

5. Develop Risk Strategies

5.1. Have you evaluated ho ly you are managing the risks? Are you
managing or controlling ) ‘&at you are under-managing, what

changes have you.#
5.2. Doyouus balanced scorecard?
5.3. What cont sure you manage a given risk?
5.4. Once the gis ow do you manage them?

5.5 gls that are  t \ risks? What are they?

6.1. e increasing or decreasing?
6.2. e Ve 7 :
6.3. Y pdate 'your risk assessment of risks?
6.4. N your/c , and information gathering system
6.5. nma series of metrics that identify your risk
6.6. I your assessment and
prioritisatiofy ¢ "X
6.7. Describe:ue ~ L'muse and how they assist in
managing risks? '
¢ a LY
soree: Bl W TRETT I NYINT
- 9

AMIAN TN INYAE
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APPENDIX B

PROPOSED ENTERPRISE RISK MANAGEMENT SYSTEM

This chapter intends to review the process to establish the enterprise risk
management system for the case organisation, based on the process of AS/NZS
4360: 1999, Australian/New Zealand Risk Management Standard, which the Failure
Mode and Effects Analysis is used as a risk assessment tool.

AUSTRALIAN/NEW ZEALAND RISK ; MENT STANDARD

' 60 1999 provides a generic guide
enutlo management process involving
he iden alysis, evaluation, treatment,

Australian and New Zeala
for the establishment
establlshmg the co

useful as it provid f alysis of risk” management generic to all
industries. ANN

Corfimunicate and consult
B

Treat risks

\I Asses risks

Figure B.1: Risk Management Overview
Source: AS/NSS 4360: 1999
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Recall from the Theoretical Foundations, the risk management processes are:
Step 1: Establish the context

Step 2: Identify the risks

Step 3: Assess the risks

Step 4: Treat the risks

Step 5: Monitor and review

Step 6: Communicate and consult

This process can be applied at many levels in an organisation or levels of strategy as
well as its operations, and can be tailored in detail in given organisational scale. It
may be applied to specific organisati ,}r in the management of recognised specific

areas of risks. //

The chart shows the ri ement hich consists of establishing the

context; identifyingWevaatin%ng the risks; monitoring and
reviewing the perfor ce.offmanage Syste changes that may affect it.

According to the Stangdérd / 0 communi \:"- consult with both internal
and external stakeholder'a g ning \-‘o ss as a whole.

The Australian/New Zeals 3 mdém U‘ ts a six-step programme to implement
a risk management progr, e as'nj,f' in the chart below.

24E A4\ \
l/Stepidh,

Séppgit of SeniorMafiggement

T ]
=)

-

B

>

= e

Davelop.the traganisationat EOC

L L3
= = 5

/|

|

2
J

ep 3: Ll
£ ACommunicat%ge Policy

o q :
Manage Risks at the Organisational Level |
AWTANNIUIANINEIQE

| Step 5:

Manage the Risks at the Programmes, Project and Team Level

\

Step 6:
Monitor and Review

Figure B.2: Steps in developing and implementing a risk-management programme
Source: AS/NZS 4360: 1999



82

ESTABLISH STRATEGIC CONTEXTS

Risk management planning should begin during the earliest stages. Establishing the
context provides an understanding of the environment and mode of operations in
which the risk assessment is taking place. This step:

o Specify the main outcomes and objectives of the organisation;

o Identify and analyses the various stakeholders involved or affected by the
organisation;

o Identify criteria for the success of the organisation against which the
consequences of identified risks can be evaluated (e.g. Performance, cost ,
schedule);

¢ Defines key elements fo the risk identification and assessment
process. A work break “~ _ provide a good starting point but

IDENTIFY RISKS

Risk identification is et in i VO v one prescriptive and other
creative. Checklists or naires S should be for reviewing the
identification proces ! W i have been ignored. The

preferred approach to | ¢ % ; ming in a group workshop. This
method may be mor n ‘ instorming allows the

identification process t ‘ ity of the participants, reducing
the danger that insuffiCient attentiot v given to new issue, as usually happen
with the checklists or qu haites t €
Each of the key element"s"é?t‘ét;ﬁsi‘l d in—th ious step are systematically
examined to ident vha ar may happen. Methods of
identifying risk in¢

o Bralnstormirﬂ h

e Using check

E “°ﬁﬁ&$§ﬁﬁé?ﬁwm N9
0 B ROV Oy g e 4 e o

framework is the first step in any risk study, setting parameter for its scope.
Previous generic study of risk and case histories may provide a guide for defining the
scope.
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ASSESS THE RISKS R
Risk Assessment Tools:

After risks are identified by Brainstorming and Questionnaires, the next step is to
assess the risks, which the assessment can be subdivided into two step, risk analysis
and risk evaluation.

With the widespread use of risk analysis, a number of generic techniques and
approaches have evolved. Some of the more common techniques, which look at very

e Fault tree analy

e Monte Carlo si
e Probabilistic
e OSH Method of
e Short cut risk-a

Overviews of each methid Araldis , 58 dix III.

: ected to be a risk assessment tool
ion of the analysis of potential failure
orm was developed as shown next

The Failure Mode and EffeCts/Afe
in this study. In order to facil
modes and their consequenices

page: "
A

Note: This FMEA Mﬂo ogy is

Chrysler, Ford and €neral Motors.

AuEINgnInens
MR TN ING 1Y

Y]

ori%al text by the cooperation of
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Applications of the FMEA form is describe below:

1. Item: Enter the name and number of the system, subsystem or component, for
which the process is being analysed.

2. EMEA Team: List the names of the responsible individuals and departments which
have the authority to identify and/or perform tasks. (It is recommended that all

team members’ names, departments, telephone numbers, addresses should be
included on a distribution list.)

3. Prepared By: Enter name,\ mber and company of the engineer
responsible for preparm /
4. FMEA Date: Ent?rigi al Fl‘@mphed and the latest revision

date.

5. Process Step or Va o'or Ka Enter. simple description of the process or
operation being ana . fIndicate isel "possible the purpose of the

can be a cause assocraﬁe’d””ftp - ial failure mode in a subsequent

eration or an effect a: ith a potential failure in a
' eparation of the FMEA, the

aﬁmaterials are correct.

assumption sho be'ma

List each potential’ failure mode fof the particular operation in teams of a

NI T, ™
AR e

op @ration.

8. Severity: Severity is an assessment of the seriousness of the effect of the
potential failure mode to the customer. Severity applies to the effect only. If the
customer affected by this failure mode, assessing the severity may lie outside the
immediate team’s field of experience or knowledge. Severity should be estimated
on a“1”to “10" scale.
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Effect Criteria: Severity of Effect Ranking
Hazardous- Very high severity ranking when a potential failure mode
without ~ affects safe operation and/or involve non-compliance with 10
warning government regulation. Failure will occur without warning.
Hazardous Very high severity ranking when a potential failure mode
with warning  affects safe operation and/or involve non-compliance with 9
government regulation. However failure will occur with
warning.
Very High Major disruptio e maintenance operation. 100% of
' rded as non-value adding 8
of primary function.
at eﬁ'
High th%ce operation. Nearly
non-value adding activity
| of performance 7
Moderate i j on to'tl i eﬁ\apce operation. Portions
' : k- utﬂ‘ts are non-value
6
tems inoperable. Customer
Low i of 1 tenance operation. Nearly 100%
CoutpL ¢ fiave to be re-worked. Item
/convenience item operable at 5
ers experience some
Very Low W ) ma operation. The work-
ay hav 2 7@ portion (less than 4
00%) reworked Defects notlced most customers.
Minor Minogsdisruption to maintenance operation. A portion (less
U E AR R
y average .
customers.
TR OITEeT G de-
ou orked 5
online but out-of-station. Defects noticed by discriminating
customers.
None No Effect. il

Note: The team should agree on an evaluation criteria and ranking system, which

is consistent, even if modified for individual process analysis.

Potential Cause: Potential cause of failure is defined as how the failure could
occur, described in terms of something that can be corrected or can be

controlled.
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10. Occurrence: Occurrence is how frequently the specific failure cause/mechanism is
projected to occur in the failure in the failure mode should be considered for this
ranking. The failure detecting measures are not considered here.

Table B.2: Suggested Evaluation Criteria

Possible Failure

ili i Cpk Ranki
Probability of Failure Rates p anking

1in2 <0.33 10
Very High: Failure is almost

inevitable

\‘ ' W 3 >0.33 9
High: Generally ass@w @ 20.51 A 8
processes similar to prée' '!'
processes that h 067 7
>

Moderate: Gen SRS B
with processes si
processes whic 201.00 5
occasional failures)
major proportions. >1.17 4
Low: Isolated fail deiated -~

W .so.ate ailure aséde{a‘iéd SN B
with similar processes
Very Low: Isqlra__led failure
associated wa 2150 2
processes —
Remote: Failure is unllkely
failure ever assoaited with 'ﬁ.-' in 1,500,000 2167 1

e
L ol IR

11. Current ﬂ!'ocess Controls: C rrent process controls are descrlptlons of the

i om occurnng or
el e aﬁmmm LTV Wil
cofitrol (SPC) or can be post-process evaluation. The evaluation may occur at the
subject operation or at subsequent operations. There are three types of process
controls/features to consider:

e prevent the cause/mechanism or failure mode/effect from occurring, or

reducing their rate of occurrences;
e detect the cause/mechanism and lead to corrective actions;
e Detect the failure mode.

12. Detection: Detection is an assessment of the probability that the proposed
current process controls will detect a potential cause/mechanism.



88

Table B.3: Suggested Evaluation Criteria:

Detection Criteria Ranking

Almost No known controls available to detect failure mode 10
Impossible
Very remote likelihood current controls will detect failure 9
Very remote
mode
Remote Remote likelihood current controls will detect failure mode 8
Very low likelihood current controls will detect failure 7
Very low
mode
Low Low likelihood current controls will detect failure mode 6
Moderate |Ikell rent controls will detect failure 5
Moderate
mode
Moderately Moder |ke ent controls will detect 4
high failurm— -
High ,_ﬁ' |ll detect failure mode 3
rols will detect failure 2
Very high
etect the failure 1
AR GIQ» re known with similar
certain g

13,

14,

Risk Priority Nu ‘
Occurrence (0O) and D¢

§the product of Severity (S),

,,,. w 4 ;.

This value shouriﬂ be used to rank 6rder the mn
be between 1’ v’:".‘i‘l‘::‘.zT“E:‘:.“.’-:ﬁ:!-:i“ ust undertake efforts to
reduce this cai€ulated risk th ol _ ns. In general practice,
regardless of theﬁsultén F pecial attention ﬁould be given when severity
is high.

st B D HAS LI ANS oncoxtret o

corrective f@ction should be ﬁrst directed at the highest ranked concerns and
cntlcal items. The need for akln pecuﬂay Eosmive corkﬁtlve actions with

the process. The RPN will

q ble r@é d following up
all qecommendatlons cannot be overemphasnse ons such as the following
should be considered:

e To reduce the probability of occurrence. An action-oriented study of the
process using statistical methods could be implemented with an ongoing
feedback of information to appropriate operations for continuous
improvement and defect prevention.

e To increase the probability of detection. Generally, improving detection
controls is costly and ineffective for quality improvements. Increasing
quality controls inspection frequency is not positive corrective action and
should only be utilised as a temporary measure, permanent action is

required.
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To conduct the Process FMEA effectively, one must follow a systematic approach. The
recommended approach is an eight-step method that facilitates the Process FMEA:

1. Select the team and brainstorm: Make sure the appropriate individuals are going
to participate. The team must be cross functional and multidiscipline and the
team members must be willing to contribute.

2. Process flowchart: For Process and Service FMEA, the process flowchart is
applicable.

and what part is important.

..:& |
4. Data Collection: To co& dats of f@ws and categorise them.

3. Prioritise: After the team undenw’s the problems, the actual analysis begins in

5. Analysis: Utilise da
quantitative. Th
mathematical mo

lution.

Thmmay be qualitative or
in: to}NKse-effect analysis,

RPN.

the results of actions. Ty oA @ \
f continual improvement.

‘;:J . ‘,.-,l' b A"_‘ : . .
8. Do it all over a%?lin: To ﬂﬁvfo%e-—al?o% ﬂlch
G 9]

Risk Analysis: D ~— 4.'-]

Risk analysis determidesshow often identified risks are likely to occur and the

magnitude tﬁﬁﬂqﬁ\ﬁ ?ﬂmﬂik is expressed as a
combination 'of ;its Sequenc i 0 bjectives of the organisation and

the likelihood of those consequenges occurring,.Consequence and likelihood may be

M ) 3 o e
qualia: pp st'c d'is br m ibe low. The likelihood
criteria are expressed as a probability of the annual occurrence on a descriptive scale
from Rare to Almost certain. Consequences are rated in terms of the potential impact
on the key criteria, such as Performance, cost, schedule, identified during the

context step. The impact is then also described on a scale from insignificant to
catastrophic.

The Risk Management Standard, AS/NZS 4360:1999 details each analysis as follows:

Qualitative analysis uses descriptive scales to describe the magnitude of potential
consequences and the likelihood that those consequences will occur. These scales
can be adapted or adjusted to suit the circumstances, and different descriptions used
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for different risks. Quantitative analysis is used as an initial screening activity to
identify risks which require more detailed analysis where the level of risk does not
justify the time and effort required for a fuller analysis or where the numerical data
are inadequate for a quantitative analysis.

Quantitative analysis uses numerical values (rather than the descriptive scales used
in qualitative and semi-quantitative analysis) for both consequences and likelihood
using data from a variety of sources. Consequences may be estimated by modelling
the outcomes of an event or set of events, by extrapolation from experimental
studies or past data. Consequences may be expressed in terms of monetary,

technical or human criteria. In 1@ cases more than one numerical value is
required to specify consequen% i @T}es, places, groups or situations.

“'\‘K
Likelihood is expressed_d& @ probability, a-freqliéhcy, or a combination of exposure

and probability. The way.i likelihoo equence are expressed and the
ways in which they are :
type of risk and the cor

Risk Evaluation:

Risk evaluation is abo
taking into account: ;
o The controls alr lace; 22
el 1

e The cost consequefices of managingeri

1 AT

e Benefits and opp ted-

* The risks borne by other sta

‘ i

-

= §
The outcome is a‘li

be made about aceeptable
effort should be foc@d. -

| ¢ o o/
mearmeras®| 1) 7)YV IWENNT
U
The purpose of risk treatment isto determine=what will be déne, and who will be

respéiw fc':} M&ﬁ :@%ﬁiﬂ. ﬂe’rﬂif?ﬁ E!sf]tnﬁtﬁnt converts the

earlierqanalysis into a ce ris

Risk treatment options are evaluated in terms of feasibility, costs and benefits with
the aim of choosing the most appropriate and practical way of reducing risk to a
tolerable level. The option chosen should provide a Risk Action Plan to deal with risks
before they arise and a Contingency Plan that provides for recovery if a risk
eventuates. Risk Action Plans will manage different risks in different ways. They may
seek to:

¢ Reduce the likelihood of occurrence;

e Minimise the consequences;

e Transfer/share risk;

e Retain risk.
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A major part of the process for treating risks in an organisation will invol—ve
identifying the optimum level of risk transfer that is realistically achievable and
obtains best VFM over the life of the organisation.

Once the range of unacceptable risks has been identified through foregoing steps,
the various options for treating the remainder are considered. These include reducing
the likelihood of the risk, or reducing its consequence or transferring it in fell or part.
In engineering work, the opportunities for simple risk transference are limited.
However the risk may often be avoided altogether by choosing a more prudent
solution to the original problem (Ke‘ 000).

V.

m_ ’J
MONITORING AND REVIEWS = ©
Continuous momtor;/ W

t new risks are detected and

managed, action pla r and rs and stakeholders are kept

informed. The availabilj ular inf ion on risks can assist in identifying
X —— - " k .

trends, likely trouble ‘ _ ges that ave‘insen.

or monitoring risk. It contains
a ranked list of risks, isk Action Plans and names of

individuals responsible

Risk Early Warning System:

,..-_;_-;.::__‘: . ;/ b
Risk management fn'-heds to be actual
business to be h;,ﬂ ive an 0 appeal to, and capture the
attention of, operatﬂnal line manageme g Uhbureaucratic, focused on the

areas of real risk to the business and help, rather tharhinder, decision making.

Many orgaﬂti:ﬂdg oﬁ&flﬂﬁtrickiest part of risk
managemen isk‘earl rni ste bj re (Deloitte, 2003):

e Be trﬂ‘lkl operational: driyving risk aware behaviour gand successful risk

T BTtk elind g b £ vciang e

lghtlng,

* Bring the right information to the right time: using visually simple reporting,
focused on problem areas, to get the heart of the matter quickly;

» Take bureaucratic out of the business facilitating sensible, quick decision
making.

ay to day operations of the

Hence risk early warning system can embed risk management which gives a linkage
between risks and performance, driving risk management through specifically
derived performance indicators, focused on the causes of key business risks. Risks
are often monitored using traffic light reporting of these operational ‘lead’ indicators,
focusing on measuring the cause and driver of key risks, rather than ‘lag’ indicator
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describing the symptoms or impact of those risks. This provides a framework for
early warning of future problems so that timely management actions can be taken.
Deloitte (2003) propose the procedures to establish the risk early warning system as
follows:

1. Identify prioritise and analyse risks:

2. Map the cause of key risks and identify business improvements:

3. Determine ‘lead’ KPIs for the key driver of risk and measure performance

improvement
4. Make risk early warning system an automatic operational activity

1. Early Identification |
deal more valué to the businéss i Wle to warn organisations about
areas of underper ance tial ¢ ata. he and operational loss before
they become.a* . ive. org the opportunity to pre-empt
problems and nce. The risk early warning

system use igned to do exactly this and
avoid unexpegte

2. Reinforce Opg ‘ 2ment: managers can adopt the risk early
warning system as &d@f rformance eporting system. It is aligned with
what they need'to achi M’T{ ‘

3. Tool for change and impro: . The system involves the generation and
momtormg of gleaﬁ:".'a"’ : address areas of concern or
underperform: hey become a prob len. Additionally the mere of
€ cause of risks drives | '$'to improve the management

om_
ﬂ‘lJEJ’llWEJWﬁWEJ'm‘ﬁ
ammnmummmaﬂ

of them. Wh@ is
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COMMUNICATE THE RISKS

When the risk is established, the creditability of the chosen message-bearers is
important, since all parties to the process bring their own biases. There are four
conceptual approaches to risk communication (Pidgeon et al., 1992):

o The top-down transmission of expert opinion to a non-expert audience;

e An interactive exchange of information and opinion among individual, groups

or organisations;
e An exchange of information within a wider cultural or institutional context;
e A political process of empowering risk bearing groups society.

Whether the view of risk commt ffectiveness hinges on trust. Thrust is
hard to gain, but easy to |0 e source of communication is not
trusted, perhaps becaus ontradicts past message, then it is

Australian/New Zea 1t Standard st ggests the objectives of good
communication are i . i
objectives are sou

The basic rules of ¢
e Write clearly

e Take the initiati ially wt ' as negative information;
: risk-free, which are never true;

e Putdatain cm prﬂarefully;
¢ Remember t other will decide what is acceptable to them.

ﬂuﬁ’mﬂﬂiWMﬂ‘i
QW’T&\“IH‘EEMJW]’W]\EI’]@EI
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APPENDIX C ‘ .

RISK ASSESSMENT TOOLS

RISK ASSESSMENT TOOLS

A decision maker must be able to identify and have an understanding of the range of
possible outcomes and consequences related to any given option. Furthermore, the

decision maker should be able re strategies are in place to minimise or
maximise the effect rlsks
methods that can be use

e situation. There are eight different
system to identify the risk. These
E—g .g
common methods are: :
Failure mode a

’’’’’’

analysis, wnth capa ‘Iiti;_es to quantify th d and severity and to assess the
impact of different f‘auré" odes

The FMEA is_most appli nsidered at a time. The
analysis taﬁ{k i ;ﬁiw ’@(%%W%J“ fs] %‘léﬁdentification to its final
mltlgatton trg s typical applications are:

macro assessment, Which identifies. a specific impact scenario and

ARSI RN, .. .o

from the interaction between a system and its surrounding environment. This
takes a possible risk and assesses its potential outcomes and mitigation
strategies.

e Changes in a system's overall risk profile because of a subsystem and
component's modification. Modifications are result in possible variations in
the interaction of the system and its surrounding environment, which need to
be reassessed.

e The addition of rating risk likelihood and severity give a quantitative approach
to the prioritising the risks.
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The FMEA analyses the impact of risk factors in sequence. The failure mode is
defined followed by an analysis of each subcomponent to determine if they
contribute to the failure and the consequences of this contribution.

The analysis does not assign monetary values to the outcomes, which limits the
justification of the appropriate mitigation strategies even if a ranking system is
incorporated. Large scale significant risks require deterministic justifications because
possible ramifications can have large monetary and social consequences.

The FMEA is a simplilistic method that does not require extensive training in
statistical analyses or large quantiti f historical data. It is subjective and depends
on the user's perceptions and un Sy f the risks being evaluated.

In summary, the FMEA.&' ut|l|sed le to medium complexity of risk
management application: ompleX|ty of risk does not justify

and in-depth analys |dat|on and additional time to

produce the require e/l \ | \
The level of detai -th aFi is\d%ned by the capacity of the
analysis, such as icat] Tmﬁo!é ant to understand that this
simplitictics analy me [ p '

ssive detail and the Pareto
ajority of the problems.
The FMEA is best utili applic: ly one form of impact is being

considered, for example, dHéS@?n_ ‘”W’ﬁ nd production. It can be applied in the

design of maintenance plans —

Principle whereby mi

This analysis is undgaken when the design is effectw’e‘y complete. The purpose of a
Hazard and Operabillt\g-S‘Ede (HAZOP) a@yscs is to determine the manner different
circumstanc / ﬁ uitwmﬂﬂﬁ issues and/or affect
operational ﬂ w gll '?AﬁP %I od, which can be used

to ensure the isks of an effectnvgly complete &sxgn have beeeltaken into account

AR TANTINNRIINYIA S

A HAZOP analysis aims to reduce the risk of initial complications in the
implementation of a design by aiming to eliminate negative consequences initiated
through a poorly planned implementation.

The purpose of a HAZOP analysis is to ensure the implementation phase of a design
is (Elms, 1998):
* Commissioned trouble free with an efficient subsequent operation;
¢ Implemented without last minute expensive modifications; and
e Communicated to all stakeholders to ensure they are well briefed on the
implementation sequence. »
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A HAZOP analysis is conducted once a design is effectively complete with the aim of
eliminating the need of troubleshooting in the implementation of a project.

The focus of a HAZOP formulates a thought process that examines the possible
likelihood and consequences of the design not meeting the desired requiremants. It
can be utilised in the engineering design of a new project and modifications to
existing resources, i.e. machinery, equipment and structures.

A team must be assembled, and the findings from a HAZOP will depend on the
knowledge and experience of that team. It is important to ensure a competent team
is used and they are partially or completely independent from the design to ensure
an objective analysis.

The application of a HAZ sus is & to evaluating the risk of original

designs and future modiﬁeahone the& ftea-si-q-hms

outcomes are not always

immediately clear a Si e%auses that in turn have many
possible root sour I )"*aphlcally displays in a logical
structure the assess i : scanarios, which can lead to undesirable
outcomes. This qu , large undesirable outcome being
defined and the situati ich ¢ _J ' itcome eventuating.

The contributing

ql'.r-rr

~ The FTA is a top-down anaf-yﬁs;&h' with the definition of an undesirable

outcome, wh|ch is traced b_a:l'(‘m -? chror nologic ally progression to the root causes.
d rﬁt'cally linking situations with

their causes vna H-_.-—- ------- R—cont - ituation to occur it could have
many causes, which ant with each other (Ridley
and Channing, 1999)

AND descr Xistence of all input
contrlbutorﬁcuuﬁwgmﬁ?ﬂ Er ’T‘f] ?

OR describeslithe logical operat n whereby if any one of the input contributing
fact om the ultimate
T
failuréjuntil the root causes are identified. The flow chart below demonstrates the
process of the FTA.
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Source: Keey (2000)

The FTA is best utilised in the identifice of underlying (root) causes of major
problems (outcor{\ﬁ) and assi he | ng-of mitigation strategies.

The FTA is best applied when ed in developing the logic
for identifying the r as and ess ally constructing the tree. This input
creates greater credibility, especially in safety appications, because the people
affected by r | i Si come can have serious
consequencﬁe rﬁ rﬁe%@ﬂ nngrﬁ})aﬁ nature and initially not
considered cdntributors to such a serious consequence. However, the FTA actively

identifies these underlying causes and expose§“th 0_ensu ffective mitigation
straﬂie rel en. Th iﬁpﬁl]ify % gﬁs leads the FTA being
se ‘ ‘

utili in health and safety applications.

Event Tree Analysis (ETA

The Event Tree Analysis (ETA) is a continuation on from the Fault Tree Analysis
(FTA). The ETA utilises probabilities to estimate the likelihood of causes acting as
catalysts for an unwanted outcome. The use of probabilities to assist in the
quantification of possible root causes enables mitigation strategies to be prioritised in
" a deterministic manner.
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The ETA has similar applications as the FTA but with the added feature of assigning
probabilities to the possible contributing factors of the final outcome. The assignment
of probabilities gives the added functionality of:

o Assigning priorities to the mitigation strategies of the identified root causes;

and
o Estimating the severity of root causes and how they influence the final

outcome.

The ETA is conducted in a similar manner as the FTA except with the addition of
likelihood and consequences been assigned and estimating the outcome.

e
- event: car skids “diiver lose

Figure C.2: Example ofiEvent

Source: Keey (2000 “
Figure above shows a'si

The ETA can be usedin the safmé - i s FTA but has the added feature of
probabilistic justificatio antitative results give a priority structure to the
mitigation of risk, and the | of safety features. The ETA can have
an advantage over,a FTA lf"fhé"ﬁ &1 itisation by the determination of the
likelihood and the : ﬁ

-

0 - i
Monte Carlo Simulation

- ‘ Q/ .
A Monte C %ﬂ%lﬁ m?ﬂﬁﬁjlﬂeﬁod that encompasses a
-range of t iques to ‘descri imp risk' and” its consequences. The

uncertainty or the unknown paramieter within this risk analysisgmodel is represented

A I BT R TN 4 WA 3 A e

computer programmes this quantitative method has been simplified by the computer
undertaking the tedious random sampling and iterations of the simulation. A
Parameter is a numerical measure of a population. Because it is based on
observations in the population, its value is almost never known.

The application of Monte Carlo simulation involves random sampling of each
probability distribution within the model to produce a large number of scenarios.
Each probability distribution is sampled in a manner that reproduces a distribution s
shape that reflects the probability of the values that could occur. The characteristics
of Monte Carlo simulation mean it can be applied in situations that require:

e The variables of the distribution model to be accurate;
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e Correlation and inter-dependencies to be included in the model;

e Recognition of a justifiable method being used; and

e Ease and swiftness of modifying the analysis with the aid of a computer
programme.

The steps of Monte Carlo Simulation are: (Molak, 1997) and (Vose, 2000):

1. Design the Structure of Risk. The analysis should provide the information that the
decision-maker requires and be adaptable to different risk situations. The problem
should be broken down into smaller parts to make the analysis more manageable,
but it is important to take into account the Pareto effect.

2. Define distributions that descrlbe. the uncertainty of the problem. Probability

distribution models can be pla Wtegones for modelling firstly, non-

parametric and secondly, pa-sametnc metric distribution is more realistic
and flexible because the rs dlre ine the range and shape of the
distribution. A Parame u| is tq mathematical functions, which
combined with one o?b |b ion" par. to determine the range and
shape. There are a : distributio dels, which can be used to
describe the uncertai ) E _ and eka[nples are; triangular, uniform,
betaPERT, cumulati isC ] ge;;e@ distributions.

3. Determine the inp ert: odel. The input data for the distribution
model can come fo SO rcés < thh nclude; Historical statistics, Pro;ectlons
and extrapolations, . i forec ‘
conducted in the analysis can i ase/ vel of precision. However, this is limited
- ta, and the time taken to do the
iterations. For operationa :ﬁs:m\ﬂw involves running through thousands of
iterations or hypothetical "yeafs: wntf\ﬁmly generated inputs applied to the
underlying risk distributions-and the oy’ctm.abulated The simulation is continued
until the resultlngjempincal distributions and_ﬂt!jeted distribution become

statistically stable the appropriate confidence

level. ,
4. Presenting and mJeroretlnq the risk_analysis resM§ The process data has be
interpreted into usablqlmrmatlon to as&;t in the management of risk. To aid the

ﬁiﬁliﬁin";aﬂ“flﬁ oA A0 I) G VT el Fidhen roser
ke £ 50£4 AV T4 2= Y g

be ver? time consuming even with the assistance of computers. For this reason,
Monte Carlo simulation is avoided when other simpler analysis can be used
effectively. Monte Carlo simulation, however, has the advantage that it will solve
many problems for which no other solutions exist. Monte Carlo simulations are use in
a broad variety of applications including NASA, the US nuclear weapons programme,
important scientific endeavours throughout the world, and in finance where market
risks are assessed. Because of the heavy reliance on computer programmes to
undertake the iterations, specialised programmes have been developed specifically
for Monte Carlo simulation.
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A2.1. Probabilistic Risk Analysis (PRA)

The risks associated with complex engineering systems require appropriate
calculations and analysis for determining frequencies of extremely rare events for
which little or no data is available. Probabilistic Risk Analysis (PRA) is a quantitative
method, which is hierarchical by nature because its structure accommodates large
quantities of information that is utilised in the analysis. Many PRA s are based on
fault trees to model the system, event trees to quantify the failure and Monte Carlo
simulations to determine the likelihood of the failure.

engineering systems that have ‘§| onsequences on the environment and
society s well being. It is partlcula ate for assessing extreme-event risk.
The criterion for an ext;gMent rlsk ow probability of occurrence with

PRA complements tg/ d/d

earthquakes, and
power plants and m
and low likelihood

PRA was developed to facilitate the ?uantlﬁcatlon of risk associated with complex

ig\'n of mMsystems because it provides a

systems, are large oil refineries, nuclear
rh‘ 6 is an example of high consequence

\ =)

X
The steps of probabilistigrisk assessm 1997)
1. Disturbance of co ‘&‘lfy project risk variables. These systems
pose low risk when they are oggu;afmg 3 eady ate as designed.

2. Integrated model of syster‘ﬁ-:ﬁespon e: The design of complex systems is broken
down into subsystems to make the ri k%model more manageable. Beware of
the weakest subsyktem s boundary conditlonsM§ j the overall risk exposure.
The integration of ’—?‘T—““‘* can be dependant on one
another and chang n one subsystern t:jundary conditions changing in
another. !

3. Identify types and¢ E\./.els of severlt)s_“,r Using both qualitative and quantitative

methods toﬁ Tfﬁ ‘Tﬂ E]WWIEJM? ﬁlﬁ:od and consequence of
occurrence

4. Assessmerﬁ'lof current risk: Reguwes |nformat|on on risk co lbutors and potentlal

:z':aammﬁmmn STERTA e

PRA is an in-depth analysis designed primarily for complex risks and systems.
Therefore it is best utilised in similar situations as Monte Carlo simulations. A PRA
requires a large amount of time and research to obtain data to use in the analysis
therefore it is generally only used for complex risks and systems. PRA has the same
limitations as Monte Carlo simulation because PRA uses Monte Carlo simulation in its
analysis. It has had notable utilisation in the gas and oil exploration activities. Where
seismic data, field size distributions, quantity and quality of the resource, and
recovery per square kilometre are some of the critical risks that require assessment
and PRA can be used to solve these complex unknowns. Other specific uses for PRA
are:
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e Nuclear reactor safety analysis.
e Battle strategy simulations.
e Large scale engineering projects such as, dams, motorways and structures.

OSH Method of Hazard Identification

Occupational Health and Safety (OSH), have set guidelines regarding the assessment
of risks to provide a safe working environment in accordance with the Health and
Safety in Employment Act 1992. The OSH Method of Hazard Identification sets a
baseline for employers to establish ir health and safety strategies and systems.
This method relies on other as ? hods to evaluate risks. However, the
OSH method focuses prim orkplace deaths, injury, loss and
damage.

The OSH Method of rdgddantificatio "‘:\@Hﬂ%ensure conformance with the
. v f , a" a

the Guide to the Health and

re that their actions at work
embers of the public.

e Employers & g
do not result i

e It requires peo
people are not ha as.a.resultol '.’:* ctivities; and

e It provides for the ma'm of regulations and approved codes of practice
relating to egec:flc hazaf’d'ﬁS “ *'

The OSH Method of Hazard Identification fundamental €haracteristics provide a basis
application, which |ﬁ toeH;Q conform Hea ﬂ1d Safety in Employment Act
1992 specific sections 7-10. The characteristics are:

e Identifying all hazards and potentialhazards

TR NHANT. oo e

of: Eliminate or Isolate and/or Minimise...

The A d‘lm AYAIAINIINAY

he identification of hazards in the work place;
The evaluation of risks associated from these hazards;
Evaluating and determining the control of the risks; and
Implementing the control strategies.

The characteristics of the OSH method ensure it is utilised in the following situations:
e To meet responsibilities for identifying and controlling significant hazards as
defined in the Health and Safety in Employment Act 1992.
e To consider the likelihood of harm actually occurring to anyone in particular
circumstances, and the possible consequences which could result.
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« To enable the planning, introduction and monitoring measures to ensure nsks
are adequately controlled at all times. Without effective assessment there can
seldom be effective control.

Short Cut Risk-Analysis Method (SCRAM)

This method is devised as a short-cut method for estimating the significance of an
identified risk. The Short Cut Risk Analysis Method (SCRAM) can be utilised in
conjunction with other analysis to assist in the quantification of rating risk.

The SCRAM objective is to prowde a quuck analysis of the significance of a risk and
can be done as part of an initiz jon or part of a detailed investigation at

Ng ra isks on the same scale. This ranking
of risk can be used to determine the app: level of mitigation strategies to be

applied. The SCRAM ca \J‘
_‘Mcision whether a risk could be

e As a prelimin
pursued or not; .

¢ As a tool to idgntifyftiie’ significance of ‘@ risk and the required mitigation
strategies. «

The SCRAM method" ields /@ < ffating is ‘an‘index of the risk potential. It
provides a conceptual idéntifyin ignificance of various risks on the
same index scale. The resu | ay of determining the potential risk

associated with an opp@rtufity and: inten ould factor in the constraints of
this method. The SCRA >
conceptual indicator and his
justification.

J““.
i
e e

The SCRAM cou f'("_:""‘_:"' —smati=to=r \J" m complex risks and in
conjunction with othar analy: a rigorous analysis is conducted if
required. The SCRAM can be use g analysis to determine priorities
and if a more thorougP analysis is requn&c} or finally to quantify the findings from a

q”“““'“ﬁﬁﬂ’l‘i”lﬁﬂﬁ"ﬂﬂ’]ﬂ‘ﬁ
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Uttaradit, Northern Thailand, but spent most of his childhood in Had-Yai and Bangkok as his
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