CHAPTER 3

DESIGN OF SYSTEM ARCHITECTURE

3.1 System Overview

The design of the service will be along the line of a buffering service which
will buffer expected message when the receiving flow is not ready. The service will

it is also applicable on the cross-

reside on each of the participating ‘\\

N\

L\ ,‘:h

organizational level [9] and direct outgoing messages to

another gateway where the g

be as depicted:

WIMS

BPEL Engine

There are some aspe6tsithat need to be cénsidered which are:

. sine e B od URELVERIN L) communicne

through SOAP, the service itself €ould easily be-a web service asuwell.

2. Ta pﬁe:i]raf\jsm:imiu nas’lmﬂ;]nﬂoﬂm will

not be discussed.

3. For the purpose of interoperability the service needs to be generic in nature
and no prior knowledge of the relating flow is needed i.e. the service is

applicable to any BPEL flow.

4. Each participant has a gateway responsible for its incoming message in the

manner of a de-centralized system. As a centralized control is usually followed
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by high cost of communication and reduced autonomy of the participating
flows [9].

5. The Gateway Service buffers message only after some kind of validation has

been made — random or meaningless message should be discarded.

6. Each outgoing message will be sent through a gateway on'its side which will
redirect the message to the gateway corresponding to the destination service

location.

7. Thus, in short, a gateway

are

a. r a particular service to

b. when its <receive>

activity is : r\the service to fetch the buffered

Consider a fundam. g flow with a Gateway

Service on each side, the simp on would be one of the flow

sending a one-way message to the Of : be the flow on the sending side

and Flow B be the ﬂoBon the . In the e manner, let the Gateway

Service on each side beZalled-Ga way A and Gate rocedure will be as
followed:

1. Flow A sends a message out to Gate A, expressing the need for the
8 [ V4

s SR IN YN

2; Gateway Allooks up the locatlog, of Flow B and finds that the m ‘uessage must

TRAIFEATUINTTIETRY

3. Meanwhile, Flow B knows that a message is to be expected from Flow A and
register this fact to the Gateway B.

4. Once the message arrives at Gateway B, the Gateway validates the message. If

the message is valid.

The first four steps of the process are depicted in Figure 3-2.
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Gateway A Gateway B Flow B
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Look up Destination Gateway is Message Valid?

®

Register
e

®

Message
————_’.

Message

5. If a message is valid, t

b. Case B'iThe-Flow-B-+ 1as aiready not it ready to receive the
r y;oint would be that the
ering is needed (Figure

Incoming g ,
Gateway p ses message on to Flow B; no bu

c. Casg ((,ulg Flowqﬂ ﬁ ‘Kl been msé!mated at this point but an
o it TR e e

B is created. It is important to note that prior registration is not needed
(Figure 3-3).

Note that procedure 1 - 4 are the same in three cases, with an exception of

Case C, where no advance registration is needed i.e. process 3 is missing.
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Figure 3-4 Case B where the message arrives after the receiving flow enters the ready state
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Flow A " Gateway A Gateway B Flow B
Look up Destination Gateway is Message Valid?
Message Message Message
e e e — -

Figure 3-5 Case C where i 852 Des __ 2ates a 1 nstance of the receiving flow

3.2 Message Format

Several XML messag the' Gateway Service, which is
communicating on SOAP, have bec 3-6). Note: all the attributes are
of the type String, unl fied

1. The most impo o , aylVlessage”, having two

age body.

a. The messa ! ﬂa te ecific message
c m ﬁﬁft messages and

corrﬂatlon data The message header ingludes the following fields:

a"*m S B NBILNYAE v

which is unique across the participating organization for each
flow connecting manner, prior to the execution of the flow.
Assuming that only the participants in the collaboration can
provide the correct jointFlowID, this is used to verify the
validity of the incoming messages. For example if two
collaboration have the same participating BPEL flows which

however, are connected in different manner, two jointFlowID’s



ii.

iii.

iv.

Vi.

Vii.

Viii.

ix.
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must be issued to be able to tell them apart . The real content of

the jointFlowID could range from something looking as simple
as “001@orgl@org2@org3” to any form of a more elaborated

authentication key with secured identification method.

instancelD — As the “jointFlowID” is unique upon a manner of
flow connecting, another id used to distinguish each instance
must also be included, so that the gateway can deliver the

e. This could be any correlation

ice number.

m—

mfs of the service whose
. nsed for the remote service to

at bralaes and have multiple

entry paints for incomingymessage an ID or operation name is

fl He9D NHERTFNBRT

b. In a'lier for the gatewayto be genericgle message bo%(Mbody) is

QTG B MRV

ML messages and thus, casting of XML typed data to text and

vice versa is required as needed

Note: As the message body is transmitted as plain text, the correlation sets in

the message data as specified in BPEL specification will not work. An array of strings

could be added in to the header and serves as a correlation sets if necessary.
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| GatewayMessage

BMBody : String
BMHeader : MessageHeader

MHeader

MessageHeader

BjointFlowD : String
‘nstancelD St ing

GatewayMessageWSA

BreplyTOURL : String
RreplyToPortType : String
BreplyToSeniceName : String
BincomingMessagelD : String
EmyMessagelD : String
BisRequestType : boolean

FlowRegMessage
E&flowID : String
BImyURL : String

FlowNoteMessage
BinstancelD : String

EentryPointID : String

[
Figure
2. Another message format/i | FlowRegMe ssage, this message is used by
the receiving flow to régister e class has two attributes which
are:

b. myURL isthe U € rﬁiving flow is located

3. Another message foimat is called FlowwteMessage which is a subclass of

FlowReg ﬁ ﬁj !3. ﬂ ?Wﬁ ?w to notify the

GatewaySeryice when it enters the ready state. The class has two additional
WD HUAN NS

ﬁ instanc wh1 1S ty same as the mstancellgl of the

GatewayMessage

b. entryPointID, this is also the same as the entryPointID in the class
GatewayMessage

4. The last message format is GatewayMessageWSA. This is a subclass of
GatewayMessage. The WSA abbreviation stands for WS-Addressing. This is
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the message format that is stored in the database. In additional to the inherited

attributes, the class has the following attributes:

a. replyToURL - this is extracted from the WS-Addressing field bearing
the same name, in the header in the SOAP message. This tells the
BPEL process where to send a reply message to, This also can be

regard as the origin of the message.

b. replyToPortType — this is also from the WS-Addressing, in the header
in the SOAP me 3 , e BPEL process the WSDL
portType of the sen essage to. .

his is the WSDL service

d. i i te [Drthat theince essage bears.

e. eway generates for the
f tell whether this message is a
3.3 System Design

Th t .\,.f.. : agtoned nnon the h
e system h N

correlates mainly using ||‘ e possible cases mention

previously, the design foCuses mainly on the first 2 cases, where the flow on the
e VTS g g e
on the receiving Eélj ’

bV AV I TN [T
Gateway :ﬁch ﬁi i _ | ﬂr ed'tasks. : '

3.3.1 GatewayService Class

This class performs most of the skeleton tasks, carrying out most of the main

logic in framework.

1. Attribute



a.

b.
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guid ' :VMID - the virtual machine id which is unique

across the net.

MY_ADDRESS :String — the location of the Gateway Service

2. Methods

a.

initiate — this method gets called from a collaboratihg flow when there

is the need to send a message out to a remote service

is method gets called from the initiate
method. It basically looks u of the remote Gateway where
the remote flow résides \ ayLocation), generates a

message i  ( ing me and replyTo information
eturns the URL of a
ssage to a flow when it is

(or Vector) of buffered

messages this ethiogd — reles he message one by one

(releaseMes

gatewa V. \f‘ om a peer Gateway
Service to_pass on a message or buffer it, depending on the condition.

This method gonnects to the database to check if the incoming message

AL T S

joirttFlowID and throw fa}se otherwnse

RGBS | W VIR » o

Gateway Service in order to pass on a response message or buffer it. In
the same manner as the gatewaylnboundRequest method, a message

with invalid jointFlowID will result in false being thrown.

notifyReadyState — this method is called from a flow when it is ready

to receive an incoming message
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i. onResponse — this method is called from a flow when there is a need to

reply back with a response message

j. registerFlowID — this method is called from a flow telling the gateway

to buffer any incoming message bearing a given jointFlowID.

k. unregisterFlowID this method is called from a flow telling that there is

no need to buffer anymore message with a certain jointFlowlID.

1. Attribute

The Class has

authenticating with the ames and types are as followed:

for connecting and

a. DB_URL :
- J‘ddi d
b. DB_NAME -ﬁ*‘i,%: :

e
c. DB_PASSWD ff 4i. S

d. DB_USER =Tk Sy

2. Methods —
Y X

The class has the Elo o m m

a. getConnection zthis method initialize connection to the database prior

t°ﬂY‘l%ﬁl>’}°W HWINRINT

b. que RemoteGatewayLogatlon — this method looks for the location of

Q PG B AV R e

. registerOutgoingMessage — this method put the incoming message id,
and other WS-Addressing “replyTo” information along with the

message id that is generated by Gateway Service

d. registerFlowID — this method is called when a flow participating in the
collaboration tells the GatewayService that the message bearing such

jointFlowID is being expected.
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e. isFlowIDValid — this method checks if a given jointFlowID is valid.
In case of an invalid jointFlowID, an exception is thrown and is

propagating back to the flow where the message is originated.

f.  bufferincomingMessage — this method puts the incoming message onto

the database.

g. readyState — this method update the database when a notification,

indicating a flow is ready to regeive incoming message, comes in.

siches the buffers messages from

i. queryRegisieredMessag . . perform an auxiliary
iceURL, it finds the

function, _g

- i Receive ,‘ ) dy to receive.
his ooks for the query the
replyTo addreg§ that“comes he message notify that the flow is

ready for sometimes {fie— 's"UR is not exactly the same as the

orifiation needed in order

,,
3.3.3 The order of ! ecution m
[ . L7
Again, ¢ dnlﬁ nﬂwﬁmﬂw ?ateway Service
on each side. In this,case of'the collaboration, one of the flows sends a message to the
other and get onse alfhlacﬁ/ t Fl ﬁﬁni : ﬂﬁeﬁﬁde, and
Flow B étﬁﬁ&\ﬂe reced iﬁ In thels M T, lI6t the-Gateway

Service on qeach side be call Gateway A and Gateway B. The gateway service has

L getCall
to call ,—

interfaces as depicted in the following sequence diagram (Figure3-7):
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Figure 3-

Also depicted in Figure 3<7-is th at being sent in between the

flow, the GatewayService and the Gatews iof' of the service is as

Vf—L 10 '

followed:

1. Prior to any crosﬂﬂow collaboration could be estaﬂshed, each participant

[l _—
must con Ti. IEI = ﬂi’ﬂ, ) isters it to its own
gateway (r isterFlow sure- that "any~incoming message is being

o

expected by a corresponding party. This préeess does not Belong to any
inangt-'] ﬁaa ﬁ ‘sliue M s’e-j)a’rger&l r;la:ﬂboration
instdnces can occur under one jointFlowID.

2. A participant (Flow A) sends (initiate) a GatewayMessage, in the format

described previously, to the gateway service on its side (Gateway A)

expressing the need to contact another service (Flow B).
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The Gateway A take care of the incoming message from Flow A
(delegatingOperationRequest) by looks. up the serviceURL in its database
and sees that Flow B is behind Gateway B.

The Gateway generates a messagelD for the outgoing message for callback
purpose, and keeps records of the outgoing messagelD
(registerOutgoingMessage) along with the original messageID and redirects

the message accordingly (gatewayInboundRequest).

Gateway B connects to the da s that the message bearing such

flowlD is being expected (i 7 ’ eck to see if Flow B is ready
to receive (isReady i Whas not notified that it is
ready yet so the messagg§'t \ \

Flow B executes its buSinessdo! il it reach oint where it is ready to

the Gateway B
(notifyReadySt: it igfis Feady to fecgi ~ g message.

B looks up the buffered

messagelD, records it

(reglsterOutgomgM 582 orwards if. Flow B (onMessageln).
= 5 - -

Flow B processes the incomming’inessage andgenerates a result and needs to

response to Flo > to the Gateway B

(onResponse). =4

.. y
Meanwhile, FIOWJ too has come to the point where'it is ready to receive an

— mm ki FTd e e
X s b4 B s

; Gateway B uses the messagelD to finds the original of the message and finds

that it has to be directed to Gateway A. (gatewayInboundResponse)

With the arrival of the response message, Gateway A checks (isFlowIDValid)
and realizes that this message is being expected by Flow 4 which is also in the
ready state (isReadyToReceive), so there is no need for buffering and the

message is sent to Flow A (onResult). Flow A processes the rest of the
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business logié accordingly. This completes the cycle of the business

collaboration.

13. The jointFlowID can now be unregistered (unregisterFlowID) if no more in

coming message in this manner of collaboration is expected.

From the sample flow described above, we can see that the procedure in
receiving incoming message in step 5 — 7 on Flow B differs from that in step 12 on

Flow A. The former case is an exceptional behavior of the message sending -

receiving pattern — iving flow " (Flow s not ready when the incoming
message arrives at the Gateway Se jice. Th step 12 however, is a normal
behavior where the messa

w mmceiving flow (Flow A) is

ready. More details in excepti

As the regular b i _ 3 et have bex scussed previously, it is

also important to anticipate he ional b ehaviors o ateway Service and also

occur.

i

Condition: Duphcatp occurs.

et SR Tn o e

back to the BPEL flow where th?message is oglnated asa not,gymg method

ARTRIATWANINLINE

2. Method: delegatingOperationalRequest — This method looks for the Gateway

but not both.

Service URL using the destination service URL as a key.
Condition: URL not found.

Handling: A exception is thrown back the BPEL flow that sends out the

outgoing message.
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3. Method: delegatingOperationalRequest — The method calls the method
gatewayInboundRequest at remote Gateway Service where the desitination

service is located using the URL that has been looked up.
Condition: False URL as a Gateway Service address

Handling: An exception is also thrown back to the BPEL flow with the false

W method checks if the incoming
Condition: invalid j

Handling: An ex( !Be Gateway Service that

message.

4. Method: gatewayInboundRe

message has a valid joint

passed in this mé w a 10n thrown to the remote
BPEL flow wherefthe p{' in
5. Method: notifyReéadySta gh ﬂ he the jointFlowID with the

database and alsoffregisters thﬁ' hig flow is ready using the

instancelD. ‘5!; ;:,
A
Condition: invalid jointFloydD-

Handling: An exception is ﬁg hackit¢ the. flow attempting to register its

ready state. ,,,5. ;
6. Method: gatewaylnba od -ehecks if the incoming

message has a valie jointFlowID

1 TRNINGINT

Handling: An exception is thrown back to the Gateway Service passmg in the

kbl e Ly (L nl e
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