CHAPTER IV
THE PROPOSED ALGORITHM

4.1 The Procedure of the Proposed Algorithm

According to the previous chapter, initial population of GA that
generated by random sampling has less uniformity properties, while sampling
techniques can enhance the uniformity properties. Hence, in this research, we introduce

the sampling techniques: Latin hyper

ling (LHS), Faure sequence sampling
(FSS), and Hammersley seq in the step of generating initial

population. The GA improve oalled LHS-GA, FSS-GA and
HSS-GA, respectively. Th( > s is shown in figure 4.1. The
components and param 2dCh & : \~ : snmple GA (as mentioned in

the chapter 2)
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Figure 4.1 The proposed algorithm
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4.2 Test Problems

In order to determine that our algorithms (LHS-GA, FSS-GA, and HSS-
GA) have more efficient than simple genetic algorithm (SGA), several optimization
problems have been used as test problems. The Matlab implementation of both our
algorithms and simple GA has been tested with respect to efficiency and reliability by

optimizing. Before algorithms start, man)

erators and parameters have to define as
shown in the table 4.2. The six opti ;

i #)/s are presented in the table 4.3.
— T —
f ‘ ‘\'\
Table 4.1 Operato /7/ sed,in each st r all of test problems
b perator

/e
Chromosome re es" Wchromosome

Selectig I ﬂ_ % Rou ?&vheel selection

Lo i, ] b,
Crossovey - etic crossover, P. =0.6

Mutation n Mutation, P, =0.05

Otyectlve function bound
Mﬂﬁﬁﬂ@ﬂﬂﬂﬁw FIOTD xeno
min F, (x) = ;'lsm(4x,)+l Ix, smg2x2) [0 9]

iR WARKEREET

A=0.2(/(x, =1)* +(x, —1)* +cos(2x,) +sin(2x,))

2 N
min F, (x) = 1+Z —JJcos(x,); N=5 x €[-10,10]
<4000 L
N
minFs(x)=Z(|x”[—10cos(1/|10xn|));N=5 x€[-10,10]
n=1
Q) 2 2_0.5 ¥y
min F,(x) = 0.5+ 22 (W% * xe[-5,5]

140.1(x +x7)

T32341Q 624



36

4.2.1 Problem 1

min £, (x) =100(x” + x,)* +(1-x,)*
x€[0,9]

Number of population= 20

F(x) is a two dimensio

0 oplem. The characteristic of objective
function of F(x)is shown in figu 4 :\l Dy shows this function is a one local
optimum and this point is the"gh . N ‘ ess, finding the global optimum
may be slowly because t : tion slightly decreases. For
this reason, a good dis tical'to finding the global solution

in term of speed of con

The optimizi ) ! lem  ~ our algorithms and SGA
P S N g g
are shown in Figure 4.3. umber versus minimum value

of F{(x) . It has been shown that LHS '~,r " 5A, and HSS-GA converge to the same

s
solution at 7" generation, while *{ A CONY ,: O*the other point. This means that our
algorithms can provide the globat : j F 0, whereas SGA is unable to find

the global solution *v:— --------------------- SGA tends ‘. converge to the global

solution for over 25 geneﬁt

global optimum @uﬁ ?ﬂ’ﬂ ﬂmﬂﬁeﬁ %@onthms provide the
AR ANNIUUMIINYINY
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Figure 4.3 Comparison the performance of SGA, LHS-GA, FSS-GA, and HSS-GA: generation number

versus minimum value of F; (x)



38

4.2.2 Problem 2
min F, (x) = x, sin(4x,) +1.1x, sin(2x,)
x€[0,9]

Number of population =50

The result ' _ s i f é' ' ﬂgure 4.5. The figure show
that the solutions of FSS- \ O ge fo the same point at 10" and 22"
generation, respectively, w #ﬂg ., ‘ LHS-C ; and SGA converge to the
others. This means that F AR . A cceed in giving the global
optimum: F,(9.039,8.665) =—18.5 '\;‘;""'"""j

A T
solution because they tre e Al op ’ _ﬁ LHS-GA still enables

GA and SGA fail to provide the global

solution to converge fasfér N

Thus, formhe problem 2, we summanze that sampling technique can

enhance the peﬂﬂcﬂ#ﬁ%m Wﬂp‘cﬂiﬁ better solution than

SGA, while LHS-GA dominates SGA in them of speed of convergenoe

’QW']'GNﬂ?ﬂJ UAIINYAY
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Figure 4.5 Comparison the performance of SGA, LHS-GA, FSS-GA, and HSS-GA: generation number

versus minimum value of £, (x)
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4.2.3 Problem 3

min F}(x) = —e*

A=02((x, —1)? +(x, —1)* +cos(2x,) +sin(2x,))

x €[0,10]

Number of populatio

Problem 3 ‘iss @on on two dimensions. The
' o —

characteristic of F;(x)is .6. This graph.plots the objective surface on

the domain: x;, x, € [0,1

The results of tion of the prot '.'-\ shown in figure 4.7. The

7 . It shows that

" s 2 ) 3.009,3.779)=-18.118.
)=-20421at x, =-3.150,x, =3.938,

" FSS-GA giethe bes on: F(-3.1802,-2.389)=-21.567,

L ;-::.:m:;..—...z_.;z: ':‘.\‘ -3.215,x, =-2.409.

This mems that FSS-GA and HSS-GA &n provide an acceptable
solution, and thi 31 ﬁ%j ﬁﬁ% wﬂ_ﬁﬁ%ugh LHS-GA fails to
provide the mosq ﬂ iststill acceptable not the

same as

ammmm AN Y

Thus, for this problem, we summarize that our algorithms is more efficient
than SGA, and low discrepancy sequences: FSS and HSS are appropriate technique to

generate a good set of initial population.
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Figure 4.7 Comparison the performance of SGA, LHS-GA, FSS-GA, and HSS-GA: generation number

versus minimum value of F5(x)
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4.2.4 Problem 4

il 4000 ol
x€[~10,10]

N=5

Number of populatio

Py

This is an example of r dlmenS|ons (5 dimensions) as

shown in the figure 4.8. I’IStIC of this function in two

dimensions. The function i ~ bal result. Because of large

LR~
\\\\

flgure 4.9. This graph plots

domain, the number of initia o ’

The resultsgof gpti 1?
generation number versus mini - > \ this figure, the solutions of
HSS-GA and FSS-GA converg , 7(0,0,0,0,0)=0, at 11" generation
and 16" generation, respectlvely _ SA cannot provide the global solution in 25"

generation. However, the s S<( 0 '5 ge to the global result at

more 25" generation. ﬁ‘i ,i"g cceptable result.

So, for thls i)roblem we summanze that our algorithms are superior to

the SGA in thﬂdw ﬂ‘ fT%ﬁl ﬁ ﬂnﬁ WWSS -GA and HSS-GA

dominate the SGAlin speed of convergence to the global optimum.

ammmm UAIINYAY
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F(x)

Figure 4 & in 2 dimensions
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Figure 4.9 Comparison the performance of SGA, LHS-GA, FSS-GA, and HSS-GA: generation number

versus minimum value of F, (x)
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4.2.5 Problem 5

min F, (x) =i(l x, |~10cos(/{10x, |))

n=1

xe[-10,10]; N=5

Number of population = 100

n but also have a large space. The

trated in the figure 4.10. This
o —
problem is very difficulty to s@

The results 4 -// 7ing | shown in figure 4.11. The

e A \ . o

graph plots the generation atmbe / SUS minir \ 5(x) . From this graph, it is
shown that FSS-GA“enables fsoluti ’ \ to the global solution,

F(0,0,0,0,0) = —19.9824at 20" fgengtation, hile the solttions from HSS-GA, LHS-GA,
and SGA are not convergé to &l mini owever, HSS-GA still provides a

better solution than LHS-GA and SGA in 25"

Thus, fo 1S appropriate technique to

generate initial populatio: : 5.{hé global solution, whereas

g
AULINENINYINT
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the others cannot.
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Figure 4.11 Comparison the performance of SGA, LHS-GA, FSS-GA, and HSS-GA: generation

number versus minimum value of £5(x)
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4.2.6 Problem 6

0.2 2 2_0.5
mrin () =05+ o W +% =0-3)

1+0.1(x7 +x2)

x €[-5,5]

Number of population = 20

x}+x2-0.5
2 2
: : — -—,ﬂ'l.(x]erZ).
multimodal function, and the gl ‘ S preblem.is shown figure 4.12.

The problem 6, ¢ " is an example of

are shown in figure 4.13. The

graph plots the generation afl SisUs _ of Fy(x) . It is shown that our

algorithms can lead thesol ot conyer e result. The solution of LHS-
GA, FSS-GA, and HSS-GA ca \ -0.9329) at 12", 14", and
16" generation, respectively. | ', _:‘ , i \ SGA not converges to the global
solution.

haye more performance than
SGA in term of the abli/orTNGING | Y]
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Figure 4.13 Comparison the performance of SGA, LHS-GA, FSS-GA, and HSS-GA: generation

number versus minimum value of F; (x)
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4.3 Summary

In this chapter, we have introduced three new algorithms that is:
®  LHS-GA: GA of which initial population generated by LHS,
®  FSS-GA: GA of which initial population generated by FSS, and

® HSS-GA: GAof v lu f ial population generated by HHS

The performan ce of-our algori : GA are compared in terms of
—_— ——
gl imal point through six optimization

solution quality and speed ©

problems. From the re in both terms. Hence, our

algorithms are able to en
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