CHAPTER V

Experimental Results

This section illustrates the face databs e @e detector, and the experiments

The face and facial featur: n ¢ sorith re 3 ed to detect generic faces from

1. ESSEX-face database [5] wh --‘- 7 1ead or head and shoulder pictures.

- _,,_

2. Purdue AR data ';’:-":“""‘?"" """m: it different facial expressions

and occlusions umﬁ differen i ons. @
b ﬁ‘ﬂzﬁﬁ*ﬁm TPy e

4. Max Planck ?ace database [7] which contains.seven views of face images without
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5. UMIST face database [70] which consists of 564 images of 20 people, each covering

a range of poses from profile to frontal views.

6. Private gallery which contains images from the World Wide Web, magazines, news-

papers, and photographs.
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(a) , g)) (©)
Figure 5.1: Example of face images used for @ﬁmg mean face template and training

NVM detector. (a) Left- neabpmﬁle-wemface 1mages—-(b) Frontal-view face images. (c)

e, det te(i_gog algorithnm is generated from gray images

in ESSEX and Max Planek face atab‘ases f’both of which contain face with single color

i l'l‘\.\

background. Some face exatmplés arg ' showat: ﬁ‘Flgure 5.1. Since these face i images have

T

.....

\
single color background, it is easymmr@é parameters from them. Hence, these
d‘h‘

images are also used m*Srammg the NVM 'T‘.Jhe test set f(}_.r this study is obtained from

the combination amoné_ﬂhose six databases. For the ESSEX face database, there are 20

faces varied in facial expsegssion scaling, and translationfor each person, therefore only
one image is seleotyed at random for ceach, perscm. Sumlar t@ the ESSEX database, 180
test images are randomly selecited from the Purdue AR database under different light
conditions and ! ﬁcclusions For - MIT—CMU database,, the) test Set 43, ongmally separated.
The Max Planck face database contalns seven views of color face 1mages The gray
version of color face images in this database is used for generating mean face template
since it contains various views of black-background face images without hair. However,
the actual run of face and facial feature detection algorithms also apply to all original

color images in this database. For the UMIST face database, all images are tested for

multi-view problem.
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5.2 Speed of the Algorithms

The proposed method was carried out on Matlab V 6.0 with 1.4 Ghz Pentium 4 PC,
generating a set of mean face templates from 200 faces of size 256 x 256 takes 61 seconds.
The NVM consists of three neural visual networks for frontal, left-profile, and right-
profile views. For each view, four fac tures were located using four corresponding
MLP networks. Training time ﬁ rk was about 20 hours. The face
detection algorithm can wag of w 1024 within 1 minute for each

ut 15 seconds to locate all facial

—
o

view. The facial feature de

features in a face. This is

3. The parallel procedyng-zan be ap [iprove @e speed of face detection algo-

ANOTane 103
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5.3 Combining Overlapping Face Regions

rithm becaus each i 1s separatedfinto subimages and they can be processed
independeu@

Overlapping detections usually occur around each face when length and width of face
template are much larger than step size of scanning process, but the result should be one

detection per face. To find the final result of face detection, postprocessing is applied
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Figure 5.2: Example of combiningeverlapping face regions. (a) Overlapping face regions.

(b) Single detected face. 7 . \1

to combine overlapping degect, .‘d faces mt&) a single detected face. In this study, a

conventional technique [55] i uﬁpioyed in pt:stprocessmg stage. The set of overlapping
o

detected faces can be partltlphed m'{:o dlSJomt_, subsets Multiple detected faces are

in the same subset if their boundam. reglom; ove_rlap. Finally, since there should be

only one detected facejf)r each partition, the four corneré of the final boundary region

T I

Yy
are the average of the corners of all detected faces in the s subset. In addition, reducing
multiple detected faces into a single detected face decreases the number of false positives.

Figure 5.2 shows 'the result of combining overlapping regions.

5.4 Experiments.on Real-World Face Images

All color and gray images are converted to edge version. The normalized face size
after face detection is 128 x 128 pixels. There are three sets of neural visual networks
for multi-view faces. Each network consists of four MLP networks for detecting four
essential features. There are seven nodes with respect to facial parameters in input

layer and eighty nodes in hidden layer for each facial feature. The learning rate of the
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Mean face templates

}

Face detection (Algorithm 1)

Combining overlappi Face regions
Images Step 4 of First candidate Step 6 of Second Step 8 of Facg regions 2 fa:”g r(:;ieona sp s without
algorithm1 regions algorithm1 candidate algorithm1 | with oferlapping . overlapping
regions 0 (section 5.3) Sy
v v v Etide ool v e
> positives caused by
Non-face regions Non-face regions Non-face regions overlapping regions

Rotate by Rotational invariar ‘ ! ion (Algorithm 5)
Bilinear — \ \
(A : Interpolation fi N Inversely rotate

(Step 4 of Finding fac Rotated faces by Bilinear
algorithm 5) 9 . i with il ; Fhoes with
widty M " i four enhanced inteepolation fouf enhanced’
Face fngle (Algorithm 2) o3 | facial features (Step 7 of facfal features

algorithm 5)

Evaluate face
angle (Step 3 of
algorithm 5)

" osed face and facial feature detection.

f "'5‘:-“ w‘
BP learning algorlthm is 0. 05 W gh

Figure 5.3: The overall pro

pdated using the delta rule without a

momentum term in batch the error is less than0.001. The block diagram of
T A

the overall process is shcmn n 'S cm be categorized by the factors

effective to the appearance.pf image as follows

! Totonsicy, D a1 ﬂlﬂ? WEND G e o moges with
o QPR Y B g onty e e of

image‘intensity. The techniques for color images (24,25 cannot be applied to gray,
black-and-white, or edge images because the intensity information is not enough.
Similar to the techniques for gray images [35, 38|, it is difficult to detect faces and

facial features from black-and-white or edge images. Figure 5.4 shows the results.

2. Pose. The multi-view face images are relative to camera-face pose, in which

some facial features such as one eye may become partially (near-profile view) or
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Figure 5.4: Detection resul%ﬁ"ima’ges wit_ﬁfri‘aﬁy kinds of intensity. (a) and (e) Color
ck-and-white images. (d) and (h) Edge

.....

images. (b) and (f) Gray 1mages(c)3nd (g)

images. e Pl

L . j O i
S
(a) (b) (c)

Figure 5.5: Multi-view face detection results. (a) Frontal view. (b) Right-near-profile

view. (c) Right-profile view.
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Figure 5.6: Detection results of face images Wrtfﬁzsagme structural components. (a) Face

with glasses. (b) Face withebeards-and shustaches: -(e) Face with glasses, beards, and

mustaches. ;,-;’ '
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wholly occluded (p% . Mpst face and facial feature detection methods are

i

applicable only for frongal-view Ji;hlagés, Figure 5.5 shows some detection results

e ; .
o ,J':,* #

of multi-view face images. iy g

. Structural components. The face and lacial features can be correctly detected

Ll -

from the face irx_lqéiges with glasses, beards, and mugfg,ches. Figure 5.6 shows the
7 A

results.

A T
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. Facial expression. ¢(This is an effectiye,factor to the appearance of face. There
are many types.of (facial expressions such as|happy, sad, angry, etc. Figure 5.7

shows detection results of imagés with somedfacial expressiohs.

. Occlusion. In this class, some facial features are occluded by an object such as
sunglasses or scarf. The intensity information of the occluded features vanishes.
Because the proposed algorithms use the position and face shape information, faces

and facial features can be detected as shown in Figure 5.8.

. Image Rotation. By rotational invariant facial feature detection algorithm, an

angle of rotated face image is evaluated and features can be detected. Figure 5.9
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Figure 5.7: Detection results of face images Wifﬁ-*f_t_igi&l expressions. (a) Angry face. (b)

Excited face. (c) Very excited-face:(d) Happy face:

Figure 5.8: Detection ._fré;tsults of face images with occlusigf1§. (a) Face with sunglasses.

L v il
(b) Face with scarf. A sl

Figure 5.9: Detection results of rotated face images. (a) 0° in clockwise direction. (b)

30° in clockwise direction. (c) 60° in clockwise direction. (d) 90° in clockwise direction.
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gh ting effect and camera charac-

teristics affect the ap : @ : ";’: ¢ when ta ing a photo. Figure 5.10 shows

ol etection results.

8. Poor quality. In thisclas o5 and factal features.in images with poor quality

1) blurry images obtained

lter, and 3) images with 10%

e o Whﬁﬁ%‘ﬁr@?ﬁﬁnﬁ geon

9. Unnatural ﬂltensxty This cla‘ss consists of cartoons, rendered images, and mo-
B TR TR HAR DI, B e e 15
dlfﬁcu?t to detect faces and facial features by existing methods. Figure 5.12 shows

some examples of unnatural-intensity images and the detection results.

Generally, there are more than one factors simultaneously affecting the appearance of
face image. Figures 5.13 and 5.14 show the detection results of such images. Some

images contain many faces as in Figure 5.13(1) and Figures 5.14(d), 5.14(e), 5.14(g),
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Figure 5.11: Poor-quality iffiage detection fesults. (a) and (d) Blurry images. (b) and

T |
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et e _’.u_:;'-_'_;u-

(e) Distorted images. (c) Image Gv"llh;lO% uﬁiﬁir";‘n noise. (e) Image with 10% Gaussian

noise.
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Figure 5.12: Detection results of unnatural-intensity images. (a) Colored cartoon images.

(b) Sketchy cartoon images. (c) Rendered images. (d) Mosaic images.
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Figure 5.13: More results. (a) Gray-scale cartoon by colored pencil. (b) Rotated face
with lighting effect. (c) Color cartoon with rotation. (d) Left-near-profile-view cartoon
cat face. (e) Color face. (f) Gray face with glasses and facial expression. (g) Inverted
black-and-white face like film negative. (h) Color dark-skin face. (i) Sketchy image.
(j) Upper-left-near-frontal-view mosaic face. (k) Lower-frontal-view face. (1) Multi-view

faces with size variation.
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) (k) (1)

Figure 5.14: More results. (a) Gray image. (b) Right-near-frontal-view face with rota-

tion. (c) Rotated unnatural face. (d) Cartoon and painted face with rotation and facial
expression. (e) Multifaces with occlusion and rotation. (f) Gray dark-skin face with
dark background. (g) Multifaces including cartoon faces. (h) Multifaces with rotation.
(i) Occluded face. (j) Lower-left-profile-view face. (k) Right-near-frontal-view face with

beards and poor quality. (1) Left-near-frontal-view face.
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Figure 5.15: The companm)/btectlon esults. (a) Detection by our algorithms. The

dog’s face and facial featur ol
feature method [38].
® c"f“‘ l

and 5.14(h). Some include r atred.a faces’ éj in Figures 5.13(b)(—3°), 5.13(c)(—10°),

detecte('i. (b) Deteetion by Bayesian discriminating

s ‘5 &
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5.13(d)(10°), and 5.13(j)(-1 )*dnd Flgures-ﬁiil( b)(—4°), 5.14(c)(6°), 5.14(d)(—10°),

5.14(e)(7°), 5.14(g )(5°), 5.14()(= R gt 4, 32“‘)‘“5 14( ‘]A)} 30°). Some contain non-

frontal-view faces as in jlgures 5.13(d), 5.13(i), 5. 16(]},775:1@( ), and 5.13(1) and Figures
5.14(b), 5.14(j), 5.14(k),@nd 5.14(1)."Some contain unnazural human faces as in Figures
5.13(a), 5.13(c), 5.13(d), 5.18(i), 5.13(j), Figdres 5.14(c), 5.14(d), and 5.14(g). Some
contain some occlusions 'as i Figures 5.14(e), '5.14(f), and 514(i), or structural com-
ponents ag-inJrigure 5,13(f)(glasses), and, Figure 5-14(k) (mastachésand beards). Some
contain lighting effect as in Figure 5.13(b). Some contain facial expressions as in Figure
5.13(f), Figures 5.14(c), 5.14(g), and 5.14(h). Some contain dark skins as in Figure
5.13(h) and Figure 5.14(f). Some appear as negative as in Figure 5.13(e). Moreover,
dog’s face can be also detected by the proposed algorithms as shown in Figure 5.15.

Comparative of the face and facial feature detection results (including detection rates

and number of false positives) are presented in Figure 5.16 and Table 5.1. To create
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ROC curve for face and facial feature detection ROC curve for face and facial feature detection

detection rate (%)

detection rate (%)
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false positives

(e)
Figure 5.16: ROC curves for the proposed method on each database. (a) ESSEX-face
database. (b) Purdue AR database. (c) MIT-CMU database. (d) Max Planck face
database. (e¢) UMIST face database.
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Table 5.1: Face and Facial Feature Detection Results of Each Database

Test set ESSEX AR MIT-CMU | Max-Planck UMIST

View Type Frontal | Frontal | Frontal to | Frontal to | Frontal to

near frontal profile profile

&

No. of images | 180 ¥ 130 1400 564

No. of faces 1400 564
No. of False positives 14 6
Detection rate (%) 95.23 94.61
the ROC curves, two threSholé ) 6nd 8 etection algorithm (algorithm
1) and four thresholds of fou P cla: ‘_ fiers use : X etecting the facial features are

locations of facial featur  and squa ¢ kK bounding a ce are extracted with a small

amount of toleran ﬂﬂ osi 56 tection rate is calculated
from the ratio of @ j‘ﬁe%j ﬂc oﬁﬁ ﬁ%those of all human faces
in the gallqyw ﬁ&ﬁﬁ ﬁﬁ[wj W grgrdge regions that
is similar tay edge’jace in fac:?:tectlon stage, but it can azt:]re uced in facial feature
detection stage. For the AR [6], the Max Planck [7], and the UMIST [70] databases, the
number of false positives is very low because each image has one face and single color
background. Failure cases can be categorized into six major classes. The first failure

class comes from the unusual locations of facial features or unnatural faces as depicted

in Figure 5.17(a). The second class consists of the faces without face boundaries. Some
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facial parameters such as face width are not able to be obtained by finding-face-width
algorithm. An example of this class is shown in Figure 5.17(b) . The third class occurs
when the the boundary regions of multiple faces are overlapped. A single detected face is
computed by averaging the corners of all detected faces. This causes failure detection as
shown in Figure 5.17(c). The fourth class comes from partial face, where face information

is not enough for detection as th \ﬂ&%"y/ in Figure 5.17(c). Subsequently, the

fifth failure class is a set of v m fes contrast such as some small faces

in Figure 5.17(d). Finall face with incomplete thinned

boundary. Since the fa 1 jon is i rectly obtained from the thinned
boundary, the location of fa. : . ‘nlu; e correctly detected as shown
in Figure 5.17(e). Table 5. sthe “effect fiﬂr bound of number of white
pixels in step 4 of face detect st cient multiplied with ~, the number

white pixels. This bound affect ..-__,"' rst candidate regions. Higher upper

.r.-ﬁ__, l___.,.-'f

bound yields higher Igu‘lqber of first cand’;da.te Mﬁ

15 value can handle the effect

is study, the upper bound

of thresholds from Cann edge detection. However the per bound is increased to 2y

for certainly coveﬁmlrzj neal-ﬂrgjfﬁ ﬂaﬁ ﬂlmrf]iﬁhe databases. Table 5.3

shows face detectién rate and the number of false positives for proposed method as
well as ot@ %qac@ﬁ ?@]ﬂd&f %ﬂq%ﬂﬂtﬂi E}] achieves 94.4%
with 65 falsg positives. For the Rowley-Baluja-Kanade results [69], there are a number
of different versions of detector tested yielding a number of different results, but their
best detection rate is 90.1% with 167 false positives. For the Viola-Jones method [55],
detection results are between 78.3% and 93.7% with a number of different values of false
positives varying from 10 to 422. The detection rate with 65 false positives is selected.

For the Xiao-Li-Zhang [34], the best detection rate is 92% with 135 false positives. For
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Table 5.2: Face Detection Rate Resulted from Varying Upper Bound of Number of
White Pixels in Step 4 of Face Detection Algorithm on 20 Images Chosen at Random

from the Databases

Upper Bound | Number of First Candidate | Detection Rate(%)

~ 75.6
1.25v 91.7
1.5v 96.2
2y \ 96.2
Table 5.3: Comparative Edce De ct1 S: ’\\\ . .  the Existing Methods and the
Proposed Method on MIT— , ’lﬁﬁ 1' % 'ni l Images and 507 Faces
VEEEERED
Method :- -* ion Rate(%) | False Detections
Proposed -’.‘:z{" 61
Schneiderman-Kana [71] il 944 65

e U ININTNEEINT |
ARV MRV (RE

Huang-Shimizu-Hagihara-Kobatake [37], the best classifier yields 86.0% detection rate

with 53 false positives. The detection rate of proposed method is 95.7% with 61 false

positives.
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Figure 5.17: Failure cases. (a) Unusual eye locations. (b) Faces without face bound-
aries. (c) Overlapping boundary regions (upper image) causing a failure detected face
(lower image) and partial face(rightmost face). (d) Very small faces with extremely low

contrast. (e) Face with incomplete thinned boundary.
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