CHAPTER I1

Related Works
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recc!vedﬁible attention because of its wide
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Face and facial feature de@

range in many applications s ) CON nteraction, video surveillance, and
face recognition [8-12]. nany applications, the detection
approach must handle vag ay occur in practice. In this
chapter, existing face and fﬁ d ods are reviewed. The methods
are categorized into five catggor s?éq%q; : s clearly overlap category boundaries.

1. Geometrical informa ioﬂﬁfﬂ, thods. These methods utilize geometrical
o .E)_l;ﬁ.-‘,‘___‘. ! .
information [13—.B]. The niethods ar eloped based on the rules derived from
\ ; A

the researcher’s kuiowledge of hum IS ‘easy to come up with simple

rules to describe ﬂ features of a face and theirﬂelationships. Each feature is

demonstrat ﬁoﬁﬁa efﬂs \ce, ﬁeﬁ'\ape of the eye ball is a
‘ ‘ :
circle and t igi s llipse. A'stan attern face and facial features,
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function. Given an input image, the correlation values with the standard patterns

are computed for the face boundary, eyes, nose, and mouth independently. The
existence of face and facial features is determined based on the correlation values.
The advantage of the methods is being simple to implement. This approach can
accurately detect face and facial features, but cannot handle large variations of

the face images because they are very sensitive to some factors, which affect the



appearance of image, such as facial expression, occlusion, lighting condition, and
noise. One more problem with this approach is the difficulty in translating human
knowledge into well-defined rules. If the rules are strict, they may fail to detect
faces that do not pass all the rules. If the rules are too general, they may give

many false positives. Moreover, it is difficult to extend this approach to detect

}ﬂ to enumerate all possible cases.

thets. ﬁyears, human skin color has been

ny ions from face and facial feature

faces in different poses since i

. Color informatioé

used to be an effectivi

detection to hand

QSQHQV ild a skin color model for face and facial

methods [20-28] have b n'tr OPOSE

thresholds, [Cry, C@] and [Cb, clﬁsiﬁed to have skin tone if its

values (Cr, Cb) fall within the ranges, je,, Cr1 < Cr < Crqyand Cb; <Cb < Cbs.

In this cat@ u&mghnﬂ%@ a1k Sty detecting skin colors in

the presence of complex background and different lighting onditions. Moreover,
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. Appearance-based methods. Contrasted to the Geometrical information-based
methods where templates are predefined by experts, the template in appearance-
based methods [30-45] are learned from a set of training images. Typically,
appearance-based methods use gray value (intensity) as the most important pa-

rameter for the detection and rely on techniques from statistical analysis and



machine learning to find the relevant characteristics of face and non-face images.
The learned characteristics are in the form of distribution models or discriminant
functions that are consequently used for face and facial feature detection. Mean-
while, dimensionality reduction is usually carried out for the sake of computation

efficiency and detection efficacy. These methods yield high detection rate, but they

are not able to perfectly dei with poor intensity, some occlusions,

and unnatural intensit)% -"//

4. Motion-based mw y loca s of face and facial features are contin-

. time [46-54]. The difference
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using mformatlorri)n intensity ﬁhd fn% 1. The ed g;information is used as input

jons of the face image. However,

facial feature deteﬂon is ignored in these methodﬂ

It is obvious thaﬁoﬂeéﬁaﬂﬁ%e%f%ﬂ%ﬂ fé)es, poses, image condi-

tions, invariant ro&tlon and face appearances.

To avoid ahw%ﬁmm&l %h,lq {i}sw E‘l’llaltﬂ‘ and face shape
1nformat10n are used as inputs. Processing is divided into two steps: face detection and
facial feature localization, that are carried out by constructing three detectors, each of
them in charge of one specific view (frontal, left, right). In the first step, the faces are
detected from an original image. Canny edge detection [57] is applied to find the edge
of the image. A candidate face region can be found from the region having the number

of pixels corresponding to average face template. Then, the matching value is calculated



and applied to find the actual face. Second, facial feature detection is applied to the face
obtained in the previous step. A proposed neural visual model (NVM) [61,62,66] is used
to recognize all possibilities of facial feature locations. The input parameters are obtained
from the face characteristics and the locations of facial features which are independent of

the intensity information. Finally, to improve the results, image dilation [67] is applied
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