CHAPTER III

QUEUEING MODEL FOR THE MULTIPLE-MICROPROCESSOR SYSTEMS
WITH SHARED MEMORY

Performance model of the shared-memory multiple-microprocessor
systems is presented in this chagﬁgr. Most often, we are interested
in two types of measurments of syse gﬂiperformance : response time and
throughput. ResponsE;EFme refesp to thg*i@;erval between the request

for the performance,of"@ unit of work andwthe subsequence completion

of the work. Th;aﬁgg;x:

tivefe to the amount of work that can be

Typical measurements include operation
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The proposed 1 1s baspg on the flow equivalence technique

accomplished per

per second, jobs pe

[17]. The analysis freats Eﬁch mggggproceSSOr as a server which takes

R o i
its input from a g veﬂlqﬁeue,'@ﬁﬁéﬁconsequently the problems of

hardware contention for-buéfand maa;éj;are not considered in detail.

This technique ;giapproprlated for the multipléémlcroprocessor systems

in which the taskf are not dynamically reconfigirable as found in most

real-time applications. Y

In| particulayp this chapter presents the gueueing model that
can be wused” for calculatimg the system response; time of the
multiple-microprocessor systems with :arbitfary number of
microprocessors and unequal processing rate or the unsymmetrical
multiple-microprocessor system. The multiple-microprocessor system
response time will be used as a parameter to characterize system
performance. Two multiple-microprocessor systems will be considered
i.e. the unsymmetrical multiple-microprocessor system with arbitrary

number of equal priority microprocessors and the
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multiple-microprocessor system with processor priority. In addition
to the development of the theoretical queueing model, experimeﬁt has
been conducted with the proposed shared-memory multiple-microprocessor
systems and the result is compared with the theoretical prediction in

order to validate the model.

3.1 The Unsymmetrical Multiple-Microprocessor System [26].

The architecture to be consifered in this section is shown in
Fig. 3.1. The multiple-micrgprocessor system being considered
consists of an arbritraty number of microprocessors sharing the same
resources. The shgpéd resourcé% are shared memory, input wunit, and
output unit. Thewiyéfem ig unsymmetrical : all the microprocessors
?ossess their own processing réﬁerand are connected to the shared
memory via a single commoﬁ bus.ﬁJEach microprocessor also has its
local memory for pr@%rgm'étbrage;?:éﬁ external data is sent into the
.system in a unit call?d ﬁéansaégéa&? through the input unit. The
input transaction is'écheduledj%%i%e processed by any .available
microprocessor upon arrival. Wﬁggugil microprocessors are busy,
incoming trans;é&fBﬁ"‘EﬁfE?E‘MEMEBEEEﬁMQE{fThg: line in the ‘shared
memory. If several microprocessors are available to an arriving
transaction, theréransaction is scheduled to‘the idle microprocessor
at random. The (processed (transdction is then |sent to the external
device through  the output  unit. This unsymmetrical

multiple~microprocessor.system becomes the, symmetrieal,system if all

microprocessors' have' the same proéessing capability.
3.1.1 System Model.

The following assumptions are made for the queueing model
representing the multiple-microprocessor system.
l. There are ¢ microprocessors in the system. The data

transaction processing time for each microprocessor is a random
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variable with exponential distribution. The mean processing rate of
microprocessor n is e g U E g 253150 000 0 0.4 Cle

2. The ‘external data transactions arrive randomly to the
input wunit. The transaction arrival rate is a random variable
observing Poisson distribution with a mean of A .

3. The response times of the shared memory, the input unit,
the output unit, and the internal bus are very short compared with the
processing time of the microproce356355

4. The shared memory capacié;"is very high compared with the
amount of the external input da?a.

5. The Egssibilify Ehat more than one microprocessor
finishes their ta #“simultankously is so small that it can be

neglected. £ rhe: 4

Hence th 1:.gi$-ﬁicf§p;ocessor system can be analyzed by
s s?éwn,in ﬁ£5'3'2' The queueing model consists
sgrv

<4 v ad SRAD 4 1
g&é §ngici?; to a2 single common queue. The
] .7, r

the queueing mode

of ¢ wunidentical

¥

model becomes M/M/c qqiheiﬁ%%model’ﬁ%ﬁ? unequal service rate. Only a
d ik # o e gn

=

solution for the identical servé?g model are currently available

i 'j""'-'-.i""

[27,28]. Im the~Pext séd%ioh, we will present/the solution for M/M/c
oy

queueing model ﬁg}h unequal service rate. X )
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3.1.2 An;iysis of the Model.

The queueing' model for the multiple-microprocessor system
consistsy ~0f« cesexrvers-with meanpservice rate;of un», .= 15 2esms 0
shared 'a ‘common single queue. “Consider the mean service rate of this
system, if there are more than c transactions in the system, all the ¢
servers are busy and each is putting out at a mean of un y M= AR25 e
and the mean system output rate is thus Hi + Mz +..ed U | When

there are fewer than c transactions in the system, n < ¢, only n of ¢

27

servers are busy and the system is processing at a mean rate of
c

nc/ Z (1/Un). Thus the state of the system can be defined by a number
‘n=l .
of transactions in the system (n) and the state diagram of the system
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the multiple-microprocessor system.
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is shown in Fig.3.3, where Pndenotes the probability that the system

is in state n.

From the state diagram, the steady state solution for Pn is

summarized as follow:

6" P
P ={ (3.1)
where
p =
6 =
(see Appendix A )
The s .
c-1 d
S 5“p+°£ on-(e-1) T B
n=1 nl n=c(c=1
ﬂUU'J‘VIEWﬁWEI']ﬂ?
c=1
(cm
Wwé«%ﬁﬁﬂmﬂ%mﬁ
Since
A
then
P o= . C£1 1 60, go-l 7-1 (3.3)

" % o
n=0 1! (c-I)1 (1—-3>



The  expected number of transaction in the system now can be

calculated.
E[N] = °2° nP
n
n=0
c-1 -
- lin 8% 5 3. g gpeterDy b
n=1 n! n=c (c-1)!
Since
@ m g
neg P

where m = n -c + 1 then -

E[N] -

- (3.4)
The by ed e igstem can be calculated

from Little's theor%p [28].
ﬂuﬂanﬂwswﬂwns i

ama 4AIPURIINY 2R Y. o... ..

identical then eq. (3.4) becomes the solution for standard M/M/c

queueing model.

E[N] = 6-+_gi b B,
er (1-p)Ff
w o epies (cp)© p P,
R, (3.6)

c! (1-p)2



When there are only two microprocessors in the system,

is simplified to be :

E[N] = A (uy + n,)8

[2uau, (M1 + B2 = X)) + A(uy + H2)%] (uy + B2 = A)

If the capacity of the shared memory is limited and

store up to k transactions in

P =
Since /
o m
m--z-l B =
then
k-c+1 -1
P, = [ p(1-p) 35
(T-p)
The

7

sl

[C

ﬂuﬂaﬁéwﬁw91ﬂs

P W

m"Sl RGN UNINYAY

calculated fromiwf—-~—-________

E[N] = Iﬂ oy ® A B s T n-(c-l)]

r

then
C=3 l
E[N] - [nz e TR | (l-ApB + BpA) + (c-1)
el (1-p)?2
where A=k +c¢c + 2
B=k-c+l

eq. (3.2) becomes

pn-(c-l)] -1

eq.(3.4)
c=2
(3.7}
it can
(3.8)

the system now can be

(1-p")1 p_

T-p)

3.9)



The system response time can then be calculated by using

Little's theorem as in the previous section.

3.2 The Unsymmetrical Multiple-Microprocessor System with

Processor Priority.

The multlple-mlcroprocesgor system considered in this section
is shown in Fig. 3.4 . _There are t@fipicroprocessors sharing the same
resources. They are sharedﬁﬂemorydgza input-output units. Each

microprocessor hasaﬂ;ﬁa- 10ca1|memory for program and private data

-

storage. An extergafﬁa, a‘is/sent into the system through the shared
rbcessi

input wunit. The rate of microprocessor-1 is higher

&sor-Z- . The input data transaction is

—

than that of mic

ddta %&ansaction will be processed by

R :’)':," #]

are ready. Th _

microprocessor-2 on mlcroprqd' sor-1 is busy. The processed data
L

transaction is then sént back tdkmhe external device through the
shared output unit. If both mlcragggcessors are busy,the input data

transaction is queued in the shared memoriJ until either of the

"h--r

microprocessors« mé ready. This unsymmetricalu;kultlple—mlcroprocessor
system becomes thgjsymmetrlcal system if bot@pmlcroprocessors have the

same data processing rate.
3.2.1 System Model.

The performance of the multiple-microcessor system with
processor priority is analyzed by using queueing model. The
performance considered in this section is the system response time. In
order to simplify the queueing model, the following conditions are
assumed.

1. Microprocessor-l1 has a higher processing rate than that
of microprocessor-2. The arriving data transaction is  first

scheduled to be processed by microprocessor-l. The arriving data is
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processor priority.

The unsymmetrical multiple-microprocessor system with
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processed by microprocessor-2 only when microprocessor-l is busy.

2. The response times of the shared memory, the input unit,
the output unit, and the internal bus are very short compared with the
processing time of the microprocessors.

3. The shared memory capacity is very high compared with
the amount of the incomming data.

4, The data transaction arrival rate is a random variables

observing Poisson distribu&ig ean of A .
N :
5. The Pr°°°iEEE§}é me microprocessor is a random

variable with expor - ,1st!__ﬁbugeun—ﬂle mean processing rates of

fsﬁn—:\reh and M, ,respectively,
\ \

microprocessor-1 a

and H; > Y,

)
—

"3
If m ta transactions in the queue
including the transaction at microprocessor-l, and n:
» 0 i a "
denotes the number of data tran tions at microprocessor-2 , due to

aii?ng from 0 to infinity

X

The queuI } MO or 1 eiﬂﬁcroprocessor system in
. r

while n2 is ei

Fig.3.4 is shown in Fig. 3.5.

¢
Th TA | ffil H ~f ﬁi‘jeaﬁbe the tuple (n ,n,)
and the s@e }Jr yfT Y\L@iﬁ del shown in Fig. 3.6;
where P(n,,n,) denotes the roi:ab'lita ﬁt t'h]eﬁégm is in state
Ml BN il 11

Since our interest is in the steady state, balance equations

can be written by equating the rate of flow into a state to the flow

out of that state .

(A+py+uz) P(n,1) (u1+4p2) P(n+1,1) + AP(n-1,1)

(A+u1+u2) P(1,1) (u1+u2) P(2,1) + AP(o,1) + AP(1,0)

(A+p2) P(o0,1) = v1 P(1,1)

(3.10)
(A+u1) P (1,0) = Y2 P(1,1) + »P(o,0)
A P(o,0) = M1 P(1,0) + U2 P(o0,1)

TADACAND
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.
Rewriting P(0,1),P(1,0) and P(1,1) in terms of P(0,0) from
eq.(3.10) , we have
P(o,1) = -E—-— ji P(o,0)
' 1+2p H2
14p A
P(l,O) & 1+2p — P(o 0)
' (3.11)
P(l.l) = L A()"HJZ) P(O'O)
Where »p
9
From eq. th-Death process in the
state ranging fro , " hence
P(n,1) ’1)
(3.12)
n>1
The total prob
® . ‘ﬂf________ s
- XL P(n.1) + P(o,a) - = 1
] i 1"

2

AU me 9 s

=
8
N

P(1, 1) + P(od)h[1+

P(o,0) [(1 ‘1—5)( A+

o 'immm) um"’jwmﬁ’ 3]

Hiv2 (1+42p) (1-p) + A(X+y2

The average number of data transactions being

processed (E[N]) can be calculated from the following equation.

E[N] = I kP(K.0) +K°=f° (K+1) P(K+1,1)
= 1-P(o,0) + P“"% e )
: (1-p)
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Substituting P(0,0), P(1,1) from eq.(3.11)and eq.(3.12) to
eq.(3.14) ,we have

E[N) e A(A+u2)
: PiMz (1-p)2(1+2p) + A(1-p) (A+p2) . (3.15)
From Little's  theorem, the reéponse time of the

E[R] =
(3.16)
If the sha \ .sto : k transactions 1in
the queue, eq.
k
z p(n,1) + p(1,
e
p(0,0) =
{3.17)
Following as in the previous derivation
the system resgéﬂfe time can be the following equation.
E[R] = A+H; ,
ny 2(1+2p)(1 p)? A(mz)(l- (1-p2) (3.18)
“heﬂ‘liﬁi f) vmmwmm
B = k+1

ammmm URNINYNAY

3.3 Experimental Verification.

The multiple-microprocessor system presented in chapter 3 is
reconfiqurated as shown in Fig.3.7 for experiment. The experiment is
set up to investigate the relation between our model and the actual
system  implementation. The system consists of three Z-80
microprocessors; one microprocessor is assigned to function as data
transaction generator and the other two funétion as data transaction

processors. Hence the experimental system simulates a situation of the
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multiple-microprocessor system with two microprocessors. The data
transactions are generated randomly according to Poisson distribution
with an average transaction rate of 1 transaction per second. Each
transaction is one-byte in length. The generated transactions are
sent into the shared memory of 2K Byte. This ensures that there is no
transaction loss from the queue in the shared memory. The transaction
is then processed by either microprocessor-l or microprocessor-2 . The
processing rate of the microproqé§s9r-l is kept constant at 1
transaction per second for all ex;Ei;ments. Some delay loops are
added to the control.program of 'the microprocessor-2 in order to vary

the processing rate from 0.1 to 0.9 transaction per second for each

experiment. Thi;;ﬁyérage reéPonse time of the system in each
is

experiment i eg}ured aqd coqverted to that of the system with

exponential dlst;igﬁ;ion serv1ceﬂt1me according to the equation from

[29]. ;f 'y e
Nonexponential r - !j; Exﬁﬁhpntial
ry F 4 = ::f' ] X [%Il + 62|]
Response time /I2+- Response time £
where H e Avetéﬁéj&ervice rate
b £
6 - = Standard —deviation
.- x_JI

The averdge response time of the system,measured in the
experiment,~are compared;with that-of ;the jcalculation from our model.
The results are shown' graphically“in Fi'ge 3.8 . "“The results indicate
that the model gives the same trend as /£he actual syStlem but the model
has a“smaller nesponse time.. The difference between'the response time
calculated by our model and thét measured from the experiment comes
from the fact that there is some delay time in transfering data

between each microprocessor through the shared memory.

It 1is generally believed that analytical models can provide
estimates of average response time to within 30 percent accuracy [13].

The results from Fig.3.8 show that our analytical and experimental
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results are agreeable with this limit. Hence, it is possible to wuse
our model to predict the performance of the wunsymmetrical

multiple-microprocessor system in various configurations.

o+ colculation

13

x experiment

u, = 1 transaction/s

» P 1 transaction/s
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Fig 3.8 Response time of the experimental multiple-microprocessor

system compared with that of the calculation from the

queueing model.
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