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Chapter I

INTRODUCTION

In 1939, Richard Chace Tolman, Julius Robert Oppenheimer and George

Michael Volkoff [1, 2] derived the equation of hydrostatic equilibrium for a spheri-

cal symmetric star in the framework of general relativity. Although this equation

enables us to understand the existence of the maximum mass of spherical sym-

metric star above which the star would collapse to a black hole, their numerical

calculation did not include strong interaction between matters in the star. This

is because the perturbative method cannot be used in this strong-coupling regime

observed at low temperature. In 1993, Gerardus ’t Hooft [3] proposed an impor-

tant work on dimensional reduction in quantum gravity. In the following year,

Leonard Susskind [4] published the paper with title “the world as a hologram”.

His follow up to ’t Hooft’s paper further elaborates the idea of hologram anal-

ogy. Their works, which are well-known as the holographic principle, suggest that

the information of a volume of space can be thought of as being encoded on a

boundary of the region.

Fortunately, the first realization of this principle which is called AdS/CFT

correspondence was discovered later by Juan Martn Maldacena [5] in 1997. This

correspondence enables us to study the strongly coupled gauge theory on four

dimensional Minkowski spacetime (M4), a cousin of quantum chromodynamics, by

avoiding the uncontrollable non-perturbative calculation; due to the weak-strong

duality, we can deal with this problem by just doing calculations in the tractable

weakly interacting string theory in five dimensional Anti de Sitter space (AdS5).

In 2009 and 2010, Jan de Boer, Kyriakos Papadodimas and Erik Verlinde

[6, 7] found the matching between the degenerate conformal field operator in M4

and degenerate Fermi gas in AdS5. With the aim to find interesting behavior of

the conformal field operator, they study the Fermi-gas filled star, in particular a

neutron star, at zero temperature in Anti de Sitter space. In other words, this

study may give rise to an understanding of the phenomena in the gauge theory

through the dynamics of the degenerate star in higher-dimensional space.
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In this thesis, we will use the holographic principle to compute mass limit

of degenerate star at finite temperature in the presence of external magnetic field

and study other properties of star in five dimensional Anti de Sitter space in order

to understand a degenerate star in four dimension under influence of the strong

interaction (if we can find the duality in the future).



Chapter II

THEORETICAL BACKGROUND

In this chapter, we recall briefly concepts and some basic knowledge for this

thesis. We divide into five parts. First, the idea of holographic principle which we

express its statement and discuss the applications. Second, the relevant thermo-

dynamics and statistical mechanics, we review some concepts and the necessary

formulation. Third, Einstein equations for a spherically symmetric star, we con-

sider first in 4 dimensional space-time before extending to 5 dimensional AdS

space in the next chapter. Forth, the equations of state of degenerate star which

we examine a model of an ideal(non-interacting) degenerate Fermi gas. Finally,

we see non relativistic Landau energy level when a particle move in a uniform

magnetic field.

2.1 Holographic principle

Holographic principle is one of the most interesting idea which came from study-

ing quantum gravity and string theory. Inspiration of this principle arises from

studying the space-time geometry of black holes which is the analogy between

properties of black holes and thermodynamics, a black hole’s area and entropy

[8, 9]. It states that the description of a volume of space can be thought of as

encoded on a boundary of the region. It was proposed by Gerard ’t Hooft and

Leonard Susskind in 1993 and 1994, respectively [3, 4]. Holographic ideas have

found several applications in physics and one of the most interesting realizations

of this idea is the AdS/CFT correspondece which is a duality between string the-

ory in Anti de Sitter space and a conformal field theory(without gravity) living

on the boundary of the AdS space [9]. This application was conjectured by Juan

Martn Maldacena in 1997 [5]. Mostly, AdS/CFT is applied in the study of non-

perturbative phenomena in the supersymmetry quantum chromodynamics (SUSY

QCD).
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In conformal field theory(on the boundary), we can find an expectation value

of an operator via a generating functional, ⟨e(
∫
Sd ϕ0O)⟩ where ϕ0 is a restriction of

the scalar field ϕ at the boundary of AdSd+1, O is an operator and Sd is a d-sphere.

For string theory, we have ZS (ϕ0) = e(−IS(ϕ)) is the supergravity partition function

on Bd+1(open ball in d+ 1 sphere). The relation of the conformal field theory on

the boundary to the supergravity in the AdS space is that [10]

⟨e
∫
Sd ϕ0O⟩CFT = ZS (ϕ0) . (2.1)

For gauge theory, it is similar to the scalar field. We assume the AdS theory

has a gauge group G(global symmetry group of the conformal field theory on the

boundary), dimension n, with gauge fields Aa, a = 1, . . . , n. Ja are currents in the

boundary and A0 is an arbitrary source. Thus relation between the supergravity

or string theory partition function and generating functional in the conformal field

theory is expressed by [10]

⟨e
∫
Sd JaAa

0⟩CFT = ZS (A0) . (2.2)

Then the partition function of string theory on AdS5 × S5 should agree with the

partition function of N = 4 super Yang-Mills theory on the boundary of this space

[11]. So the relation becomes

e−ISUGRA ≃ Zstring = Zgauge = e−W , (2.3)

where W = βF is the free energy of the gauge theory divided by the temperature

[11]. This idea hopefully enable us to computes the properties of the strongly

coupled gauge theory on the boundary via partition function of the string theory

in the bulk of the same space(AdS space).

2.2 Thermodynamics and statistical mechanics

2.2.1 First law and the standard thermodynamic relations

The first law of thermodynamics is a principle of conservation of energy. This

principle is very important in physics. It tells us that a store of energy in the

system, called the internal energy dU , can be changed by causing the system to

do work, dW , or by adding heat, dQ, to the system [12]. The change of the internal

energy is in the form

dU = dQ− dW. (2.4)
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The first law is always true. It does not depend on a change of state whether it is

reversible or irreversible [13], Then

dU = dQrev − dWrev = dQirr − dWirr. (2.5)

Let us consider adding another particle to the thermodynamic system. If the

number of particle is allowed to vary, then we put dW = µdN by hand as the

energy change due to the change of the particle number by dN particles. The

quantity, µ, is called the chemical potential, represents the resistance of the system

against addition of particles. So equation (2.4) becomes

dU = dQ− dW + µdN,

= TdS − PdV + µdN, (2.6)

where T, S, P and V are temperature, entropy, pressure and volume, respectively.

From equation (2.6), we can determine T, P and µ via

T =
∂U

∂S
|V,N − P =

∂U

∂V
|S,N µ =

∂U

∂N
|S,V .

The chemical potential, is then given by

µ =
∂U

∂N
or µ =

(
∂U
∂V

)(
∂N
∂V

) =
dρ

dn
, (2.7)

where ρ and n are the energy density and the number density, respectively. More-

over, when we consider an adiabatic process (dQ = TdS = 0), we have

dU = −PdV + µdN −→ dU

dV
+ P = µ

dN

dV
,

ρ+ P = µn. (2.8)

So we have the standard thermodynamic relations of energy density, pressure,

number density and chemical potential following equations (2.7) and (2.8).

2.2.2 Quantum statistical mechanics of Fermi-Dirac statis-

tics

Statistical mechanics has made the connection between a microscopic system and

macroscopic world. The fundamental concept of statistical mechanics is that all

macroscopic observable quantities of a state follow from taking mean values of mi-

croscopic properties, weighted with probability densities. Then the role of statisti-

cal mechanics is to find a way or process of taking mean values, of the microscopic
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quantities by realization that a system can assume a large number of microstates.

This idea is now to be transferred to quantum systems [12, 13].

In classical statistical mechanics, a microstate corresponds to a certain point

in phase space (r⃗i (t) , p⃗i (t)). For quantum mechanics, we do not determine the

coordinates and momenta of the particles simultaneously and possibly think state

of particles or a system described by a wave function (wave-particle duality). So

we replace the classical phase-space coordinate (r⃗i (t) , p⃗i (t)) to the time evolution

of wave function Ψ (r⃗1, . . . , r⃗n, t) of the system [13]. Furthermore, we promote

measurable observables to mathematical operators. When we measure the sys-

tem, it jumps to an eigenstate of the dynamical variable that is being measured

according to eigenvalue equation.

ÂΨ = aΨ. (2.9)

In general, eigenvalues a of the system can assume only certain values. But in

the macroscopic world, the eigenvalues (e.g. energy) are very close to each other.

Then they should have a lot of states having eigenvalues between two-eigenvalues.

We define Ψ(i) (r⃗1, . . . , r⃗n, t) to be the specific microstates corresponding to differ-

ent wave functions. In quantum statistical mechanics, we can measure the most

general expectation values of operator by

⟨Â⟩ =
∑
i,k

ρki⟨Ψ(i)|Â|Ψ(k)⟩. (2.10)

Notice that expectation values in quantum statistical mechanics are multipli-

cation of the probability ρki in statistical mechanics and the expectation value

⟨Ψ(i)|Â|Ψ(k)⟩ in quantum mechanics. If we let Ψ(i) =
∑

l a
(i)
l ψl and i = k in

equation (2.10), then ρki → ρi and

⟨Â⟩ =
∑
k,k′

(∑
i

ρia
(i)∗
k a

(i)
k′

)
⟨ψk|Â|ψk′⟩

=
∑
k,k′

ρk′k⟨ψk|Â|ψk′⟩ =
∑
k,k′

⟨ψk′|ρ̂|ψk⟩⟨ψk|Â|ψk′⟩,

=
∑
k′

⟨ψk′|ρ̂Â|ψk′⟩ = Tr
(
ρ̂Â
)
, (2.11)

where ρk′k =
∑

i ρia
(i)∗
k a

(i)
k′ and we now let probability ρk′k be the matrix elements

of an operator ρ̂ =
∑

i ρi|Ψ
(i)
k′ ⟩⟨Ψ

(i)
k |, it is called the density operator [13].

In statistical mechanics, the grand canonical density operator is given by

ρn =
e
− (En−µN)

kBT∑
n,N e

− (En−µN)
kBT

, (2.12)
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where En, µ, N , kB and T are energy, chemical potential, number of particle,

Boltzmann constant and temperature, respectively. The grand canonical partition

function becomes

Z (T, V, µ) =
∑
n,N

e
− (En−µN)

kBT . (2.13)

Since

Tr

(
e
− (Ĥ−µN̂)

kBT

)
=

∑
n

⟨ψn|e
− (Ĥ−µN̂)

kBT |ψn⟩ =
∑
n

⟨ψn|
∞∑
k=0

(
−(Ĥ−µN̂)

kBT

)k

k!
|ψn⟩,

=
∑
n,N

⟨ψn|
∞∑
k=0

(
− (En−µN)

kBT

)k
k!

|ψn⟩ =
∑
n,N

⟨ψn|e
− (En−µN)

kBT |ψn⟩,

=
∑
n,N

e
− (En−µN)

kBT = Z (T, V, µ) , (2.14)

where Ĥ and N̂ are energy and number operator, respectively. We can change

equations (2.12) and (2.13) to an operator equation, in quantum statistical me-

chanics, which can be written generally in an any basis

ρ̂ =
e
− (Ĥ−µN̂)

kBT

Tr

(
e
− (Ĥ−µN̂)

kBT

) . (2.15)

In the classical point of view, we can always determine all coordinates and mo-

menta of the particles at each time. Therefore we can keep track of particles even

though they may look alike. But from the point of view in quantum mechanics,

we cannot specify all coordinates and momenta more accurately in phase space

than the size h3 (3-dimensional space) of a phase-space cell according to uncer-

tainty principle. we can mention only the total probability of finding a particle in

a phase-space cell, then we cannot label the particle and follow the trajectory of

them, i.e., identical particles are truly indistinguishable [13].

Because of the indistinguishability of identical particles which does not exist

in classical mechanics, we see that the quantum Hamiltonian should be invariance

under the enumerated changing of the particle coordinates and momenta. We can

define the permutation operator P̂ik which commute Halmiltonian operator Ĥ.

Then the eigenvalue problem of the P̂ik has a form

P̂ikΨ(. . . , r⃗i, . . . , r⃗k, . . .) = λΨ(. . . , r⃗i, . . . , r⃗k, . . .) ,

Ψ(. . . , r⃗k, . . . , r⃗i, . . .) = λΨ(. . . , r⃗i, . . . , r⃗k, . . .) ,
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where λ is a eigenvalue of the permutation operator P̂ik. If we permute again, it

holds that

P̂ 2
ikΨ(. . . , r⃗i, . . . , r⃗k, . . .) = Ψ (. . . , r⃗i, . . . , r⃗k, . . .) = λ2Ψ(. . . , r⃗i, . . . , r⃗k, . . .) .(2.16)

Thus, the permutation operator P̂ik can have only the eigenvalues λ = ±1. If

λ = +1, the wave function is said that symmetric and if λ = −1, the wave

function is said to be anti-symmetric. In other words, there exist two kinds of

particles in the nature. Particles which are described by symmetric wave functions,

they are called bosons, and particles that are described by anti-symmetric wave

functions, they are called fermions. There are two interesting property of bosons

and fermions. The wave function construction in such a way they are either

completely symmetric or completely anti-symmetric. The fermions must obey

the Pauli exclusion principle, i.e., two equal fermions cannot occupy the same

one-particle state. But bosons can violate this principle, i.e., bosons can occupy

the same one-particle state. Moreover, the spin-statistics theorem, implies that

fermions have half-integer spin and bosons have integer spin [14, 15].

We shall now consider ideal and non-interacting quantum systems. Hamil-

tonian operator can be split into a sum of one-particle operators

Ĥ (r⃗1, . . . , r⃗n, p⃗1, . . . , p⃗n) =
n∑

i=1

ĥ (r⃗i, p⃗i) .

Each operator ĥ (r⃗i, p⃗i) satisfy ĥψk (r⃗) = ϵkψk (r⃗), where ψk (r⃗) is a one-particle

functions, then the general eigenfunction is

ΨE
k1,...,kn

(r⃗1, . . . , r⃗n) =
n∏

i=1

ψki (r⃗i) .

This product wave function can be written in Dirac’s notation, we have ket state

vectors are

|k1, . . . , kn⟩ = |k1⟩|k2⟩ . . . |kn⟩. (2.17)

It means that a particle no.1 is in the quantum state k1, a particle no.2 is in the

state k2, etc. And the bra state vectors are

⟨k1, . . . , kn| = ⟨kn|⟨kn−1| . . . ⟨k1|. (2.18)

When we consider the anti-symmetric wave functions, the fermions, they can be

written in Dirac’s notation

|k1, . . . , kn⟩A =
1√
n!

∑
P

(−1)P P̂ |k1, . . . , kn⟩,

=
1√
n!

∑
P

(−1)P P̂ |kP1 , . . . , kPn⟩, (2.19)
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for the symmetric wave functions, bosons, they are similarly

|k1, . . . , kn⟩S =
1√

n!n1!n2! . . .

∑
P

P̂ |k1, . . . , kn⟩,

=
1√

n!n1!n2! . . .

∑
P

P̂ |kP1 , . . . , kPn⟩, (2.20)

and if we act the Hamiltonian operator on the wave functions, the eigenvalue

problem are

Ĥ|k1, . . . , kn⟩S,A = E|k1, . . . , kn⟩S,A with E =
n∑

i=1

ϵk. (2.21)

If we enumerate the one-particle state |k⟩ by the index k, then each state |k⟩
has the occupation number {n1, n2, . . .} which determine n-particle state. For

fermions, each occupation number have values nk = 0, 1 but occupation number

of bosons have values nk = 0, 1, . . . , n. Moreover, we get the occupation number

condition,
∑∞

k=1 nk = n, and the energy of equation (2.21) can be expressed in

terms of the occupation numbers, E =
∑∞

k=1 nkϵk [13].

We instead represent the quantum numbers of the occupied states by the

occupation numbers.

|n1, n2, . . .⟩S,A ≡ |k1, k2, . . . , kn⟩S,A. (2.22)

Then, we have

Ĥ|n1, n2, . . .⟩S,A = E|n1, n2, . . .⟩S,A with E =
∞∑
k=1

nkϵk, (2.23a)

N̂ |n1, n2, . . .⟩S,A = n|n1, n2, . . .⟩S,A with n =
∞∑
k=1

nk, (2.23b)

where N̂ is a number operator. From equation (2.14), it changes to

Z (T, V, µ) =
∑
nk

e
−

∑∞
k=1 nk(ϵk−µ)

kBT where nk =

0, 1 Fermions

0, 1, 2, . . . Bosons
. (2.24)

We consider only fermions, then

ZFD (T, V, µ) =
1∑

n1,n2,...=0

(
e
− (ϵ1−µ)

kBT

)n1
(
e
− (ϵ2−µ)

kBT

)n2

. . . ,

=
∞∏
k=1

1∑
nk=0

(
e
− (ϵk−µ)

kBT

)nk

,

=
∞∏
k=1

(
1 + e

− (ϵk−µ)
kBT

)
, (2.25)
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and

lnZ =
∑
k

ln

(
1 + e

− (ϵk−µ)
kBT

)
. (2.26)

From statistical mechanics, the grand canonical potential is

Φ (T, V, µ) = −kBT lnZ (T, V, µ) = U − TS − µN = −PV, (2.27)

then

P =
kBT

V
lnZ (T, V, µ) , (2.28)

and another thermodynamics quantities

N (T, V, µ) = kBT
∂

∂µ
lnZ|T,V =

∞∑
k=1

1(
e
(ϵk−µ)
kBT + 1

) , (2.29a)

U (T, V, µ) = − ∂

∂β
lnZ|z,V =

∞∑
k=1

ϵk(
e
(ϵk−µ)
kBT + 1

) , (2.29b)

where z = e
µ

kBT [13].

2.3 Einstein equations of spherically symmetric

star

General relativity is the physical theory of gravity, it was constructed by Albert

Einstein in 1915. This theory use the notion of the metric to measure the distance

between two points in space-time, denoted by ds2 = gµνdx
µdxν . The distance

square is invariant under Lorentz transformations and the form of metric tensor,

gµν , come from the energy and matter that is present in a given region of space-

time. The existences of the energy and matter determine geometry of space-time

and the equation which connects energy-matter and geometry together is called

the Einstein’s equation. So we may say that the fundamental idea of this theory is

to deeply relate gravity, energy-momentum tensor, and the curvature of space-time

together.

2.3.1 Einstein equations and Tolman-Oppenheimer-Volkoff

(TOV) equation in 4 dimensions

We find solutions of Einstein’s equation of hydrostatic equilibrium for a spherical

symmetric star. The general form of metric in 4 dimensional space-time, spherical
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coordinates, is defined by [16]

ds2 = A(r)c2dt2 −B(r)dr2 − r2
(
dθ2 + sin2 θdϕ2

)
, (2.30)

where the two arbitrary functions A(r) and B(r) are determined by the energy

and matter that we consider and require that A(r)c2 → c2, B(r) → 1 as r → ∞
[17]. We assume the energy and matter to be described by a perfect fluid, so that

[18]

T µ
ν =


ρc2 0 0 0

0 −Pr 0 0

0 0 −Pθ1 0

0 0 0 −Pθ2

 . (2.31)

The Lagrangian of equation (2.30) is [17]

L = A(r)c2ṫ2 −B(r)ṙ2 − r2
(
θ̇2 + sin2 θϕ̇2

)
, (2.32)

and we can find Christoffle symbols

Γt
tr = Γt

rt =
A′

2A
, (2.33a)

Γr
tt =

A′c2

2B
, Γr

rr =
B′

2B
, Γr

θθ = − r

B
, Γr

ϕϕ = −r sin
2 θ

B
, (2.33b)

Γθ
rθ = Γθ

θr =
1

r
, Γθ

ϕϕ = − sin θ cos θ, (2.33c)

Γϕ
rϕ = Γϕ

rϕ =
1

r
, Γϕ

θϕ = Γϕ
ϕθ = cot θ. (2.33d)

The others of Christoffle symbol are all zero. The Riemann tensor

Rtr
tr =

A′′

2AB
− A′B′

4AB2
− A′2

4A2B
, Rrθ

rθ = − B′

2rB2
,

Rtθ
tθ =

A′

2rAB
, Rrϕ

rϕ = − B′

2rB2
,

Rtϕ
tϕ =

A′

2rAB
, Rθϕ

θϕ = −B − 1

r2B
.
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There are only four non zero components of the Ricci tensor. They are

Rt
t = Rrt

rt +Rθt
θt +Rϕt

ϕt,

=
A′′

2AB
− A′B′

4AB2
− A′2

4A2B
+

A′

rAB
, (2.34a)

Rr
r = Rtr

tr +Rθr
θr +Rϕr

ϕr,

=
A′′

2AB
− A′B′

4AB2
− A′2

4A2B
− B′

rB2
, (2.34b)

Rθ
θ = Rtθ

tθ +Rrθ
rθ +Rϕθ

ϕθ,

=
A′

2rAB
− B′

2rB2
− B − 1

r2B
, (2.34c)

Rϕ
ϕ = Rtϕ

tϕ +Rrϕ
rϕ +Rθϕ

θϕ,

=
A′

2rAB
− B′

2rB2
− B − 1

r2B
. (2.34d)

From Einstein equation

Gµ
ν = Rµ

ν − gµν
R

2
=

8πG

c4
T µ

ν , (2.35)

where G and c are Newton’s constant and speed of light, respectively. We can

calculate Gµ
ν

Gt
t = −Rrθ

rθ −Rrϕ
rϕ −Rθϕ

θϕ =
B′

rB2
+
B − 1

r2B
, (2.36a)

Gr
r = −Rtθ

tθ −Rtϕ
tϕ −Rθϕ

θϕ = − A′

rAB
+
B − 1

r2B
, (2.36b)

Gθ
θ = −Rtr

tr −Rtθ
tθ −Rrθ

rθ

= − A′′

2AB
+

A′B′

4AB2
+

A′2

4A2B
− A′

2rAB
+

B′

2rB2
, (2.36c)

Gϕ
ϕ = −Rtr

tr −Rtϕ
tϕ −Rrϕ

rϕ = Gθ
θ. (2.36d)

Consider Gt
t component in perfect fluid case, we can solve to find the function

B(r)

Gt
t =

B′

rB2
+
B − 1

r2B
=

8πG

c4
ρc2,

rB′

B2
+
B − 1

B
=

8πG

c2
ρr2 −→ r

B − 1

B
=

8πG

c2

∫ r

0

ρr2dr,

∴ B(r) =
1

1− 2G
∫ r
0 ρ4πr2dr

c2r

=
1

1− 2GM
c2r

where M =

∫ r

0

ρ4πr2dr. (2.37)
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Consider Gr
r component in perfect fluid case, we have

Gr
r =

B − 1

r2B
− A′

rAB
= −8πG

c4
Pr,

2GM

c2r3
−
(
1− 2GM

c2r

)
A′

rA
= −8πG

c4
Pr −→ A′

A
=

2GM
c2

+ 8πG
c4
Prr

3

r2
(
1− 2GM

c2r

) ,

∴ A′

A
=

2GM

c2r2

(
1 +

4πr3

M

Pr

c2

)(
1− 2GM

c2r

)−1

. (2.38)

Moreover, we consider the energy momentum conserved ∇µT
µ
ν = 0 by let ν = r,

c = 1 and Pr = Pθ1 = Pθ2 = P , it leads to the important equation, called the

Tolman-Oppenheimer-Volkoff equation (TOV equation)

∇µT
µ
ν = ∂µT

µ
r + Γµ

µαT
α
r − Γα

rµT
µ
α,

= ∂µT
µ
r + Γµ

µrT
r
r −

(
Γt

rtT
t
t + Γr

rrT
r
r + Γθ

rθT
θ
θ + Γϕ

rϕT
ϕ
ϕ

)
,

= −dPr

dr
+
(
Γt

tr + Γr
rr + Γθ

θr + Γϕ
ϕr

)
(−Pr)

−
(
Γt

rtρ+ Γr
rr(−Pr) + Γθ

rθ(−Pθ) + Γϕ
rϕ(−Pϕ)

)
,

= −dP
dr

− (ρ+ P )Γt
tr = 0,

∴ dP

dr
= −(ρ+ P )

2

A′

A
, (2.39a)

= −GMρ

r2

(
1 +

P

ρ

)(
1 +

4πr3P

M

)(
1− 2GM

r

)−1

. (2.39b)

The TOV equation completely determines the structure of a spherically symmetric

body of isotropic material which is in static gravitational equilibrium. Further-

more, equations (2.37) and (2.39b) use to describe the interior of a spherical, static,

relativistic star.

2.3.2 Relation between thermodynamic property and TOV

equation

Notice that the TOV equation (2.39a) concerns energy density and pressure of mat-

ter. From thermodynamics, we know that both quantities are related by equation

(2.8). Then we can connect the thermodynamic relation and energy conserved

condition with the TOV equation (2.39a). Taking derivative of equation (2.8), we

get

dρ

dr
+
dP

dr
=
dµ

dr
n+ µ

dn

dr
,
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use equation (2.7) (∴ µdn
dr

= dρ
dn

· dn
dr

= dρ
dr
)

dP

dr
= −dρ

dr
+
dµ

dr
n+

dρ

dr
= n

dµ

dr
, (2.40)

substitute into TOV equation (2.39a)

dP

dr
+

1

2A

dA

dr
(ρ+ P ) = 0 −→ n

dµ

dr
+

1

2A

dA

dr
µn = 0,

µ′

µ
+
A′

2A
= 0 −→ ln

(
µ
√
A
)
= C,

∴ µ (r) =
eC√
A(r)

, (2.41)

where C is a constant. If we consider at zero temperature and r = 0, then we

have µ (T = 0) equal to Fermi energy, denoted by ϵF .

2.4 Degenerate star

The term compact star (sometimes called compact object) is used to refer collec-

tively to white dwarfs, neutron stars, other exotic dense stars, and black holes.

They form the endpoint of stellar evolution. A star radiate all the time so it loses

nuclear energy reservoir in a finite time. When the nuclear fuel of the star has

been consumed, the gas pressure of the hot interior can no longer support the

gravity of matter in the star and the star collapses to a denser state. We call the

compact star which is built by degenerate matter that a degenerate star. There

are two major differences between degenerate stars and normal stars. First, they

do not use nuclear fuel to generate thermal pressure against the gravitational col-

lapse, they are supported by the pressure of degenerate matter. Second, the size

of degenerate stars is smaller than normal stars when both of them are having the

same mass [19, 20].

White dwarf was the first object of compact star which was studied. Ini-

tially, Frederick William Herschel [21] investigated double stars. Then many as-

tronomers, e.g. Friedrich Georg Wilhelm von Struve, Friedrich Wilhelm Bessel,

Otto Wilhelm von Struve, Walter Adams etc., had studied continuously via ob-

servation. Willem Jacob Luyten [22, 23, 24, 25] appeared to had been the first to

used the term white dwarf in 1922 and the term was later popularized by Arthur

Stanley Eddington [26]. In December 1926, Ralph Howard Fowler [27] applied

non-relativistic Fermi-Dirac statistics to explain electron degeneracy pressure hold-

ing up the star from gravitational collapse. Then Subrahmanyan Chandrasekhar
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[28, 29] improved this idea to describe the structure of white dwarf star in 1930.

He uses the relativistic form of the Fermi-Dirac statistics for the degenerate case.

He showed that the white dwarf should have a maximum mass of 1.4 times that

of the sun (now known as the Chandrasekhar limit, is an upper bound on the

mass of bodies made from electron-degenerate matter). In 1932, James Chadwick

[30] discovered the neutron. Immediately, the ideas formulated by Fowler for the

electron was generalized to neutron. The existence of a new class of compact star

was predicted with a large core of degenerate neutron, the neutron star. In 1934,

Walter Baade and Fritz Zwicky [31, 19] proposed the idea of neutron star, pointing

out that they would be at very high density and small radius, and would be much

more gravitationally bound than ordinary star. The first neutron star model cal-

culations were performed by Richard Chace Tolman, Julius Robert Oppenheimer

and George Michael Volkoff in 1939 [1, 2], describing the matter in such a star as

an ideal degenerate neutron gas. Their calculations also showed the existence of a

maximum mass, like in the case of white dwarf, above which the star is not stable

and collapses into a black hole. They found a maximum stable mass of 0.75 times

that of the sun [1, 2, 20]. An upper bound of the mass of stars which compose

degenerate neutron, the neutron star, is called the TolmanOppenheimerVolkoff

limit (or TOV limit). The TOV limit is analogous to the Chandrasekhar limit for

white dwarf star.

The coupled equations of relativistic stellar structure is derived first by Op-

penheimer and Volkoff (eqautions (2.37), (2.39a)). By rewriting them we can

arrive at the physical interpretation

dM(r) = 4πr2ρ(r)dr, (2.42a)

4πr2dP (r) = −GM(r)dM(r)

r2

(
1 +

P (r)

ρ(r)

)(
1 +

4πr3P (r)

M(r)

)(
1− 2GM(r)

r

)−1

.

(2.42b)

Let us think of a shell of matter in the star by radius r and thickness dr, equation

(2.42a) gives the mass-energy in this shell and equation (2.42b) expresses the

balance between the force acting on a shell of matter due to material pressure

from within and the weight of matter weighing down on it from without. The

first factor of equation (2.42b) is the attractive Newtonian force of gravity acting

on the shell by the mass interior to it and the other three factors are the exact

corrections for general relativity. So these equations express the balance at each

r between the internal pressure as it supports the overlaying material against the

gravitational collapse of the mass-energy interior to r. Since the derivative of
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pressure is negative, it is clear that the pressure decreases monotonically in a star.

Moreover, the equation of state P = P (ρ) is the manner in which the properties

of dense matter enter the equations of stellar structure [32].

There are two boundary conditions for the TOV equation. At r = 0, mass

of the star becomes zero, M(r = 0) = 0, and the pressure in the center of the

star can be an arbitrary value, P (r = 0) = P0 > 0. Consider the pressure drop

to zero, it cannot support overlaying material against the gravitational collapse

exerted on it from the mass within and so marks the edge of the star. The point

R where the pressure vanishes defines the radius of the star. Thus at the edge of

the star, r = R, the pressure go to zero, P (r = R) = 0, and the mass of the star

is then read off at this point, M(r = R) =Mtotal [32, 33].

Electron and neutron are fermions, particles of half odd-integer spin. They

obey the Pauli exclusion principle, not more than one fermion can occupy a given

quantum state. We neglect all interactions so the simplest model for the equation

of state of white dwarf and neutron star can be thought of as an ideal degenerate

Fermi gas. Ideal in this context means that all interactions are ignored and degen-

erate means that all quantum states up to a given energy, called the Fermi energy,

are occupied. Thus, in summing over the occupied states over the energies, we

want to sum or integrate over momentum states. From quantum mechanics we

recall normalization of momentum states in a box of dimension L [32], so that

1

L3

∑
k

· · · −→
∫

d3k

(2π)3
· · · = 1

2π2

∫ kF

0

k2dk · · · .

For degenerate systems, all energy states are filled in order up to the Fermi energy

or in the case that momentum eigenstates are used, up to the Fermi momentum,

and we let subscript F to denote the Fermi energy and momentum and set c =

~ = 1. Then the energy density, pressure and number density at zero temperature

are given by [32, 33]

ρ =
gs
2π2

∫ kF

0

dkk2
√
k2 +m2, (2.43a)

P =
1

3

gs
2π2

∫ kF

0

dk
k4√

k2 +m2
, (2.43b)

n =
gs
2π2

∫ kF

0

dkk2, (2.43c)

where gs = (2s + 1) denotes the degenerate spin state, for electron and neutron

s = 1
2
and gs = 2, and the Fermi momentum kF is related to the chemical potential

µ via [32, 33]

µ =
√
k2F +m2. (2.44)
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We can integrate analytically to find energy density, pressure and number density

[32, 33], we have

ρ =
1

4π2

(
µkF

(
µ2 − 1

2
m2

)
− 1

2
m4 ln

(
µ+ kF
m

))
, (2.45a)

P =
1

12π2

(
µkF

(
µ2 − 5

2
m2

)
+

3

2
m4 ln

(
µ+ kF
m

))
, (2.45b)

n =
k3F
3π2

. (2.45c)

These equations of state are roughly approximation to easy solving. Indeed, at

very high density, the nuclear force, especially the repulsive components, will

become important. Electron would react with proton to form neutron via inverse

beta decay or electron capture and the nuclear force therefore provides additional

resistance to gravitational attraction beyond that provided by the neutron Fermi

pressure. Nevertheless, the Fermi gas model for the equations of state use the

fundamental idea, i.e. the role of the Pauli exclusion principle, to deal with dense

matter and this model can be improved by (1) include the Fermi distribution at

finite temperature, (2) consider many species of matter, (3) rotation of the star, (4)

effect of the Coulomb force and magnetic field, (5) effect of nuclear interactions and

finally (6) phase transitions, such as quark deconfinement or kaon condensation

[19, 32]. So we can say that the main uncertainty in degenerate star model is

the equation of state. After the work of Tolman, Oppenheimer and Volkoff, there

are now many models of degenerate star giving different mass limits and other

properties.

Unfortunately, when we consider the effects of strong interaction, the un-

derlying theory for this interaction is the quantum chromodynamics (QCD). The

perturbative method cannot be used in the strong-coupling regime observed at low

temperature. However, we can use the holographic principle and the weak-strong

duality to deal with this problem by performing calculations of the partition func-

tion in five dimensional Anti de Sitter space. Although we do not consider strong

interaction in AdS5 partition function, the effect of interaction has been included

in four dimensional spacetime via duality. We use an ideal degenerate Fermi gas

model in five dimensional Anti de Sitter space to study a degenerate star in the

5 dimensional AdS space. At present, the physical relevance of the 5 dimensional

degenerate star in the AdS space to the realistic degenerate star in 4 dimension

is still unclear [7]. In the future, we hope that we can use duality to describe

behavior of a degenerate star in four dimensional spacetime.
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2.5 Landau energy level

A particle that has a spin also has a certain intrinsic magnetic moment µ. The

intrinsic magnetic moment of the electron is µB = − e~
2m

, where e, ~, and m are

electric charge of the electron, reduced Planck constant and mass of the electron,

respectively. This quantity is called Bohr magneton. The magnetic moment of

heavy particles is measured in nuclear magnetons, µN = e~
2mp

where mp is a mass

of the proton. The intrinsic magnetic moment of the proton, µp, and neutron, µn,

are found by experiment. The magnetic moment of the proton is parallel to the

spin but the magnetic moment of the neutron is opposite to the spin [34].

In classical mechanics, Hamiltonian of a charged particle in an electromag-

netic field is

H =
1

2m

(
p− q

c
A
)2

+ qϕ, (2.46)

where p, ϕ and A are generalized momentum of the particles, the electric scalar

potential, and the components of the magnetic vector potential, respectively. If the

particle has a spin, then the intrinsic magnetic moment of the particle interacts

directly with the magnetic field. Since the spin is a purely quantum effect, it

vanishes in the classical limit. In quantum mechanics, we include an extra term,

−µ·B corresponding to the energy of the magnetic moment µ in the magnetic field

B, and promote dynamical variable to the operator [34]. Thus the Hamiltonian

of a particle with a spin is

Ĥ =
1

2m

(
p̂− q

c
Â
)2

+ qϕ− µ̂ ·B. (2.47)

In general, we must keep in mind that the momentum operator p̂ does not commute

with the magnetic vector potential A to expanding the square. Let us consider a

particle move in a uniform magnetic field [35]. Let Ax = −By, Ay = Az = 0 = ϕ

and the wave function in the form ψ = e(
i
~ )(pxx+pzz)χ(y). Then we can obtain the

expression for the energy levels of a particle in a uniform magnetic field [34]

E = (n+
1

2
+ σ)~ωH +

p2z
2m

, (2.48)

where ωH = |e|B
mc

and n = 0, 1, 2, . . .. Notice that the energy in the x-y plane gives

the discrete energy values corresponding to motion in a plane perpendicular to

the field, it is called Landau energy level [34].



Chapter III

HOLOGRAPHIC DEGENERATE STAR

UNDER EXTERNAL MAGNETIC FIELD

Analytic calculations are performed rigorously in this chapter. We use the

notion of holographic description to study a degenerate star. In de Boer et al’s

work [6, 7], they propose that composite operators in the CFT correspond to a

degenerate Fermi gas in AdS space. Thus, we must extend Einstein equations

from 4D to 5D in AdS space and find the coupled equations of motion to study

properties of strongly coupled degenerate star. Moreover, we take into account

the external magnetic field and finite temperature in our system. Energy’s system

is separated to be energy level, called Landau energy level, and equations of state

of the system obey Fermi-Dirac statistics.

3.1 The equation of hydrostatic equilibrium for

a spherical symmetric star in d dimensions

We solve Einstein’s equation in d-dimensional. From the Einstein’s equation, we

have

Gµ
ν = Rµ

ν − gµν
R

2
= Vd−2Cd−1T

µ
ν , (3.1)

where Rµ
ν , g

µ
ν , R, T

µ
ν , Vd−2, Cd−1 are Ricci tensor, metric tensor, Ricci scalar,

energy momentum tensor, the area of Sd−2 and constant
(

16πG
(d−2)Vd−2c4

)
, respectively.

Momentum tensor’s form is perfect fluid

T µ
ν =



ρc2

−Pr

−Pθ1

. . .

−Pθd−2


, (3.2)
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and we use a spherically symmetric metric in d dimension [36]

ds2 = A(r)c2dt2 −B(r)dr2 − r2dΩ2
d−2

= A(r)c2dt2 −B(r)dr2 − r2dθ21 − r2 sin2 θ1

(
dθ22 + · · ·+

d−3∏
i=2

sin2 θidθ
2
d−2

)

= A(r)c2dt2 −B(r)dr2 − r2dθ21 − r2 sin2 θ1

(
dθ22 +

d−2∑
j=3

j−1∏
i=2

sin2 θidθ
2
j

)
.(3.3)

Thus, the Lagrangian of this metric is given by

L = A(r)c2ṫ2 −B(r)ṙ2 − r2θ̇21 − r2 sin2 θ1

(
θ̇22 +

d−2∑
j=3

j−1∏
i=2

sin2 θiθ̇
2
j

)
. (3.4)

In this thesis, we use the functions A(r) and B(r) to find formulation but our

calculation adjust them to A(r)2 and B(r)2, respectively. Use Lagrange’s equation

to find the equations of motion and affine connection

∂τ

(
∂L

∂q̇

)
=
∂L

∂q
. (3.5)

In each component, we show first step, the equations of motion and affine connec-

tion, respectively. Consider time component, we have ∂τ
(
∂L
∂ṫ

)
= ∂L

∂t
,

∂τ
(
2Ac2ṫ

)
= 0,

we get the equation of motion in t component is inform

ẗ+
A′

A
ṙṫ = 0, (3.6)

and the affine connection in t component is

Γt
rt = Γt

tr =
A′

2A
. (3.7)

Consider r component, we have ∂τ
(
∂L
∂ṙ

)
= ∂L

∂r
,

−2B′ṙ2 − 2Br̈ = A′c2ṫ2 −B′ṙ2 − 2rθ̇21 − 2r sin2 θ1

(
θ̇22 +

d−2∑
j=3

j−1∏
i=2

sin2 θiθ̇
2
j

)
,

we obtain the equation of motion in r component,

r̈ +
A′c2

2B
ṫ2 +

B′

2B
ṙ2 − r

B
θ̇21 −

r sin2 θ1
B

(
θ̇22 +

d−2∑
j=3

j−1∏
i=2

sin2 θiθ̇
2
j

)
= 0, (3.8)

and the affine connection in r component is

Γr
tt =

A′c2

2B
,Γr

rr =
B′

2B
,Γr

θ1θ1
=

−r
B
,Γr

θ2θ2
=

−r sin2 θ1
B

,

. . . ,Γr
θjθj

=
−r sin2 θ1

B

j−1∏
i=2

sin2 θi. (3.9)
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Consider θ1 component, we have ∂τ

(
∂L
∂θ̇1

)
= ∂L

∂θ1
,

−
(
2rṙθ̇1 + r2θ̈1

)
= −r2 sin θ1 cos θ1

(
θ̇22 +

d−2∑
j=3

j−1∏
i=2

sin2 θiθ̇
2
j

)
,

we get the equation of motion in θ1 component is inform

θ̈1 +
2

r
ṙθ̇1 − sin θ1 cos θ1

(
θ̇22 +

d−2∑
j=3

j−1∏
i=2

sin2 θiθ̇
2
j

)
= 0, (3.10)

and the affine connection in θ1 component is

Γθ1
rθ1

= Γθ1
θ1r

=
1

r
,Γθ1

θ2θ2
= − sin θ1 cos θ1,

. . . ,Γθ1
θjθj

= − sin θ1 cos θ1

j−1∏
i=2

sin2 θi, (3.11)

which 3 6 j 6 d− 2. Consider θ2 component, we have ∂τ

(
∂L
∂θ̇2

)
= ∂L

∂θ2
,

−
(
2rṙ sin2 θ1θ̇2 + 2r2 sin θ1 cos θ1θ̇1θ̇2 + r2 sin2 θ1θ̈2

)
= −r2 sin2 θ1 sin θ2 cos θ2

d−2∑
j=3

j−1∏
i=2

sin2 θiθ̇
2
j ,

we get the equation of motion in θ2 component is inform

θ̈2 +
2

r
ṙθ̇2 + 2 cot θ1θ̇1θ̇2 − sin θ2 cos θ2

d−2∑
j=4

j−1∏
i=3

sin2 θiθ̇
2
j = 0, (3.12)

and the affine connection in θ2 component is

Γθ2
rθ2

= Γθ2
θ2r

=
1

r
,Γθ2

θ1θ2
= Γθ2

θ2θ1
= cot θ1,

. . . ,Γθ2
θjθj

= − sin θ2 cos θ2

j−1∏
i=3

sin2 θi. (3.13)

which 4 6 j 6 d− 2. Consider θj component, we have ∂τ

(
∂L
∂θ̇j

)
= ∂L

∂θj
which j > 3

2rṙ sin2 θ1

j−1∏
i=2

sin2 θiθ̇j + 2r2 sin θ1 cos θ1

j−1∏
i=2

sin2 θiθ̇1θ̇j

+ 2r2 sin2 θ1

j−1∑
l=2

j−1∏
i=2
i̸=l

sin2 θi sin θl cos θlθ̇lθ̇j + r2 sin2 θ1

j−1∏
i=2

sin2 θiθ̈j

= r2 sin2 θ1

d−2∑
k=j+1

k−1∏
i=2
i̸=j

sin2 θi sin θj cos θj θ̇2k,
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we get the equation of motion in θj component is inform

θ̈j +
2

r
ṙθ̇j + 2 cot θ1θ̇1θ̇j +

2
∑j−1

l=2

∏j−1
i=2
i̸=l

sin θl cos θl sin
2 θi∏j−1

i=2 sin
2 θi

θ̇lθ̇j

−
d−2∑

k=j+1

k−1∏
i=j+1

sin θj cos θj sin
2 θiθ̇2k = 0, (3.14)

and the affine connection in θj component is

Γ
θj
rθj

= Γ
θj
θjr

=
1

r
,Γ

θj
θ1θj

= Γ
θj
θjθ1

= cot θ1,Γ
θj
θlθj

= Γ
θj
θjθl

=

∏j−1
i=2
i̸=l

sin θl cos θl sin
2 θi∏j−1

i=2 sin
2 θi

= cot θl,Γ
θj
θkθk

= − sin θj cos θj

k−1∏
i=j+1

sin2 θi, (3.15)

which 2 6 l 6 j − 1 and j + 1 6 k 6 d− 2. Find Ricci scalar from

Rρ
σµν = ∂µΓ

ρ
νσ − ∂νΓ

ρ
µσ + Γρ

µλΓ
λ
νσ − Γρ

νλΓ
λ
µσ, (3.16a)

Rµν =Rλ
µλν , (3.16b)

R = Rµ
µ = gµνRµν . (3.16c)

For the component t

Rtt = Rλ
tλt = Rt

ttt +Rr
trt +Rθ1

tθ1t
+Rθ2

tθ2t
+ . . .+Rθi

tθit
+ . . .+R

θd−2

tθd−2t
,

Rt
ttt = ∂tΓ

t
tt − ∂tΓ

t
tt + Γt

tλΓ
λ
tt − Γt

tλΓ
λ
tt = 0,

Rr
trt = ∂rΓ

r
tt − ∂tΓ

r
rt + Γr

rλΓ
λ
tt − Γr

tλΓ
λ
rt,

=

(
A′′c2

2B
− A′B′c2

2B2

)
+

(
A′B′c2

4B2

)
−

(
(A′)2 c2

4AB

)
,

Rθ1
tθ1t

= ∂θ1Γ
θ1
tt − ∂tΓ

θ1
θ1t

+ Γθ1
θ1λ

Γλ
tt − Γθ1

tλΓ
λ
θ1t
,

=

(
A′c2

2rB

)
,

Rθ2
tθ2t

= ∂θ2Γ
θ2
tt − ∂tΓ

θ2
θ2t

+ Γθ2
θ2λ

Γλ
tt − Γθ2

tλΓ
λ
θ2t
,

=

(
A′c2

2rB

)
,

Rθi
tθit

= ∂θiΓ
θi
tt − ∂tΓ

θi
θit

+ Γθi
θiλ

Γλ
tt − Γθi

tλΓ
λ
θit
,

=

(
A′c2

2rB

)
,
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then

Rtt =
A′′c2

2B
− A′B′c2

4B2
− (A′)2 c2

4AB
+ (d− 2)

A′c2

2rB
, (3.17a)

gttRtt =
A′′

2AB
− A′B′

4AB2
− (A′)2

4A2B
+ (d− 2)

A′

2rAB
. (3.17b)

For the component r

Rrr = Rλ
rλr = Rt

rtr +Rr
rrr +Rθ1

rθ1r
+Rθ2

rθ2r
+ . . .+Rθi

rθir
+ . . .+R

θd−2

rθd−2r

Rt
rtr = ∂tΓ

t
rr − ∂rΓ

t
tr + Γt

tλΓ
λ
rr − Γt

rλΓ
λ
tr,

= −

(
A′′

2A
− (A′)2

2A2

)
+

(
A′B′

4AB

)
−

(
(A′)2

4A2

)
=

(A′)2

4A2
− A′′

2A
+
A′B′

4AB
,

Rr
rrr = ∂rΓ

r
rr − ∂rΓ

r
rr + Γr

rλΓ
λ
rr − Γr

rλΓ
λ
rr = 0,

Rθ1
rθ1r

= ∂θ1Γ
θ1
rr − ∂rΓ

θ1
θ1r

+ Γθ1
θ1λ

Γλ
rr − Γθ1

rλΓ
λ
θ1r
,

= −
(
− 1

r2

)
+

(
B′

2rB

)
−
(

1

r2

)
=

B′

2rB
,

Rθ2
rθ2r

= ∂θ2Γ
θ2
rr − ∂rΓ

θ2
θ2r

+ Γθ2
θ2λ

Γλ
rr − Γθ2

rλΓ
λ
θ2r
,

= −
(
− 1

r2

)
+

(
B′

2rB

)
−
(

1

r2

)
=

B′

2rB
,

Rθi
rθir

= ∂θiΓ
θi
rr − ∂rΓ

θi
θir

+ Γθi
θiλ

Γλ
rr − Γθi

rλΓ
λ
θir
,

= −
(
− 1

r2

)
+

(
B′

2rB

)
−
(

1

r2

)
=

B′

2rB
,

then

Rrr =
(A′)2

4A2
− A′′

2A
+
A′B′

4AB
+ (d− 2)

B′

2rB
, (3.18a)

grrRrr =
A′′

2AB
− (A′)2

4A2B
− A′B′

4AB2
− (d− 2)

B′

2rB2
. (3.18b)

For the component θ1

Rθ1θ1 = Rλ
θ1λθ1

= Rt
θ1tθ1

+Rr
θ1rθ1

+Rθ1
θ1θ1θ1

+Rθ2
θ1θ2θ1

+ . . .+Rθi
θ1θiθ1

+ . . .+R
θd−2

θ1θd−2θ1
,

Rt
θ1tθ1

= ∂tΓ
t
θ1θ1

− ∂θ1Γ
t
tθ1

+ Γt
tλΓ

λ
θ1θ1

− Γt
θ1λ

Γλ
tθ1
,

= −
(
− rA′

2AB

)
,
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Rr
θ1rθ1

= ∂rΓ
r
θ1θ1

− ∂θ1Γ
r
rθ1

+ Γr
rλΓ

λ
θ1θ1

− Γr
θ1λ

Γλ
rθ1
,

=

(
− 1

B
+
rB′

B2

)
+

(
− rB′

2B2

)
−
(
− 1

B

)
=
rB′

2B2
,

Rθ1
θ1θ1θ1

= ∂θ1Γ
θ1
θ1θ1

− ∂θ1Γ
θ1
θ1θ1

+ Γθ1
θ1λ

Γλ
θ1θ1

− Γθ1
θ1λ

Γλ
θ1θ1

= 0,

Rθ2
θ1θ2θ1

= ∂θ2Γ
θ2
θ1θ1

− ∂θ1Γ
θ2
θ2θ1

+ Γθ2
θ2λ

Γλ
θ1θ1

− Γθ2
θ1λ

Γλ
θ2θ1

,

= −
(
− csc2 θ1

)
+

(
− 1

B

)
−
(
cot2 θ1

)
= 1− 1

B
,

Rθi
θ1θiθ1

= ∂θiΓ
θi
θ1θ1

− ∂θ1Γ
θi
θiθ1

+ Γθi
θiλ

Γλ
θ1θ1

− Γθi
θ1λ

Γλ
θiθ1

,

= −
(
− csc2 θ1

)
+

(
− 1

B

)
−
(
cot2 θ1

)
= 1− 1

B
,

then

Rθ1θ1 = − rA′

2AB
+
rB′

2B2
+ (d− 3)

(
1− 1

B

)
, (3.19a)

gθ1θ1Rθ1θ1 =
A′

2rAB
− B′

2rB2
− (d− 3)

r2

(
1− 1

B

)
. (3.19b)

For the component θ2

Rθ2θ2 = Rλ
θ2λθ2

= Rt
θ2tθ2

+Rr
θ2rθ2

+Rθ1
θ2θ1θ2

+Rθ2
θ2θ2θ2

+ . . .+Rθi
θ2θiθ2

+ . . .+R
θd−2

θ2θd−2θ2
,

Rt
θ2tθ2

= ∂tΓ
t
θ2θ2

− ∂θ2Γ
t
tθ2

+ Γt
tλΓ

λ
θ2θ2

− Γt
θ2λ

Γλ
tθ2
,

=

(
−rA

′ sin2 θ1
2AB

)
,

Rr
θ2rθ2

= ∂rΓ
r
θ2θ2

− ∂θ2Γ
r
rθ2

+ Γr
rλΓ

λ
θ2θ2

− Γr
θ2λ

Γλ
rθ2
,

=

(
−sin2 θ1

B
+
rB′ sin2 θ1

B2

)
+

(
−rB

′ sin2 θ1
2B2

)
−
(
−sin2 θ1

B

)
=

rB′ sin2 θ1
2B2

,

Rθ1
θ2θ1θ2

= ∂θ1Γ
θ1
θ2θ2

− ∂θ2Γ
θ1
θ1θ2

+ Γθ1
θ1λ

Γλ
θ2θ2

− Γθ1
θ2λ

Γλ
θ1θ2

,

=
(
− cos2 θ1 + sin2 θ1

)
+

(
−sin2 θ1

B

)
−
(
− cos2 θ1

)
= sin2 θ1

(
1− 1

B

)
,

Rθ2
θ2θ2θ2

= ∂θ2Γ
θ2
θ2θ2

− ∂θ2Γ
θ2
θ2θ2

+ Γθ2
θ2λ

Γλ
θ2θ2

− Γθ2
θ2λ

Γλ
θ2θ2

= 0,
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Rθi
θ2θiθ2

= ∂θiΓ
θi
θ2θ2

− ∂θ2Γ
θi
θiθ2

+ Γθi
θiλ

Γλ
θ2θ2

− Γθi
θ2λ

Γλ
θiθ2

,

= −
(
− csc2 θ2

)
+

(
−sin2 θ1

B
− cos2 θ1

)
−
(
cot2 θ2

)
= sin2 θ1

(
1− 1

B

)
,

then

Rθ2θ2 = −rA
′ sin2 θ1
2AB

+
rB′ sin2 θ1

2B2
+(d− 3) sin2 θ1

(
1− 1

B

)
, (3.20a)

gθ2θ2Rθ2θ2 =
A′

2rAB
− B′

2rB2
−(d− 3)

r2

(
1− 1

B

)
. (3.20b)

For the component θi, i > 3

Rθiθi = Rλ
θiλθi

= Rt
θitθi

+Rr
θirθi

+Rθ1
θiθ1θi

+Rθ2
θiθ2θi

+ . . .+R
θj
θiθjθi

+ . . .+R
θd−2

θiθd−2θi

Rt
θitθi

= ∂tΓ
t
θiθi

− ∂θiΓ
t
tθi

+ Γt
tλΓ

λ
θiθi

− Γt
θiλ

Γλ
tθi
,

=

(
−rA

′ sin2 θ1
2AB

) i−1∏
k=2

sin2 θk,

Rr
θirθi

= ∂rΓ
r
θiθi

− ∂θiΓ
r
rθi

+ Γr
rλΓ

λ
θiθi

− Γr
θiλ

Γλ
rθi
,

=

(
−sin2 θ1

B

i−1∏
k=2

sin2 θk +
rB′ sin2 θ1

B2

i−1∏
k=2

sin2 θk

)

+

(
−rB

′ sin2 θ1
2B2

i−1∏
k=2

sin2 θk

)
−

(
−sin2 θ1

B

i−1∏
k=2

sin2 θk

)
,

=
rB′ sin2 θ1

2B2

i−1∏
k=2

sin2 θk,

Rθ1
θiθ1θi

= ∂θ1Γ
θ1
θiθi

− ∂θiΓ
θ1
θ1θi

+ Γθ1
θ1λ

Γλ
θiθi

− Γθ1
θiλ

Γλ
θ1θi

,

=

(
− cos2 θ1

i−1∏
k=2

sin2 θk + sin2 θ1

i−1∏
k=2

sin2 θk

)

+

(
−sin2 θ1

B

i−1∏
k=2

sin2 θk

)
−

(
− cos2 θ1

i−1∏
k=2

sin2 θk

)
,

= sin2 θ1

i−1∏
k=2

sin2 θk

(
1− 1

B

)
,
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Rθ2
θiθ2θi

= ∂θ2Γ
θ2
θiθi

− ∂θiΓ
θ2
θ2θi

+ Γθ2
θ2λ

Γλ
θiθi

− Γθ2
θiλ

Γλ
θ2θi

,

=

(
− cos2 θ2

i−1∏
k=3

sin2 θk + sin2 θ2

i−1∏
k=3

sin2 θk

)

+

(
−sin2 θ1

B

i−1∏
k=2

sin2 θk − cos2 θ1

i−1∏
k=2

sin2 θk

)
−

(
− cos2 θ2

i−1∏
k=3

sin2 θk

)
,

= sin2 θ1

i−1∏
k=2

sin2 θk

(
1− 1

B

)
,

we divide R
θj
θiθjθi

in three case. Case I, θj = θi, we have

Rθi
θiθiθi

= ∂θiΓ
θi
θiθi

− ∂θiΓ
θi
θiθi

+ Γθi
θiλ

Γλ
θiθi

− Γθi
θiλ

Γλ
θiθi

= 0,

Case II, j < i, we have

R
θj
θiθjθi

= ∂θjΓ
θj
θiθi

− ∂θiΓ
θj
θjθi

+ Γ
θj
θjλ

Γλ
θiθi

− Γ
θj
θiλ

Γλ
θjθi

,

=

(
− cos2 θj

i−1∏
k=j+1

sin2 θk + sin2 θj

i−1∏
k=j+1

sin2 θk

)

+

(
−sin2 θ1

B

i−1∏
k=2

sin2 θk − cos2 θ1

i−1∏
k=2

sin2 θk − cos2 θ2

i−1∏
k=3

sin2 θk

− cos2 θ3

i−1∏
k=4

sin2 θk − . . .− cos2 θj−1

i−1∏
k=j

sin2 θk

)

−

(
− cos2 θj

i−1∏
k=j+1

sin2 θk

)
,

= sin2 θ1

i−1∏
k=2

sin2 θk

(
1− 1

B

)
,

Case III, j > i, we have

R
θj
θiθjθi

= ∂θjΓ
θj
θiθi

− ∂θiΓ
θj
θjθi

+ Γ
θj
θjλ

Γλ
θiθi

− Γ
θj
θiλ

Γλ
θjθi

= −
(
− csc2 θi

)
+

(
−sin2 θ1

B

i−1∏
k=2

sin2 θk − cos2 θ1

i−1∏
k=2

sin2 θk−

cos2 θ2

i−1∏
k=3

sin2 θk − cos2 θ3

i−1∏
k=4

sin2 θk − . . .− cos2 θi−1

)
−
(
cot2 θi

)
,

= sin2 θ1

i−1∏
k=2

sin2 θk

(
1− 1

B

)
,
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then we have

Rθiθi =− rA′ sin2 θ1
2AB

i−1∏
k=2

sin2 θk +
rB′ sin2 θ1

2B2

i−1∏
k=2

sin2 θk

+ (d− 3) sin2 θ1

i−1∏
k=2

sin2 θk

(
1− 1

B

)
, (3.21a)

gθiθiRθiθi =
A′

2rAB
− B′

2rB2
− (d− 3)

r2

(
1− 1

B

)
. (3.21b)

Thus

Rt
t =

A′′

2AB
− A′B′

4AB2
− (A′)2

4A2B
+ (d− 2)

A′

2rAB
,

Rr
r =

A′′

2AB
− A′B′

4AB2
− (A′)2

4A2B
+ (d− 2)

B′

2rB2
,

Rθ1
θ1

=
A′

2rAB
− B′

2rB2
− (d− 3)

r2

(
1− 1

B

)
,

Rθ2
θ2

=
A′

2rAB
− B′

2rB2
− (d− 3)

r2

(
1− 1

B

)
,

Rθi
θi

=
A′

2rAB
− B′

2rB2
− (d− 3)

r2

(
1− 1

B

)
.

Consider Gt
t = Rt

t −
gtt
2

(
Rt

t +Rr
r +Rθ1

θ1
+Rθ2

θ2
+ . . .+Rθi

θi
+ . . .+R

θd−2

θd−2

)
=

Vd−2Cd−1T
t
t → Rt

t −
(
Rr

r + . . .+R
θd−2

θd−2

)
= 2Vd−2Cd−1ρc

2, then

(d− 2)
B′

rB2
+

(d− 2)(d− 3)

r2

(
1− 1

B

)
= 2Vd−2Cd−1ρc

2, (3.22)

B′ − (d− 3)

r
B = B2

(
2rVd−2Cd−1ρc

2

(d− 2)
− (d− 3)

r

)
. (3.23)

Change B → B2, so

B′ − (d− 3)

2r
B = B3

(
rVd−2Cd−1ρc

2

(d− 2)
− (d− 3)

2r

)
. (3.24)

Let b = B1−n and n = 3, we have b = B1−3 = B−2 moreover, db
dr

= (−2)
B3

dB
dr

→ dB
dr

=
B3

(−2)
db
dr
. So

B3

(−2)

db

dr
− (d− 3)

2r
B = B3

(
rVd−2Cd−1ρc

2

(d− 2)
− (d− 3)

2r

)
,

b′ + (d− 3)
b

r
=

(
(d− 3)

r
− 2rVd−2Cd−1ρc

2

(d− 2)

)
. (3.25)
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Put equation (3.25)×rd−3, we have

(d− 2) rd−3b′ + (d− 3) (d− 2) brd−4 =
(
(d− 3) (d− 2) r(d−4) − 2rd−2Vd−2Cd−1ρc

2
)
,

or (
r(d−3)b

)′
=

(
(d− 3) r(d−4) − 2rd−2Vd−2Cd−1ρc

2

(d− 2)

)
.

We get b in form

b = 1− 2c2Vd−2Cd−1

(d− 2) rd−3

∫
ρrd−2dr,

or

B2 =
1

1− 2c2Vd−2Cd−1

(d−2)rd−3

∫
ρrd−2dr

. (3.26)

If we consider an AdS Space(with a negative cosmological constant, Λ), then the

Einstein’s equation becomes

Gµ
ν + Λgµν = Vd−2Cd−1T

µ
ν , (3.27)

and equation (3.23) becomes

B′ − (d− 3)

r
B = B2

(
2rVd−2Cd−1ρc

2

(d− 2)
− (d− 3)

r
− 2Λr

(d− 2)

)
. (3.28)

Change B → B2, so that

B′ − (d− 3)

2r
B = B3

(
rVd−2Cd−1ρc

2

(d− 2)
− (d− 3)

2r
− Λr

(d− 2)

)
. (3.29)

Let b = B1−n and n = 3, we have b = B1−3 = B−2 moreover, db
dr

= (−2)
B3

dB
dr

→ dB
dr

=
B3

(−2)
db
dr
. So

B3

(−2)

db

dr
− (d− 3)

2r
B = B3

(
rVd−2Cd−1ρc

2

(d− 2)
− (d− 3)

2r
− Λr

(d− 2)

)
,

b′ + (d− 3)
b

r
=

(
(d− 3)

r
− 2rVd−2Cd−1ρc

2

(d− 2)
+

2Λr

(d− 2)

)
. (3.30)

Put equation (3.30)×rd−3, we have

(d− 2) rd−3b′ + (d− 3) (d− 2) brd−4 =
(
(d− 3) (d− 2) r(d−4) − 2rd−2Vd−2Cd−1ρc

2
)
,

or (
r(d−3)b

)′
=

(
(d− 3) r(d−4) − 2rd−2Vd−2Cd−1ρc

2

(d− 2)

)
.
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Then

b = 1− 2c2Vd−2Cd−1

(d− 2) rd−3

∫
ρrd−2dr +

2Λr2

(d− 2) (d− 1)
,

or

B2 =
1

1− 2c2Vd−2Cd−1

(d−2)rd−3

∫
ρrd−2dr + 2Λr2

(d−2)(d−1)

. (3.31)

Let 2Λ
(d−2)(d−1)

= 1
l2
, then

B2 =
1

1− 2c2Vd−2Cd−1

(d−2)rd−3

∫
ρrd−2dr + r2

l2

=
1

1− MCd−1

rd−3 + r2

l2

. (3.32)

Moreover, we have

M (r) =
2Vd−2

(d− 2)

∫
ρrd−2dr. (3.33)

Consider Gr
r = Rr

r −
grr
2

(
Rt

t +Rr
r +Rθ1

θ1
+Rθ2

θ2
+ . . .+Rθi

θi
+ . . .+R

θd−2

θd−2

)
=

Vd−2Cd−1T
r
r → Rr

r −
(
Rt

t + . . .+R
θd−2

θd−2

)
= 2Vd−2Cd−1Pr, then

(d− 2)A′

rAB
− (d− 2) (d− 3)

r2

(
1− 1

B

)
= 2Vd−2Cd−1Pr.

Use equation (3.22) from Gt
t, then we have

(d− 2)A′

rAB
+

(d− 2)B′

rB2
= 2Vd−2Cd−1

(
ρc2 + Pr

)
. (3.34)

Let equation (3.34)× rB
(d−2)

, so

A′

A
+
B′

B
=

2Vd−2Cd−1

(d− 2)
rB
(
ρc2 + Pr

)
. (3.35)

For A → A2, B → B2 ∴ A′

A
→ (A2)

′

A2 = 2A′

A
, B′

B
→ 2B′

B
, then equation (3.35)

becomes

A′

A
+
B′

B
=
Vd−2Cd−1rB

2

(d− 2)

(
ρc2 + Pr

)
,

Solve this equation to find relations between A and B, we have

A2 (r) =
e2χ(r)

B2 (r)
, (3.36)

where

χ (r) =
Vd−2Cd−1

(d− 2)

∫ (
ρ (r) c2 + Pr (r)

)
rB2 (r) dr. (3.37)
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So we have coupled equations of motion from equation (3.33) and (3.37)

M ′ (r) =
2Vd−2

(d− 2)
ρ (r) rd−2, (3.38a)

χ′ (r) =
Vd−2Cd−1

(d− 2)

(
ρ (r) c2 + Pr (r)

)
rB2 (r) . (3.38b)

Moreover, when we consider the energy momentum conserved ∇µT
µ
ν = 0 by let

ν = r, c = 1 and Pr = Pθ1 = . . . = Pθi = . . . = Pθd−2
= P , A → A2, it leads to the

TOV equation in d dimension that is given by

dP

dr
= − (ρ+ P )

A′

A
,

and use thermodynamic relation, we have

µ(r) =
ϵF
A(r)

. (3.39)

Then A(r) = ϵF
µ(r)

→ eχ(r)

B(r)
= ϵF

µ(r)
→ χ(r) − lnB(r) = ln ϵF − lnµ(r) ∴ χ′(r) =

B′(r)
B(r)

− µ′(r)
µ(r)

and the coupled equations of motion can be written new form of

relation between mass and chemical potential

M ′ (r) =
2Vd−2

(d− 2)
ρ (r) rd−2, (3.40a)

µ′ (r) = µ (r)

(
B′(r)

B(r)
− Vd−2Cd−1

(d− 2)

(
ρ (r) c2 + Pr (r)

)
rB2 (r)

)
. (3.40b)

3.2 Relativistic Landau energy level in 5 dimen-

sion

We solve Dirac equation to find relativistic energy level under electromagnetic field.

Our calculation considers only positive energy solution and uses Dirac gamma

matrices. Dirac equation is given by

i~γµ∂µψ −mcψ = 0, (3.41)

where ~, c and m are Planck constant, speed of light and mass of particle, respec-

tively and Dirac gamma matrices are

γ0 =

(
1 0

0 −1

)
, γ⃗ =

(
0 σ⃗

−σ⃗ 0

)
, (3.42)

where 1 and σ⃗ are 2 × 2 identity matrix and Pauli matrices[Appendix A], re-

spectively. We consider solution in two cases. First, positive energy solution,
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we have solution ψ (x) = u (p) e−ipx = u (p) e−iEt+ip⃗·x⃗ and Dirac equation is

(γµpµ −m)u (p) = 0. Second, negative energy solution, we have solution ψ (x) =

v (p) eipx = v (p) eiEt−ip⃗·x⃗ and Dirac equation is (γµpµ +m) v (p) = 0. We concern

only positive energy solution because we consider particle not the anti-particle.

Let ~ = c = 1, then

(γµpµ −m) = γ0p0 + γ1p1 + γ2p2 + γ3p3 −m14×4 = γ0E − γ⃗ · p⃗−m14×4,

=

(
(E −m) 12×2 −σ⃗ · p⃗

σ⃗ · p⃗ − (E +m) 12×2

)
. (3.43)

Consider particle in an external magnetic field ∴ pµ → pµ − qAµ

(γµ (pµ − qAµ)−m) =

(E − qA0 −m) 12×2 −σ⃗ ·
(
p⃗− qA⃗

)
σ⃗ ·
(
p⃗− qA⃗

)
− (E − qA0 +m) 12×2

 = 0.(3.44)

Let magnetic field be uniform in z-direction ∴ A0 = Ax = Az = 0, Ay = Bx. So

(γµ (pµ − qAµ)−m) =

(E −m) 12×2 −σ⃗ ·
(
p⃗− qA⃗

)
σ⃗ ·
(
p⃗− qA⃗

)
− (E +m) 12×2

 . (3.45)

Let u (p) =
(
ϕ
χ

)
, where ϕ and χ are two-component spinor. From (γµ (pµ − qA)−m)u (p) =

0, we have (E −m)ϕ = σ⃗ ·
(
p⃗− qA⃗

)
χ and (E +m)χ = σ⃗ ·

(
p⃗− qA⃗

)
ϕ, therefore

(
E2 −m2

)
ϕ =

(
σ⃗ ·
(
p⃗− qA⃗

))2
ϕ. (3.46)

Use Appendix A.1, equation (A.5), we have(
σ⃗ ·
(
p⃗− qA⃗

))2
=

(
σ⃗ ·
(
p⃗− qA⃗

))(
σ⃗ ·
(
p⃗− qA⃗

))
,

=
(
p⃗− qA⃗

)
·
(
p⃗− qA⃗

)
+ iσ⃗ ·

((
p⃗− qA⃗

)
×
(
p⃗− qA⃗

))
,

=
(
p⃗− qA⃗

)2
− iqσ⃗ ·

(
p⃗× A⃗+ A⃗× p⃗

)
.

Consider term
(
p⃗× A⃗+ A⃗× p⃗

)
(
p⃗× A⃗+ A⃗× p⃗

)
i

= ϵijk (pjAk + Ajpk) = ϵijk (pjAk − Akpj) ,

= ϵijk[pj, Ak] = −iϵijk[∇j, Ak],

= −i
(
∇⃗ × A⃗

)
i
= −i

(
B⃗
)
i
.

Then (
σ⃗ ·
(
p⃗− qA⃗

))2
=

(
p⃗− qA⃗

)2
− iqσ⃗ ·

(
−iB⃗

)
=

(
p⃗− qA⃗

)2
− qσ⃗ · B⃗

= p2 + q2B2x2 − qB (σz + 2xpy) . (3.47)
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We get equation [37]

{p2x + p2y + p2z − 2qBxpy + q2B2x2 − qBσz}ϕ =
(
E2 −m2

)
ϕ. (3.48)

But we want to study the Fermi gas in 5-dimensional AdS space, then we put

new momentum pw and coordinate w and consider solution in the form ϕ =

ei(pyy+pzz+pww)f (x). So equation (3.48) becomes

{p2x + p2y + p2z + p2w − 2qBxpy + q2B2x2 − qBσz}ϕ =
(
E2 −m2

)
ϕ. (3.49)

Change variables to operators and substitute ϕ by our solution. we get

{− d2

dx2
− d2

dy2
− d2

dz2
− d2

dw2
− 2qBxpy + q2B2x2 − qBσz}ei(pyy+pzz+pww)f (x)

=
(
E2 −m2

)
ei(pyy+pzz+pww)f (x) .

So

{− d2

dx2
+ (qBx− py)

2 − qBσz}f =
(
E2 −m2 − p2z − p2w

)
f.

Let ξ =
√
qB
(
x− py

qB

)
, a = E2−m2−p2z−p2w

qB
∴ d2

dx2 = d
dx

(
d
dx

)
= d

dξ

(
d
dξ

· dξ
dx

)
dξ
dx
,

d2

dx2 = d
dξ

(
d
dξ

·
√
qB
)√

qB = qB d2

dξ2
and ξ2 = qB

(
x− py

qB

)2
, we get(

− d2

dξ2
+ ξ2 − σz

)
f =

(
E2 −m2 − p2z − p2w

qB

)
f = af. (3.50)

The spinor function f may be chosen so that it is an eigenfunction of the operator

σz; σzf = µf , where µ = ±1
(
∵ σz =

(
1 0
0 −1

))
[37]. See appendix A.2, we have each

function component fµ in function f =
( fµ=1

fµ=−1

)
is a Hermite function. Moreover,

we have energy condition following from ordinary differential equation form which

is given by

E2
n = m2c4 + p2zc

2 + p2wc
2 + (2n− µ+ 1) 2mc2µBB. (n = 0, 1, 2, . . . , µ = ±1)

If we let j = n− µ
2
(we consider the case, µ = 0, throwing away the Zeeman energy

term), then we have

E2
j = m2c4 + p2zc

2 + p2wc
2 +

(
j +

1

2

)
4mc2µBB, (3.51a)

= m2c4 + p2nc
2 +

(
j +

1

2

)
4mc2µBB.

(
p2n = p2z + p2w

)
(3.51b)

From equations (3.51a) and (3.51b), energy is quantized in x − y plane and can

be degenerate, i.e., there are several states with the same one-particle energy. We
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find the number of states gj of a discrete energy level j

gj =
gs
h2

∫
dpxdpydxdy =

gsLxLy

h2
2π

∫ pj+1

pj

pdp =
gsπLxLy

h2
(
p2j+1 − p2j

)
,

=
gsπLxLy

h2
(4mµBB) .

(
∵ p2jc

2 =
(
p2x + p2y

)
c2 = 4jmc2µBB

)
(3.52)

where gs(= 2s+1 in the case of fermions) is a spin degeneracy and the degeneracy

factor gj is independent of j and vanishes for B → 0.

3.3 Pressure and energy density under magnetic

field at finite temperature

We consider equation (2.26). For a large volume, the sum over all one-particle

states can be rewritten in terms of an integral,
∑

k →
∫

dd−1r⃗dd−1p⃗
hd−1 where d =

space-time dimension. We consider 5 dimensional AdS space ∴ d = 5

lnZ =

∫
d4rd4p

h4
ln

(
1 + e

− (ϵ−µ)
kBT

)
,

=
1

h4

∫
dxdydzdxAdSdpxdpydpzdpAdS ln

(
1 + e

− (ϵ−µ)
kBT

)
,

=
LxLyLzLAdS

h4

∫
dpxdpydpzdpAdS ln

(
1 + e

− (ϵ−µ)
kBT

)
, (3.53)

but the energy levels are degenerate when the magnetic field is applied

lnZ =
gs
h2

∫ ∞

−∞
dpzdpAdSdzdxAdS

∞∑
j=0

gj ln

(
1 + e

−
(Ej−µ)

kBT

)
,

=
gsLxLyLzLAdS

h4
(4πmµBB)

∫ ∞

−∞
dpzdpAdS

∞∑
j=0

ln

(
1 + e

−
(Ej−µ)

kBT

)
,

=

(
4gsπmµBBV

h4

)
(2π)

∫ ∞

0

pndpn

∞∑
j=0

ln

(
1 + e

−
(Ej−µ)

kBT

)
, (3.54)
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where (V = LxLyLzLAdS, p
2
n = p2z + p2AdS) and use Appendix A, equation (A.8),

then we have

f (x) = ln

(
1 + ze

−

√
m2c4+p2nc2+4xmc2µBB

kBT

)
, (3.55a)

f ′ (x) |x=0 =
ze

−

√
m2c4+p2nc2+4xmc2µBB

kBT(
1 + ze

−

√
m2c4+p2nc2+4xmc2µBB

kBT

) · (−4mc2µBB)

2kBT
(√

m2c4 + p2nc
2 + 4xmc2µBB

) |x=0,

=
(−2mc2µBB)

kBT
(√

m2c4 + p2nc
2
) · ze

−

√
m2c4+p2nc2

kBT

1 + ze
−

√
m2c4+p2nc2

kBT

, (3.55b)

where z = e
µ

kBT . Therefore

lnZ ≈
(
8gsπ

2mµBBV

h4

){∫ ∞

0

dx

∫ ∞

0

dpnpn ln

(
1 + ze

−

√
m2c4+p2nc2+4xmc2µBB

kBT

)

−
(
mc2µBB

12kBT

)∫ ∞

0

pnze
−

√
m2c4+p2nc2

kBT(√
m2c4 + p2nc

2
)(

1 + ze
−

√
m2c4+p2nc2

kBT

)dpn
 ,

= lnZ0 + lnZB. (3.56)

Consider 1st term in lnZ (lnZ0) and let ϵ =
√
m2c4 + p2nc

2 + 4xmc2µBB =√
m2c4 + (p′)2 c2; p′2 = p2n + 4xmµBB ∴ dϵ = 2mc2µBB

ϵ
dx→ dx = ϵ

2mc2µBB
dϵ∫ ∞

0

∫ ∞

0

dxdpnpn ln
(
1 + ze

− ϵ
kBT

)
=

1

2mc2µBB

∫ ∞

mc2
dϵϵ

∫ √
ϵ2

c2
−m2c2

0

dpnpn ln
(
1 + ze

− ϵ
kBT

)
,

=
1

4mc2µBB

∫ ∞

mc2
dϵϵ

(
ϵ2

c2
−m2c2

)
ln
(
1 + ze

− ϵ
kBT

)
. (3.57)

From ϵ2 = m2c4 + (p′)2 c2, ∴ 2ϵdϵ = 2p′c2dp′ and p′2 = ϵ2

c2
− m2c2, when ϵ →

mc2 p′ → 0 and ϵ→ ∞ p′ → ∞. So

1

4mc2µBB

∫ ∞

mc2
dϵϵ

(
ϵ2

c2
−m2c2

)
ln
(
1 + ze

− ϵ
kBT

)
=

c2

4mc2µBB

∫ ∞

0

dp′p′3 ln
(
1 + ze

− ϵ
kBT

)
.
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The logarithm can be removed by integrating by parts
(∫

udv = uv −
∫
vdu
)
. Let

u = ln
(
1 + ze

− ϵ
kBT

)
, dv = p′3dp′ ∴ du = ze

− ϵ
kBT

kBT

(
1+ze

− ϵ
kBT

) · dϵ
dp′
dp′ and v = p′4

4

1

4mµBB

∫ ∞

0

dp′p′3 ln
(
1 + ze

− ϵ
kBT

)
=

1

4mµBB

(
p′4

4
ln
(
1 + ze

− ϵ
kBT

)
|∞0

+
1

4kBT

∫ ∞

0

p′4

z−1e
ϵ

kBT + 1
· dϵ
dp′

dp′
)
.

Consider limit of the first term p′ → 0 ∴ the first term→ 0 and ϵ =
√
m2c4 + (p′)2 c2

∴ p′ → ∞ ϵ→ 0, we have ln (1) = 0, then the first term vanishes and dϵ
dp′

= p′c2

ϵ
,

1

4mµBB

∫ ∞

0

dp′p′3 ln
(
1 + ze

− ϵ
kBT

)
=

1

4mµBB

(
c2

4kBT

)∫ ∞

0

p′5

ϵ
(
z−1e

ϵ
kBT + 1

)dp′
∴ 1st term in lnZ becomes

lnZ0 =

(
8gsπ

2mµBBV

h4

)(
c2

16kBTmµBB

)∫ ∞

0

p′5

ϵ
(
z−1e

ϵ
kBT + 1

) ,
=

(
gsπ

2c2V

2h4kBT

)∫ ∞

0

p′5

ϵ
(
z−1e

ϵ
kBT + 1

)dp′. (3.58)

This is just the partition function of a free relativistic Fermi gas without a magnetic

field in 5D at finite temperature (the first term in lnZ reproduces the limiting

case B → 0). The higher order terms thus represent corrections to the free case.

Consider
∫∞
0

p′5

ϵ

(
z−1e

ϵ
kBT +1

)dp′. From ϵ2 = m2c2 + p′2c2, then

∫ ∞

0

p′5

ϵ
(
z−1e

ϵ
kBT + 1

)dp′ = ∫ ∞

mc2

(
ϵ2

c2
−m2c2

)2
c2
(
e

ϵ−µ
kBT + 1

) =

∫ ∞

mc2

f (ϵ) dϵ

c2
(
e

ϵ−µ
kBT + 1

) , (3.59)

where f (ϵ) =
(

ϵ2

c2
−m2c2

)2
. Now we use a trick to integrate by change of variable,

we call integrate trick [38, 39]. Let (ϵ−µ)
kBT

= y ∴ dϵ = kBTdy and ϵ → mc2 y →
mc2−µ
kBT

, ϵ→ ∞ y → ∞. Consider∫ ∞

mc2

f (ϵ) dϵ(
e

ϵ−µ
kBT + 1

) =

∫ ∞

mc2−µ
kBT

f (µ+ kBTdy)

ey + 1
kBTdy,

=

∫ 0

mc2−µ
kBT

f (µ+ kBTdy)

ey + 1
kBTdy +

∫ ∞

0

f (µ+ kBTdy)

ey + 1
kBTdy. (3.60)

In 1st term, change T → −T∫ ∞

mc2−µ
kBT

f (µ+ kBTdy)

ey + 1
kBTdy =

∫ µ−mc2

kBT

0

f (µ− kBTdy)

e−y + 1
kBTdy

+

∫ ∞

0

f (µ+ kBTdy)

ey + 1
kBTdy, (3.61)
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and 1− 1
ey+1

= ey+1−1
ey+1

= ey

ey+1
= 1

1+e−y . If we let µ− kBT = ϵ ∴ dy = dϵ
−kBT

y → 0,

ϵ→ µ and y → µ−mc2

kBT
, ϵ→ mc2. So∫ ∞

mc2

f (ϵ) dϵ(
e

(ϵ−µ)
kBT + 1

) =

∫ µ

mc2
f (ϵ) dϵ− kBT

∫ µ−mc2

kBT

0

f (µ− kBT )

(ey + 1)
dy

+

∫ ∞

0

f (µ+ kBTy)

(ey + 1)
dy, (3.62)

therefore

lnZ0 =

(
gsπ

2V

2h4kBT

)
∫ µ

mc2

(
ϵ2

c2
−m2c2

)2

dϵ− kBT

∫ µ−mc2

kBT

0

(
(µ−kBTy)2

c2
−m2c2

)2
ey + 1

dy

+ kBT

∫ ∞

0

(
(µ+kBTy)2

c2
−m2c2

)2
ey + 1

dy

 . (3.63)

Consider 2nd term in lnZ. Let ϵ|x=0 =
√
m2c4 + p2nc

2 ∴ 2ϵ|x=0dϵ|x=0 = 2pnc
2dpn,

p→ 0 ϵ|x=0 → mc2, p→ ∞ ϵ|x=0 → ∞∫ ∞

0

pn
ϵ|x=0

· ze
− ϵ|x=0

kBT(
1 + ze

− ϵ|x=0
kBT

)dpn =

∫ ∞

mc2

pn
ϵ|x=0

· ze
− ϵ|x=0

kBT(
1 + ze

− ϵ|x=0
kBT

) · ϵ|x=0

pnc2
dϵ|x=0,

=

∫ ∞

mc2

ze
− ϵ|x=0

kBT

c2
(
1 + ze

− ϵ|x=0
kBT

)dϵ|x=0,

=
1

c2

∫ ∞

mc2

dϵ|x=0(
z−1e

ϵ|x=0
kBT + 1

) . (3.64)

Therefore

lnZB =

(
8gsπ

2mµBBV

h4

)(
−mc

2µBB

12kBT

)(
1

c2

)∫ ∞

mc2

dϵ|x=0(
z−1e

ϵ|x=0
kBT + 1

) ,
=

(
−2gsπ

2m2µ2
BB

2V

3h4kBT

)∫ ∞

mc2

dϵ|x=0(
z−1e

ϵ|x=0
kBT + 1

) . (3.65)

Use integrate trick following equation (3.62), then

lnZB =

(
−2gsπ

2m2µ2
BB

2V

3h4kBT

)(µ−mc2
)
− kBT

∫ µ−mc2

kBT

0

dy

ey + 1

+ kBT

∫ ∞

0

dy

ey + 1

}
. (3.66)
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From thermodynamics (equation(2.28))

P =
kBT

V
lnZ =

kBT

V
(lnZ0 + lnZB) ,

=

(
gsπ

2

2h4

)
∫ µ

mc2

(
ϵ2

c2
−m2c2

)2

dϵ− kBT

∫ µ−mc2

kBT

0

(
(µ−kBTy)2

c2
−m2c2

)2
ey + 1

dy

+ kBT

∫ ∞

0

(
(µ+kBTy)2

c2
−m2c2

)2
ey + 1

dy

−
(
2π2m2µ2

BB
2

3h4

){(
µ−mc2

)

− kBT

∫ µ−mc2

kBT

0

dy

ey + 1
+ kBT

∫ ∞

0

dy

ey + 1

 . (3.67)

Find energy from equation (2.29b) and
∑

k →
∫

dd−1r⃗dd−1p⃗
hd−1 , d = 5

U =

∫
d4rd4p

h4
ϵ

z−1e
ϵ

kBT + 1
=

1

h4

∫
dxdydzdxAdSdpxdpydpzdpAdS

ϵ

z−1e
ϵ

kBT + 1
.

We apply a magnetic field

U =
gs
h2

∫ ∞

−∞
dpzdpAdSdzdxAdS

∞∑
j=0

gj
Ej

z−1e
Ej

kBT + 1
,

=
gsLxLyLzLAdS

h4
(4πmµBB)

∫ ∞

−∞
dpzdpAdS

∞∑
j=0

Ej

z−1e
Ej

kBT

,

=

(
8gsπ

2mµBBV

h4

)∫ ∞

0

pndpn

∞∑
j=0

Ej

z−1e
Ej

kBT

, (3.68)

use Appendix A, equation (A.8)

f (x) =

√
m2c4 + p2nc

2 + 4xmc2µBB

z−1e

√
m2c4+p2nc2+4xmc2µBB

kBT + 1

, (3.69a)

f ′ (x) |x=0 =
2mc2µBB(√

m2c4 + p2nc
2 + 4xmc2µBB

)(
z−1e

√
m2c4+p2nc2+4xmc2µBB

kBT + 1

) |x=0

− (2mc2µBB) z−1e

√
m2c4+p2nc2+4xmc2µBB

kBT(
z−1e

√
m2c4+p2nc2+4xmc2µBB

kBT + 1

)2 |x=0. (3.69b)
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So

U ≈
(
8gsπ

2mµBBV

h4

)
∫ ∞

0

dx

∫ ∞

0

dpnpn

√
m2c4 + p2nc

2 + 4xmc2µBB(
z−1e

√
m2c4+p2nc2+4xmc2µBB

kBT + 1

)

+

(
mc2µBB

12

)∫ ∞

0

dpnpn

 1(√
m2c4 + p2nc

2
)(

z−1e

√
m2c4+p2nc2

kBT + 1

)

− z−1e
√

m2c4+p2nc
2

kBT

(
z−1e

√
m2c4+p2nc2

kBT + 1

)2




. (3.70)

Consider 1st term in U. Let ϵ =
√
m2c4 + p2nc

2 + 4xmc2µBB =
√
m2c4 + (p′)2 c2;

p′2 = p2n + 4xmµBB. ∴ dϵ = 2mc2µBB
ϵ

dx→ dx = ϵ
2mc2µBB

dϵ∫ ∞

0

dx

∫ ∞

0

dpnpn
ϵ

z−1e
ϵ

kBT + 1
=

1

2mc2µBB

∫ ∞

mc2
dϵ

ϵ2

z−1e
ϵ

kBT + 1

∫ √
ϵ2

c2
−m2c2

0

dpnpn,

=
1

4mc2µBB

∫ ∞

mc2
dϵ

ϵ2

z−1e
ϵ

kBT + 1

(
ϵ2

c2
−m2c2

)
.(3.71)

Use integrate trick, equation (3.62)

U0 =

(
2gsπ

2V

h4c2

){∫ µ

mc2
ϵ2
(
ϵ2

c2
−m2c2

)
dϵ

− kBT

∫ µ−mc2

kBT

0

(µ− kBTy)
2
(

(µ−kBTy)2

c2
−m2c2

)
(ey + 1)

dy

+ kBT

∫ ∞

0

(µ+ kBTy)
2
(

(µ+kBTy)2

c2
−m2c2

)
(ey + 1)

dy

 . (3.72)

Consider 2nd term in U . Let ϵ|x=0 =
√
m2c4 + p2nc

2 ∴ 2ϵ|x=0dϵ|x=0 = 2pnc
2dpn,

p→ 0 ϵ|x=0 → mc2, p→ ∞ ϵ|x=0 → ∞

∫ ∞

0

dpnpn

 1

(ϵ|x=0)

(
z−1e

ϵ|x=0
kBT + 1

) − z−1eϵ|x=0

kBT

(
z−1e

ϵ|x=0
kBT + 1

)2



=

∫ ∞

mc2

dϵ|x=0

c2

 1(
z−1e

ϵ|x=0
kBT + 1

) − (ϵ|x=0) z
−1e

ϵ|x=0
kBT

kBT

(
z−1e

ϵ|x=0
kBT

)2

 . (3.73)
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Again, we use integrate trick, equation (3.62), and use 1
(e−y+1)2

= 1
(e−y+1)

· 1
(e−y+1)

=(
1− 1

ey+1

) (
1− 1

ey+1

)
=
(
1− 2

ey+1
+ 1

(ey+1)2

)
. We have

UB =

(
8gsπ

2mµBBV

h4

)(
mc2µBB

12

)(
1

c2

)
(µ−mc2

)
− kBT

∫ µ−mc2

kBT

0

dy

(ey + 1)

+ kBT

∫ ∞

0

dy

(ey + 1)

]
−

∫ µ

mc2

ϵe
ϵ−µ
kBT

kBT
dϵ− 2kBT

∫ µ−mc2

kBT

0

(µ− kBTy) e
−y

kBT (ey + 1)
dy

+ kBT

∫ µ−mc2

kBT

0

(µ− kBTy) e
−y

kBT (ey + 1)2
dy + kBT

∫ ∞

0

(µ+ kBTy) e
y

kBT (ey + 1)2
dy

 . (3.74)

Find energy density, inherited from energy, ρc2 = U
V
= U0+UB

V
, then

ρc2 =

(
2gsπ

2

h4c2

){∫ µ

mc2
ϵ2
(
ϵ2

c2
−m2c2

)
dϵ

− kBT

∫ µ−mc2

kBT

0

(µ− kBTy)
2
(

(µ−kBTy)2

c2
−m2c2

)
(ey + 1)

dy

+ kBT

∫ ∞

0

(µ+ kBTy)
2
(

(µ+kBTy)2

c2
−m2c2

)
(ey + 1)

dy


+

(
2gsπ

2m2µ2
BB

2

3h4

){[(
µ−mc2

)
− kBT

∫ µ−mc2

kBT

0

dy

(ey + 1)
+ kBT

∫ ∞

0

dy

(ey + 1)

−

[∫ µ

mc2

ϵe
ϵ−µ
kBT

kBT
dϵ

− 2

∫ µ−mc2

kBT

0

(µ− kBTy) e
−y

(ey + 1)
dy +

∫ µ−mc2

kBT

0

(µ− kBTy) e
−y

(ey + 1)2
dy

+

∫ ∞

0

(µ+ kBTy) e
y

(ey + 1)2
dy

]}
. (3.75)



Chapter IV

NUMERICAL RESULTS AND DISCUSSION

In this chapter, we present our results from the analytic approximation and

numerical analyses. Since we consider the system under an external magnetic field

at finite temperature, we divide the results to five cases, i.e. zero temperature and

zero magnetic field, finite temperature and zero magnetic field, zero temperature

and finite magnetic field, finite temperature and finite magnetic field, and variation

of the radius of curvature of AdS space, respectively. We study and discuss the

effect of temperature, magnetic field and the radius of curvature of AdS space to

the mass limit and other properties of a degenerate star in AdS space in each case.

Before going into the detail of each case, we integrate equations (3.67) and

(3.75) to obtain

P =

(
gsπ

2

30c4h4

)(
3µ(r)5 − 10m2c4µ(r)3 + 15m4c8µ(r)− 8m5c10 − 10k2BT

2m2c4π2µ(r)

+ 7k4BT
4π4µ(r) + 10k2BT

2π2µ(r)3 − 120k3BT
3m2c4Li3

(
−e

mc2−µ(r)
kBT

)
+ 360k4BT

4mc2Li4

(
−e

mc2−µ(r)
kBT

)
− 360k5BT

5Li5

(
−e

mc2−µ(r)
kBT

)
− 20kBTm

2c4µ2
BB

2 ln

(
1 + e

µ(r)−mc2

kBT

))
, (4.1)

ρc2 =

(
gs2π

2

15c4h4

)(
3µ(r)5 − 5m2c4µ(r)3 + 2m5c10 − 5k2BT

2m2c4π2µ(r) + 7k4BT
4π4µ(r)

+ 10k2BT
2π2µ(r)3 + 30k2BT

2m3c6Li2

(
−e

mc2−µ(r)
kBT

)
− 150k3BT

3m2c4Li3

(
−e

mc2−µ(r)
kBT

)
+ 360k4BT

4mc2Li4

(
−e

mc2−µ(r)
kBT

)
− 360k5BT

5Li5

(
−e

mc2−µ(r)
kBT

))
+

(
4m2π2µ2

BB
2

3h4

)
 mc2(

1 + e
µ(r)−mc2

kBT

) − µ(r)− kBT ln

(
1 + e

mc2−µ(r)
kBT

)
+ kBT ln

(
1 + e

µ(r)−mc2

kBT

) ,

(4.2)
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where Lis(z) =
∑∞

k=1
zk

ks
is a polylogarithm function. For numerical analysis,

we set G5 = Gl, G = c = ~ = kB = µB = l = 1, m = 0.1 where G, G5, l

are the Newton constant in 4 dimensional space-time, the Newton constant in

5 dimensional space-time and radius of the AdS space, respectively. We can

transform the numerical results to the SI unit by using the table of dimensional

translation in Appendix B. We use the coupled equations of motion between mass

and chemical potential (Eqs. (3.40a), (3.40b)) to find the mass limit and study

other physical properties. We set the initial conditions at the center of star to be

M(r = 0) = 0 and µ(r = 0) = e = 2.718281828.

4.1 Case I, zero temperature and zero magnetic

field

Case I, the pressure and the energy density (Eqs. (4.1), (4.2)) reduce to

P =

(
gsπ

2

30c4h4

)(
3µ(r)5 − 10m2c4µ(r)3 + 15m4c8µ(r)− 8m5c10

)
, (4.3a)

ρc2 =

(
gs2π

2

15c4h4

)(
3µ(r)5 − 5m2c4µ(r)3 + 2m5c10

)
. (4.3b)

We present here the accumulated mass, the chemical potential, the energy density

and the pressure distribution in the degenerate star versus the radius of the star

in Figs. 4.1 and 4.2. Relation between the total mass and the central chemical

potential of the degenerate star is shown in Fig 4.3. Relation between the total

mass and the energy density of the degenerate star is shown in Fig. 4.4.
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Figure 4.1: The accumulated mass(left) and the chemical potential(right) distri-

bution in the degenerate star at T = 0, B = 0
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Figure 4.2: The energy density(left) and the pressure(right) distribution in the

degenerate star at T = 0, B = 0
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Figure 4.3: The relation between mass and central chemical potential (in logarith-

mic scale) of the degenerate star at T = 0, B = 0

In the simulation, the edge of the degenerate star is at r = 17.6922 where

pressure drops to zero. In Fig. 4.1(left), the accumulated mass grows rapidly,

in particular for the interval between r = 0 and r = 5. Beyond the central

region, the accumulated mass increases less rapidly and becomes gradual. The

behavior of the accumulated mass is determined by the energy density and the

pressure distribution within the star. Initially, both of them, the energy density

and pressure in Fig. 4.2, decrease rapidly then they drop to zero more gradually

at larger distance. The chemical potential also behaves similarly(Fig. 4.1 (right)).

It is clear that the matter in the star becomes extremely dense in the region near

the core of the star. Figs. 4.3 and 4.4 show the maximum mass of the degenerate

star. From numerical analysis, the maximum mass is found to be 0.767302 for the
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Figure 4.4: The relation between mass and central energy density (in logarithmic

scale) of the degenerate star at T = 0, B = 0

central chemical potential equal to e1.033 or at the central energy density equal to

e−0.122306.

4.2 Case II, finite temperature and zero mag-

netic field

Case II, we include the effects of the finite temperature and study changing in the

mass limit and other properties of the star by comparing the results to the zero

temperature case. The pressure and energy density in this case reduce to

P =

(
gsπ

2

30c4h4

)(
3µ(r)5 − 10m2c4µ(r)3 + 15m4c8µ(r)− 8m5c10 − 10k2BT

2m2c4π2µ(r)

+ 7k4BT
4π4µ(r) + 10k2BT

2π2µ(r)3 − 120k3BT
3m2c4Li3

(
−e

mc2−µ(r)
kBT

)
+ 360k4BT

4mc2Li4

(
−e

mc2−µ(r)
kBT

)
− 360k5BT

5Li5

(
−e

mc2−µ(r)
kBT

))
, (4.4a)

ρc2 =

(
gs2π

2

15c4h4

)(
3µ(r)5 − 5m2c4µ(r)3 + 2m5c10 − 5k2BT

2m2c4π2µ(r) + 7k4BT
4π4µ(r)

+ 10k2BT
2π2µ(r)3 + 30k2BT

2m3c6Li2

(
−e

mc2−µ(r)
kBT

)
− 150k3BT

3m2c4Li3

(
−e

mc2−µ(r)
kBT

)
+ 360k4BT

4mc2Li4

(
−e

mc2−µ(r)
kBT

)
− 360k5BT

5Li5

(
−e

mc2−µ(r)
kBT

))
. (4.4b)
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We set temperature values in the simulation unit to be 0.001 and 0.002. For

T & 0.003, the energy density and pressure do not decrease to zero at finite radius

and therefore the surface of the star cannot be defined properly. We will further

investigate this case in the future work.
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Figure 4.5: The relation between mass and central chemical potential (in logarith-

mic scale) of the degenerate star at B = 0
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Figure 4.6: Enlargement of the relation between mass and chemical potential

density (in logarithmic scale) of the degenerate star at B = 0
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Figure 4.7: The relation between mass and central energy density (in logarithmic

scale) of the degenerate star at B = 0
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Figure 4.9: The accumulated mass distribution and its enlargement in the degen-

erate star at B = 0, T = 0(lower), = 0.001 (middle), = 0.002 (upper)
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Figure 4.10: The energy density distribution and its enlargement in the degenerate

star at B = 0, T = 0(lower), = 0.001 (middle), = 0.002 (upper)
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Figure 4.11: The pressure distribution and its enlargement in the degenerate star

at B = 0, T = 0(lower), = 0.001 (middle), = 0.002 (upper)
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In Figs. 4.5 and 4.7 show that temperature increasing rarely affect the

mass limit. In addition, the maximum mass are shown in Figs. 4.6 and 4.8

which take the numerical value as 0.767451(r = 23.8829) at T = 0.001 and

0.767903(r = 38.5232) at T = 0.002. This is because the small increase in the

temperature affects the Fermi-Dirac distribution very slightly. It enables almost

the particles are still in the quantum states as before, degenerate state, and very

small part of the particles obtain influence by gaining more pressure. Conse-

quently, when temperature increases, the maximum mass also grows. Temperature

increasing results in the increase of pressure and energy density as shown in Figs.

4.10(right) and 4.11(right). However the changes are quite small as are shown in

Figs. 4.10(left) and 4.11(left). Certainly, the accumulated mass also increases in

figure 4.9.

4.3 Case III, zero temperature and finite mag-

netic field

Case III, we turn on the magnetic field and study the mass limit and other prop-

erties at zero temperature by comparing to the results of Case I. The pressure and

energy density in this case become to

P =

(
gsπ

2

30c4h4

)(
3µ(r)5 − 10m2c4µ(r)3 + 15m4c8µ(r)− 8m5c10

)
, (4.5a)

ρc2 =

(
gs2π

2

15c4h4

)(
3µ(r)5 − 5m2c4µ(r)3 + 2m5c10

)
− µ(r)

(
4m2π2µ2

BB
2

3h4

)
.

(4.5b)

Notice that the pressure of the star has the same form as the pressure in Case

I since the correction term of the magnetic field contains the temperature. But the

energy density becomes smaller due to the contribution from the term−µ(r)
(

4m2π2µ2
BB2

3h4

)
.

We let the numerical values of the magnetic field to be 0.01 and 0.1.
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Figure 4.12: The relation between mass and central chemical potential (in loga-

rithmic scale) of the degenerate star at T = 0
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tential (in logarithmic scale) of the degenerate star at T = 0
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scale) of the degenerate star at T = 0
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Figure 4.15: Enlargement of the relation between mass and central energy density

(in logarithmic scale) of the degenerate star at T = 0
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Figure 4.17: The energy density distribution and its enlargement in the degenerate
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Figure 4.18: The pressure distribution and its enlargement in the degenerate star
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Figs. 4.12 - 4.15 show that the mass limit decreases when the magnetic field

increases with the maximum mass equal to 0.767036(r = 16.1099) at B = 0.01

and 0.751856(r = 9.92797) at B = 0.1. We can see the cause of this effect from the

equation of state in the energy density part (Eq. 4.5b), since the coupled equations

of motion between mass and the chemical potential of the star (Eqs. (3.40a) and

(3.40b)) involve the energy density. Decreasing the energy density leads to the

decrease of mass and the chemical potential of the star. The decrease of the

chemical potential leads to the decrease in the pressure of the star subsequently.

Numerical analysis confirms these behaviour as are shown in Figs. 4.16, 4.17 and

4.18.

4.4 Case IV, finite temperature and finite mag-

netic field

Case IV, we consider finite both temperature and magnetic field to study the

mass limit of the star. Then the equations of state have the full form according

to equations (4.1) and (4.2).
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Figure 4.19: The relation between mass and central energy density (in logarithmic

scale) of the degenerate star
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Figure 4.20: The relation between mass and central energy density (in logarithmic

scale) of the degenerate star

In this case, we see the similar behaviour as in the second and the third

case, temperature increase leads to the increase of the mass limit whereas the

effect of the magnetic field is the opposite. In Fig. 4.19, although we set the

temperature T = 0.001, the magnetic field B = 0.01 has more the effect on the

profile of the star. The mass limit is smaller than the mass limit in the case of the

zero temperature and magnetic field. Surely, when we raise the temperature, the

mass limit also grows up (the upper line in the Fig 4.19). In Fig. 4.20, we set the

temperature T = 0.0035 and the magnetic field B = 0.01. In this case, it turns

out that the mass limit has increased with respect to the case when T = 0, B = 0.

When we change the magnetic field to B = 0.10, the mass limit becomes smaller

than the zero-field zero-temperature mass limit. Namely, the influence of the

magnetic has overcome those of the temperature.

4.5 Case V, variation of the curvature radius at

zero temperature and magnetic field

We vary the curvature radius of AdS space, l, and study the changes in the profile

of the star in this section. For simplicity, we will set the temperature and the

external magnetic field to be zero. We let the curvature radius to be 1, 3, 5 and

7, and observe considerable changes in the mass limit of the star as are shown
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Figure 4.21: The relation between mass and central energy density (in logarithmic

scale) of the degenerate star

in Fig. 4.21. The mass limit of the degenerate star increases evidently when we

raise the curvature radius of the AdS space. Moreover, the peak of the mass

limit curve shifts to the lower central density side. For l = 3, the maximum

mass is 1.96473(r = 27.4029) for the central chemical potential µ = e0.3825 or the

central energy density ρ = e−3.38048. For l = 5, the maximum mass is 2.92023(r =

33.5921) for the central chemical potential µ = e0.083 or the central energy density

ρ = e−4.88441. For l = 7, the maximum mass is 3.71782(r = 38.4035) for the central

chemical potential µ = e−0.1115 or the central energy density ρ = e−5.86373.



Chapter V

CONCLUSIONS

Both temperature and magnetic field affect the mass limit and other prop-

erties of the degenerate star. The increase of temperature enables the pressure

and the energy density of the star to increase, i.e. the degenerate pressure also

increases. Then the mass limit becomes slightly greater due to the larger pressure.

This is the typical behavior of the Fermi gas at finite temperature.

In the presence of external magnetic field, the mass limit decreases when the

magnetic field increases. As we can see from Eqs. (4.1) and (4.2), an increase in

the magnetic field will result in a smaller energy and pressure density as well as a

smaller chemical potential.

The radius of curvature of the AdS space also affects the mass limit evidently.

When the radius of curvature increases, the mass limit increases appreciably as

are shown in Fig. 4.21. Interestingly, the peak of the mass limit curve shifts to

the lower central density side.
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Appendix A

Useful Calculation

A.1 Pauli matrices

Pauli matrices are a set of 2× 2-matrix, denoted by σ. They are

σ1 =

(
0 1

1 0

)
, σ2 =

(
0 −i
i 0

)
, σ3 =

(
1 0

0 −1

)
, (A.1)

where subscripts 1, 2 and 3 refer to x, y and z, respectively. Properties of Pauli

matrices are firstly,

σ2
1 = σ2

2 = σ2
3 =− iσ1σ2σ3 =

(
1 0

0 1

)
= I, (A.2a)

σ†
i = σi, (A.2b)

det (σi) = −1, (A.2c)

Tr (σi) = 0 for i = 1, 2, 3. (A.2d)

Secondly, Pauli matrices satisfy the following anticommutation and commutation

relations

{σi, σj} = 2δij · I2×2, (A.3a)

[σi, σj] = 2iϵijkσk. (A.3b)

Thirdly, Pauli vector is defined by σ⃗ = σ1x̂+σ2ŷ+σ3ẑ. Consider a⃗ = a1x̂+ a2ŷ+

a3ẑ, Thus

σ⃗ · a⃗ =
∑
k

akσk =

(
+a3 a1 − ia2

a1 + ia2 −a3

)
, (A.4)

and we have a very important identity

(σ⃗ · a⃗)
(
σ⃗ · b⃗

)
=

(∑
j

σjaj

)(∑
k

σkbk

)
=
∑
j

∑
k

(
1

2
{σj, σk}+

1

2
[σj, σk]

)
ajbk,

=
∑
j

∑
k

(δjk + iϵjklσl) ajbk,

=
(
a⃗ · b⃗

)
+ iσ⃗ ·

(
a⃗× b⃗

)
. (A.5)
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A.2 Hermite function

When we have the differential equation in the form

ψ′′
n (x) +

(
2n+ 1− x2

)
ψn (x) = 0. (A.6)

Solution of this equation is a Hermite function

ψn (x) =
1√

2nn!
√
π
e

x2

2
dn

dxn

(
e−x2

)
. (A.7)

A.3 Euler-Maclaurin formula

The Euler-Maclaurin formula provides a powerful approximate connection between

integral and summation.

∞∑
j=0

f


x︷ ︸︸ ︷

j +
1

2

 ≈
∫ ∞

0

f (x) dx+
1

24
f ′ (0) + . . . . (A.8)
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Appendix B

Table and Codes

B.1 Dimensional translation table

Table B. 1: Dimensional translation table of physical quantities

quantity dimensionless variable physical variable

density ρ ρ0ρ

pressure P ρ0P

mass M
(

c10

G4ρ0

) 1
3
M

radius r
(

c4

Gρ0

) 1
3
r

temperature T
(ρ0c4~4)

1
5

kB
T

magnetic field B
(ρ0c4~4)

1
5

µB
B

ρ0 =
(mp
ms

c2)
5

c4~4 where mp and ms are rest mass of particles (i.e. electron,

neutron etc.) and mass that use in simulation, respectively.
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B.2 Mathematica Codes

We present the principal mathematica codes for simulation. Our codes presented

here consider the case for zero temperature and magnetic field and the curvature

radius of AdS space l = 1. For other cases, we can adjust the parameters to match

the case of our interest. There are three main codes.

1. Mathematica code for finding the mass limit of the star.

ForBj = 0, j £ 36, j++, :Clear;, G = 1H*6.67428*10-11 and G5=Gl ã
2R

l -1 »Gl,

the distance R is the radion, l is a curvature radius of AdS5*L;,
c = 1H*299792458*L;, h = 2 * PiH*6.626068*10-34*L;, k = 1H*1.3806503*10-23*L;,
ΜB = 1H*for electron 9.27400915*10-24 and for neutron -9.662364*10-24*L;,

V3 = 2 * Pi
2;, l = 1.;, C4 =

16 * Pi * G * l

3 * V3
;, x =

1

2
;,

m = .1H*for electron 9.10938188*10-31 and for neutron 1.67492729*10-27*L;,

Ρ0 =
JJ 1.67492729*10-27

m
N H299792458L2N

5

H299792458L4 J 6.626068*10-34
2 Pi

N
4

;,

r0 =
H299792458L4

I6.67428 * 10-11M HΡ0L

1

3

;, T = 10-6H*108*L;, B = 0.;,

P@r_D :=
2 Π2

30 c4 h4

3 H Μ@rDL5 - 10 m2 c4 H Μ@rDL3 + 15 m4 c8 Μ@rD - 8 m5 c10 - 10 k2 T2 m2 c4 Π2 Μ@rD + 7 k4 T4 Π4 Μ@rD +

10 k2 T2 Π2 H Μ@rDL3 - 120 k3 T3 m2 c4 PolyLogB3, -ã
m c2-Μ@rD

k T F + 360 k4 T4 m c2 PolyLogB4, -ã
m c2-Μ@rD

k T F -

360 k5 T5 PolyLogB5, -ã
m c2-Μ@rD

k T F - 20 k T m2 c4 HΜBL2 B2 LogB1 + ã
Μ@rD-m c2

k T F ;,

Ρ@r_D :=
2

15 c4 h4
2 Π2 3 H Μ@rDL5 - 5 m2 c4 H Μ@rDL3 + 2 m5 c10 - 5 k2 T2 m2 c4 Π2 Μ@rD + 7 k4 T4 Π4 Μ@rD +

10 k2 T2 Π2 H Μ@rDL3 + 30 k2 T2 m3 c6 PolyLogB2, -ã
m c2-Μ@rD

k T F - 150 k3 T3 m2 c4 PolyLogB3, -ã
m c2-Μ@rD

k T F +

360 k4 T4 m c2 PolyLogB4, -ã
m c2-Μ@rD

k T F - 360 k5 T5 PolyLogB5, -ã
m c2-Μ@rD

k T F +
2 * 2 m2 Π2 HΜBL2 B2

3 h4

m c2

1 + ã
Μ@rD-m c2

k T

- Μ@rD - k T LogB1 + ã
m c2-Μ@rD

k T F + k T LogB1 + ã
Μ@rD-m c2

k T F ;, $RecursionLimit = Infinity;,

Mathematica code for simulation of the mass limit of the star Part 1
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solution =

NDSolve B:

¶r M@r D �
2

3
* V3 * r 3

* Ρ@r D,

¶r Μ@r D � Μ@r D
I C4 M'@r D

2*r 2
-

C4 M@r D
r 3

-
r

l 2
M

J1 - C4 M@r D
r 2

+
r 2

l 2
N

-

V3 * C4 * r * J1 - C4 M@r D
r 2

+
r 2

l 2
N
-1

3
HΡ@r D + P@r DL ,

MA10-12E � 0, ΜA10-12E � E-1. +H.1 j L>, 8M, Μ<, 9r, 10 -12 , 100 =, MaxSteps ® 1 000 000 000 F;

R0 = Last BLast BFindRoot B8Μ@r D �. solution < - Im c2M2
+ 2 m c2

ΜB B � 0, 8r, 1. <FFF;,

R1 = Last @Last @FindRoot @8Ρ@r D �. solution < � 0, 8r, 1. <DDD;,
R2 = Last @Last @FindRoot @8HΡ@r D + P@r DL �. solution < � 0, 8r, 1. <DDD;,
R = Last @Last @FindRoot @8P@r D �. solution < � 0, 8r, 1. <DDD;,
Print BR0, " ", R1, " ", R2, " ", R, " ", First @Μ@RD �. solution D, " ",

First ALogAΜA10-12EE �. solution E, " ", First ALogAΡA10-12EE �. solution E, " ",

First @M@RD �. solution D, " ", r0 * R, " ",
HΡ0L Hr0 L4

H299 792 458 L2
First @M@RD �. solution D,

" ",

HΡ0L Hr0 L4

H299 792 458 L2
First @M@RD �. solution D

1.98892 * 1030
F;, Μ@j D = First ALogAΜA10-12EE �. solution E;,

Ρ@j D = First ALogAΡA10-12EE �. solution E;, M @j D = First @M@RD �. solution D; >F
Table@8Μ@jD, M@jD<, 8j, 0, 36<D
ListPlot@Table@8Μ@jD, M@jD<, 8j, 0, 36<D, PlotRange ® 88-1.0, 2.6<, 80, .8<<,
Frame ® True, FrameLabel ® TraditionalForm�� 8"ln ΜH0L", "MHRL"<,
BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<, PlotLabel ® "Mass Limit at T=0, B=0",

Mesh ® Full, InterpolationOrder ® 4, Joined ® TrueDH*G=c=kB=ΜB=l=1,h=2Π,T=10-6®0,B=0,m=.1*L
Table@8Ρ@jD, M@jD<, 8j, 0, 36<D
ListPlot@Table@8Ρ@jD, M@jD<, 8j, 0, 36<D, PlotRange ® 88-10.5, 7.8<, 80, .8<<,
Frame ® True, FrameLabel ® TraditionalForm�� 8"ln ΡH0L", "MHRL"<,
BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<, PlotLabel ® "Mass Limit at T=0, B=0",

Mesh ® Full, InterpolationOrder ® 4, Joined ® TrueDH*G=c=kB=ΜB=l=1,h=2Π,T=10-6®0,B=0,m=.1*L
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2. Mathematica code for finding the relation between the mass, chemical

potential and energy density and radius of the star.

Clear;

G = 1H*6.67428*10-11 and G5=Gl ã
2R

l -1 »Gl, the distance R is the radion,

l is a curvature radius of AdS5*L; c = 1H*299792458*L; h = 2 * PiH*6.626068*10-34*L; k = 1

H*1.3806503*10-23*L; ΜB = 1H*for electron 9.27400915*10-24 and for neutron -9.662364*10-24*L;

V3 = 2 * Pi
2; l = 1; C4 =

16 * Pi * G * l

3 * V3
; m = .1

H*for electron 9.10938188*10-31 and for neutron 1.67492729*10-27*L;

Ρ0 =
JJ 1.67492729*10-27

m
N H299792458L2N

5

H299792458L4 J 6.626068*10-34
2 Pi

N
4

;

r0 =
H299792458L4

I6.67428 * 10-11M HΡ0L

1

3

; T = 10-6H*108*L; B = 0.;

P@r_D :=
2 Π2

30 c4 h4
3 H Μ@rDL5 - 10 m2 c4 H Μ@rDL3 + 15 m4 c8 Μ@rD - 8 m5 c10 - 10 k2 T2 m2 c4 Π2 Μ@rD + 7 k4 T4 Π4 Μ@rD +

10 k2 T2 Π2 H Μ@rDL3 - 120 k3 T3 m2 c4 PolyLogB3, -ã
m c2-Μ@rD

k T F + 360 k4 T4 m c2 PolyLogB4, -ã
m c2-Μ@rD

k T F -

360 k5 T5 PolyLogB5, -ã
m c2-Μ@rD

k T F - 20 k T m2 c4 HΜBL2 B2 LogB1 + ã
Μ@rD-m c2

k T F ;

Ρ@r_D :=
2

15 c4 h4
2 Π2 3 H Μ@rDL5 - 5 m2 c4 H Μ@rDL3 + 2 m5 c10 - 5 k2 T2 m2 c4 Π2 Μ@rD + 7 k4 T4 Π4 Μ@rD +

10 k2 T2 Π2 H Μ@rDL3 + 30 k2 T2 m3 c6 PolyLogB2, -ã
m c2-Μ@rD

k T F - 150 k3 T3 m2 c4 PolyLogB3, -ã
m c2-Μ@rD

k T F +

360 k4 T4 m c2 PolyLogB4, -ã
m c2-Μ@rD

k T F - 360 k5 T5 PolyLogB5, -ã
m c2-Μ@rD

k T F +

2 * 2 m2 Π2 HΜBL2 B2

3 h4

m c2

1 + ã
Μ@rD-m c2

k T

- Μ@rD - k T LogB1 + ã
m c2-Μ@rD

k T F + k T LogB1 + ã
Μ@rD-m c2

k T F ;
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$RecursionLimit = Infinity;

solution =

NDSolve B:

¶r M@r D �
2

3
* V3 * r 3

* Ρ@r D,

¶r Μ@r D � Μ@r D
I C4 M'@r D

2*r 2
-

C4 M@r D
r 3

-
r

l 2
M

J1 - C4 M@r D
r 2

+
r 2

l 2
N

-

V3 * C4 * r * J1 - C4 M@r D
r 2

+
r 2

l 2
N
-1

3
HΡ@r D + P@r DL ,

MA10-12E � 0, ΜA10-12E � E1. >, 8M, Μ<, 9r, 10 -12 , 1000 =, MaxSteps ® 1 000 000 000 F;

R0 = Last BLast BFindRoot B8Μ@r D �. solution < - Im c2M2
+ 2 m c2

ΜB B � 0, 8r, 1. <FFF;

R1 = Last @Last @FindRoot @8Ρ@r D �. solution < � 0, 8r, 1. <DDD;
R2 = Last @Last @FindRoot @8HΡ@r D + P@r DL �. solution < � 0, 8r, 1. <DDD;
R = Last @Last @FindRoot @8P@r D �. solution < � 0, 8r, 1. <DDD;
Print BR0, " ", R1, " ", R2, " ", R, " ",

First @Μ@RD �. solution D, " ", First ALogAΜA10-12EE �. solution E, " ",

First ALogAΡA10-12EE �. solution E, " ", First @M@RD �. solution D, " ", r0 * R, " ",

HΡ0L Hr0 L4

H299 792 458 L2
First @M@RD �. solution D, " ",

HΡ0L Hr0 L4

H299 792 458 L2
First @M@RD �. solution D

1.98892 * 1030
F

Plot @8M@r D �. solution <, 8r, 0, R <, PlotRange ® 80, 0.8 <,
PlotLabel ® "Accumulated Mass & Radius at T =0, B =0",

Frame ® True, FrameLabel ® TraditionalForm �� 8"r", "M Hr L" <,
BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<D

Plot @8Μ@r D �. solution <, 8r, 0, R <, PlotRange ® 80, 3 <,
PlotLabel ® "Chemical Potential & Radius at T =0, B =0",

Frame ® True, FrameLabel ® TraditionalForm �� 8"r", " ΜHr L" <,
BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<D

Plot @8Ρ@r D �. solution <, 8r, 0, 2. <, PlotRange ® 80, .8 <,
PlotLabel ® "Energy Density & Radius at T =0, B =0",

Frame ® True, FrameLabel ® TraditionalForm �� 8"r", " ΡHr L" <,
BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<D

Plot @8P@r D �. solution <, 8r, 0, 2. <, PlotRange ® 80, 0.2 <,
PlotLabel ® "Pressure & Radius at T =0, B =0", Frame ® True,

FrameLabel ® TraditionalForm �� 8"r", "P Hr L" <, BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<D
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3. Mathematica code for comparing the mass, chemical potential, pressure

and energy density distributions when some parameter values are changed.

For Bj = 0, j £ 2, j ++, :Clear;, G = 1H*6.67428 *10-11 and G5=Gl ã
2R

l -1 »Gl,

the distance R is the radion, l is a curvature radius of AdS 5*L;,
c = 1H*299792458 *L;, h = 2 * Pi H*6.626068 *10-34

*L;, k = 1H*1.3806503 *10-23
*L;,

ΜB = 1H*for electron 9.27400915 *10-24 and for neutron -9.662364 *10-24
*L;,

V3 = 2 * Pi 2;, l = 1.;, C 4 =
16 * Pi *G* l

3 * V3

;, x =

1

2
;,

m= .1 H*for electron 9.10938188 *10-31 and for neutron 1.67492729 *10-27
*L;,

Ρ0 =
JJ 1.67492729 *10-27

m
N H299 792 458 L2N

5

H299 792 458 L4 J 6.626068 *10-34

2 Pi
N

4
;,

r0 =
H299 792 458 L4

I6.67428 * 10-11M HΡ0L

1

3

;, T = 10-6
+ H0.001 j LH*108

*L;,

B = 0. H*0. -H0.035j L+0.045 Hj L2
*L;,

P@r_ D : =
2 Π2

30 c 4 h4
3 H Μ@r DL5

- 10 m2 c4 H Μ@r DL3
+ 15 m4 c8

Μ@r D - 8 m5 c10
- 10 k 2 T2 m2 c4

Π
2
Μ@r D +

7 k 4 T4
Π

4
Μ@r D + 10 k 2 T2

Π
2 H Μ@r DL3

- 120 k 3 T3 m2 c4 PolyLog B3, -ã
m c2-Μ@r D

k T F + 360 k 4 T4 m c2

PolyLog B4, -ã
m c2-Μ@r D

k T F - 360 k 5 T5 PolyLog B5, -ã
m c2-Μ@r D

k T F - 20 k T m2 c4 HΜBL2 B2 LogB1 + ã
Μ@r D-m c2

k T F ;,

Ρ@r_ D : =
2

15 c 4 h4
2 Π2 3 H Μ@r DL5

- 5 m2 c4 H Μ@r DL3
+ 2 m5 c10

- 5 k 2 T2 m2 c4
Π

2
Μ@r D + 7 k 4 T4

Π
4
Μ@r D +

10 k 2 T2
Π

2 H Μ@r DL3
+ 30 k 2 T2 m3 c6 PolyLog B2, -ã

m c2-Μ@r D
k T F - 150 k 3 T3 m2 c4 PolyLog B3, -ã

m c2-Μ@r D
k T F +

360 k 4 T4 m c2 PolyLog B4, -ã
m c2-Μ@r D

k T F - 360 k 5 T5 PolyLog B5, -ã
m c2-Μ@r D

k T F +

2 * 2 m2 Π2 HΜBL2 B2

3 h4

m c2

1 + ã
Μ@r D-m c2

k T

- Μ@r D - k T Log B1 + ã
m c2-Μ@r D

k T F + k T Log B1 + ã
Μ@r D-m c2

k T F ;,

$RecursionLimit = Infinity;,

solution =

NDSolve B:

¶r M@r D �
2

3
* V3 * r 3

* Ρ@r D,

¶r Μ@r D � Μ@r D
I C4 M'@r D

2*r 2
-

C4 M@r D
r 3

-
r

l 2
M

J1 - C4 M@r D
r 2

+
r 2

l 2
N

-

V3 * C4 * r * J1 - C4 M@r D
r 2

+
r 2

l 2
N
-1

3
HΡ@r D + P@r DL ,

MA10-12E � 0, ΜA10-12E � E>, 8M, Μ<, 9r, 10 -12 , 1000 =, MaxSteps ® 1 000 000 000 F;,
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R0 = LastBLastBFindRootB8Μ@rD �. solution< - Im c2M2 + 2 m c2 ΜB B � 0, 8r, 1.<FFF;,

R1 = Last@Last@FindRoot@8Ρ@rD �. solution< � 0, 8r, 1.<DDD;,
R2 = Last@Last@FindRoot@8HΡ@rD + P@rDL �. solution< � 0, 8r, 1.<DDD;,
R = Last@Last@FindRoot@8P@rD �. solution< � 0, 8r, 1.<DDD;,
Print@Plot@8M@rD �. solution<, 8r, 0, R<, PlotRange ® 80, 0.8<,

PlotLabel ® "Accumulated Mass & Radius", Frame ® True, FrameLabel ®

TraditionalForm�� 8"r", "MHrL"<, BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<DD;,
Print@Plot@8Μ@rD �. solution<, 8r, 0, R<, PlotRange ® 80, 3.<,

PlotLabel ® "Chemical Potential & Radius", Frame ® True, FrameLabel ®

TraditionalForm�� 8"r", "ΜHrL"<, BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<DD;,
Print@Plot@8Ρ@rD �. solution<, 8r, 0, 2.<, PlotRange ® 80, 0.8<,

PlotLabel ® "Energy Density & Radius", Frame ® True, FrameLabel ®

TraditionalForm�� 8"r", "ΡHrL"<, BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<DD;,
Print@Plot@8P@rD �. solution<, 8r, 0, 2.<, PlotRange ® 80, 0.2<, PlotLabel ®

"Pressure & Radius", Frame ® True, FrameLabel ® TraditionalForm�� 8"r", "PHrL"<,
BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<DD;,

M@jD = Plot@8M@rD �. solution<, 8r, 0, R<, PlotRange ® 80, 0.8<, AxesLabel ® 8"r", "M"<D,
Μ@jD = Plot@8Μ@rD �. solution<, 8r, 0, R<, PlotRange ® 80, 3.<, AxesLabel ® 8"r", "Μ"<D,
Ρ@jD = Plot@8Ρ@rD �. solution<, 8r, 0, R<, PlotRange ® 80, 0.8<,

AxesLabel ® 8"r", "Ρ"<, PlotRange ® AutomaticD,
P@jD = Plot@8P@rD �. solution<, 8r, 0, R<, PlotRange ® 80, 0.2<,

AxesLabel ® 8"r", "P"<, PlotRange ® AutomaticD>F
Show@M@0D, M@1D, M@2D, PlotLabel ® "Accumulated Mass & Radius", Frame ® True,

FrameLabel ® TraditionalForm�� 8"r", "MHrL"<,
BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<D

Show@Μ@0D, Μ@1D, Μ@2D, PlotRange ® 880, R<, 8.0, 3.<<, PlotLabel ® "Chemical Potential & Radius",

Frame ® True, FrameLabel ® TraditionalForm�� 8"r", "ΜHrL"<,
BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<D

Show@Ρ@0D, Ρ@1D, Ρ@2D, PlotLabel ® "Energy Density & Radius",

Frame ® True, FrameLabel ® TraditionalForm�� 8"r", "ΡHrL"<,
BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<D

Show@P@0D, P@1D, P@2D, PlotLabel ® "Pressure & Radius", Frame ® True,

FrameLabel ® TraditionalForm�� 8"r", "PHrL"<, BaseStyle ® 8FontFamily ® "Times", FontSize ® 16<D
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