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CHAPTER I

INTRODUCTION

1.1 Statement of Problems

Imputing incomplete data is one of the most important problems in many fields

such as data mining, medical, statistics, image processing, bio-informatics, data modeling,

time series [1][2][3][4]. These problems become an important issue if the missing values

are required for data analysis. Previously, many techniques were proposed for imputing

incomplete missing data. Several data set may have a difference characteristic of the

missing data such as the missing data in time series data is different from the missing

data in image data set. From this reason, the imputation algorithms should be carefully

selected depends on its characteristics of each data set. Accordingly, in this dissertation,

the incomplete data set was divided into two types: time series data set and image data

set. Since there are different algorithms for each data set, however, there are some com-

mon similar algorithms between two groups of data set were used. In this research, the

imputation techniques for incomplete multi-dimensional data were focused. The proposed

ideas in this dissertation are based on the semi-supervised learning by using feedforward

neural network to train data in each group to extract the relationship between inputs and

output of the unknown data. Moreover, the similarity measurements between two groups

of data were used for giving more accurate in the imputed values.

1.2 Objective

The main objectives of this dissertation are the following:

1. To propose a new fill-in technique for incomplete multi-dimensional data in n-

dimensional spaces, where n is number of dimensions.

2. To achieve the accuracy of incomplete multi-dimensional data at least 70% under 70

% missing rate for n=2.

3. To achieve the accuracy of incomplete multi-dimensional data at least 70% under 50

% missing rate for n>2.



2

1.3 Scope of Work

In this dissertation, the scope of work is constrained as follows:

1. This research focus on multi-dimensional data.

2. The mechanism of missing data is MCAR(Missing Completely At Random).

3. Assume that each output data xp are formulated by an unknown function of input

data xi for 1 <= i <= p − 1, as xp = f(x1, x2, . . . , xp−1), where p is dimension of

data set.

4. The characteristics of multi-dimensional data used to this research having unknown

distribution.

5. All data set are numerical data.

6. The complex domain data set such as image dataset is considered.

1.4 Dissertation advantages

1. A new fill-in technique for incomplete multi-dimensional data in n-dimensional spaces

is proposed.

2. This technique can be applied for real world application which has missing data such

as missing data in timeseries dataset and image dataset.

1.5 Dissertation contributions

The significant contributions of the missing values imputation discussed in this dis-

sertation are:

1. New time series imputation based on the regional-gradient guided bootstrapping

algorithms which used the gradient of time series data to consider when performs the

imputation processes.

2. New image imputation based on the similarity comparison of RGB values of an image

inside the window area between the missing area and non-missing area.

3. Applicability of the proposed algorithms to image inpainting problem and image

restoration problem.
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4. A feasible similarity measurement concept between two groups of data.

5. Ability to preserve the shape of image after imputation.

1.6 Outline of the thesis

The remaining of this research is organized as follows. In chapter 2, the literature

reviews of time-series imputation, image imputation, and clustering similarity measure-

ment are proposed. In chapter 3, the proposed method for imputing incomplete time

series data by using regional-gradient guided bootstrapping algorithms are presented. In

chapter 4, the missing data imputation based on the hybrid of adjustable neural networks

and similarity measurement between two clusters are introduced. The imputing incom-

plete SLC-off imagery based on neural networks and similarity measurement between two

clusters is proposed in chapter 5. The experimental results are described in chapter 6.

Finally, the conclusions are presented in chapter 7.



CHAPTER II

REVIEWS OF IMPUTATION ALGORITHMS

2.1 Time-series imputation algorithms

Imputing incomplete data is one of the most important problems in many fields such

as data mining, medical, statistics, image processing, bio-informatics, data modeling, time

series, etc [1][2][3][4]. These problems become an important issue if the missing values are

required for data analysis. Previously, many techniques are proposed for imputing incom-

plete missing data. In [2][3], the procedure for imputing missing data was classified into

three categories: ignore base procedure, parameter estimation, and imputation procedure.

The method of Ignore the missing data is a well known method for imputing incomplete

data but it has a serious consideration when being applied to the missing value. In this

method, the error evaluations are difficult to perform.

Different algorithms were proposed for solving the problem of ignoring the missing data.

The most well known algorithms is parameter estimation procedure such as maximum like-

lihood algorithms [5] and the expectation and maximization algorithms (EM) [6]. EM

algorithm provides a good framework for imputing missing data but the limitation of this

algorithm is similar to other methods in terms of parameter estimation. They must know

the prior distribution of data which will affect the performance and efficiency of imputa-

tion. Moreover, the time complexity of EM algorithm or other algorithms for parameter

estimation can be high if there are many missing values. The method of imputation ap-

proach replaces the missing data by substituting the suitable values. The examples of this

method in this category is case substitution, mean, or mode imputation, hot deck and cold

deck imputation, prediction model [6][7][8], K-Nearest Neighborhood method (KNN)[4],

and Varies Windows Similarity Measure(VWSM) algorithm [1] etc. The concept of hot

deck imputation used the value of observed data called donor to impute a record have

missing value called recipient. The advantage of this method is the occurring values are

used for imputation and they are not used the distribution assumption [6]. In K-Nearest

Neighbor method, the missing data are imputed by the observed data with minimum dis-

tance from the missing value. The performance of this method depends on the suitable

distance measure[4]. The concept of MI interpolation is to impute the missing data by us-

ing a suitable value and repeating this procedure M times [5][3][6]. For VWSM algorithm,

they used the assumption of the similarity characteristic of the cyclical of the data set [1].
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The procedure finds the cycles which are similar to the cycle having missing value and,

then, imputes the missing sample from the complete subsequence. From these methods,

VWSM outperforms than other methods. However, this approach has some consideration

before being used to impute any missing data because it is time consuming. So, in this

dissertation, this problem will be solved by using concept of the slopes of nearest neigh-

boring data and re-sampling the estimated data with replacement based on bootstrapping

concept. It is not necessary to find the similar subsequence for imputing the missing data

but used only the value nearest to missing value to be imputed value. The characteristics

summary of each method[9] is presented in Tables 2.1- 2.2.

2.2 Image imputation algorithms

Due to malfunctions during the acquisition process, the problem of incomplete data

has dramatically increased in many fields of data set acquisition, for example, image data

sets, geostatistics data sets, and time-series data sets. The application of imputation

methods for reconstructing damaged areas have been extensively studied. Most of the

conventional methods use the nearest pixels for restoring the damaged areas. In recent

works, several different imputation methods have been proposed. Takahiro et al.[13] used

an algorithm based on a kernel principal component analysis(PCA)-based projection onto

a convex set. In this algorithm, a non-linear eigenspace was constructed from each kind

of texture and the optimal subspace for the target local texture was introduced into the

constraints of the POCS algorithms. A limitation of this algorithm is that the size of

the local image and the number of clusters are set manually. It is desirable ifhese values

can be adaptively determined from the observed image. Amano and Sato[14] proposed a

method for image imputation for the case of the where the missing area in an image is

surrounded by characters by using the eigenspace. They used the BPLP method based

on the self-correlation in the image using only one image. However, parameters such

as the size of the clipping window and the step width of window were experimentally

determined. These parameters may affect the precision of interpolation. Grover et al.[15]

introduced a technique for filling in a missing area by using texture filling based on a

Laplace equation with Dirichlet boundary condition. The main asset of this method is

that it uses a bounded search window. The method is able to fill in a missing area

from outside to inside. Hui et al.[16] proposed a regularization based approach to recover

degraded images by enforcing the analysis-based sparity prior of images in tight frame

domain. Telea[17] proposed an image inpainting algorithm based on the fast marching
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Table 2.1: Characteristics summary of the imputation method which used machine learning tech-
niques.

Method Method sum-
mary

Advantage Disadvantage Data set Complexity

ISOM-
DH[10]

Use ICA and
SOM.

Classify data
into similar
group.

Time con-
suming.
Must known
data set
distribution.

The data sets
of main eco-
nomic indica-
tors for ma-
jor retail en-
terprises from
Beijing Statis-
tic Annual

N/A

TS-
SOM[11]

Create an
imputation
model by
probabilistic
distribution.

Use the
similar clus-
ter and
regression.

Time con-
suming.
Use several
SOMs to
create a tree
structure.

Danish
Labour Force
Survey Data
set

O(Nlog(N))

SOM-
FCM[11]

Incomplete
data are
translated
into fuzzy
data. After
that generate
fuzzy maps

Provide
more infor-
mation

Relative
fuzzy cluster
might not be
significant.

Students
course eval-
uation at a
Canadian
university.

N/A

FCM[12] Use the fuzzy
C-means clus-
tering of in-
complete data

Provide
more infor-
mation

Time con-
suming

Artificial
Two-
Dimensional
(2-D) Clus-
ters, IRIS
Data.

O(N)

VWSM[1] Find the cy-
cles which
are similar
to the cycle
having miss-
ing value and
then imputes
the missing
sample from
the complete
subsequence.

More accu-
racy

Time con-
suming.
Only 2-
dimensions.

MackeyGlass
chaotic time-
series data,
the monthly
sunspots
data, the
daily gauge
height at
Ban Luang
gauging sta-
tion, and
the daily air
temperature
at Nakhon
Ratchasima
province,
Thailand

O(N2)

RGGB[2] Use neural
network and
similarity
measure

Use observed
data to im-
pute. Not
concern the
distribution
of data. Use
local train-
ing. Use
nearest data
to impute
incomplete
data.

Time con-
suming.

MackeyGlass
chaotic time-
series data,
the monthly
sunspots
data, the
daily gauge
height at Ban
Luang gaug-
ing station

O(N)
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Table 2.2: Characteristics summary of imputation method which used statistical techniques.

Method Method sum-
mary

Advantage Disadvantage Data set Complexity

Variance Use a variance
of data set.

Give true
distribution
and variance
of data set.

Must know
the prior
distribution.

breast cancer O(N)

EM Use prior dis-
tribution to
test the miss-
ing data and
impute until
maximum
likelihood
rich.

Give true
distribution
and variance
of data set.

Must know
the prior
distribution
estimation.
Time Con-
suming.

breast cancer O(N)

Hotdeck Use the value
of observed
data called
donor to
impute a
record hav-
ing missing
value called
recipient.

Use observed
data to im-
pute

Less accu-
racy. Not
used dis-
tribution
assumption.

breast cancer O(N)

KNN Use the ob-
served data
with mini-
mum distance
from the
missing value

Use observed
data to im-
pute.

Depends
on distance
measure.

breast cancer O(N2)

MI Use a suitable
value and re-
peatly impute
M times

Use observed
data

Require
parameter
estimation

breast cancer O(N2)
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method[17]. The limitation of this algorithm is the blurring produced when inpainting

points are thicker than 10-15 pixels[17]. Huan et al.[18] introduced an image inpainting

algorithm based on a two-step process. In the first step, the filling order of the missing

pixels was determined by using the fast marching method. In the second step, a block of

textures was computed by using a search process and an SSD measurement[17]. Criminisi

et al.[19] developed an exemplar-based inpainting method which used the magnitude of

the gradient and the observed pixels of image to define the filling order in the target

region. The missing region of the image was filled with source patch blocks ordered by

priorities. This method is an efficient imputation method which is able to preserve the

linear structure in the missing area. However, the filling order in the method is random

and unreliable and it seems to have the phenomenon of growing garbage[18]. Bertalmio et

al.[20] proposed an image inpainting method based on smooth propagation of information

from the surrounding areas in the isophotes direction. One of the main problems with

their algorithm occurs with the reproduction of large textured regions.

One of the main problems of the methods discussed above are that the algorithms for

the imputation of missing pixels requires a suitable selection of the nearest pixels. Other

problems occur if the missing image has a large size or if there are randomly missing pixels.

In this paper, an imputation technique is developed which focusses on characteristics

(e.g., the shape) of the damaged areas inside a picture. If the damaged area is small

and surronded by known pixels, then a neural network can be developed which uses only

nearest-neighbor pixels for training and imputing. The number of sample nodes used for

training is automatically adjusted depending on the data available in the neighborhood.

Therefore, the number of sample nodes used in training are not necessarily equal for each

missing pixel. The number of data points used during the training process depends on

characteristics of the missing window and its neighhorhood.

If the missing area is large, then we have found that the neural network method

cannot be used for imputation. Instead, we impute the pixels in the missing area by

finding a similar area in the original image by using a clustering method.

2.3 Clustering similarity measurement

The next issue which concerned in the proposed method is the clustering similarity

measure for comparing the target clusters having missing values. Clustering is a method

for classifying a data set into groups of similar data sets. The process for clustering data set

is based on clustering similarity measure. There are several clustering similarity measure
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between two clusters. Torres[21] proposed a similarity measure by using the Euclidean

distance between cluster centroids and pearson correlation. Bae[22] proposed the new

measure name Attribute Distribution Clustering Orthogonality(ADCO) which consider

the density profile for each attribute. This method considered distribution information

of data points in each attribute, and the shape of each cluster. Dong et,.al[23] proposed

new similarity measure by using a cosine similarity-based negative selection algorithms

for time series detection. All of these methods were used for similarity measure between

two clusters. In image processing, the clustering similarity measure which is well-known

for comparing is Ward-Walfowitz test of randomness. The concept of this technique uses

a run test calculated from a consecutive sequence of identical label between two clusters.

The number of runs is used as the test statistics[24].



CHAPTER III

IMPUTATION OF INCOMPLETE TIME-SERIES DATA

3.1 Problem Formulation

3.1.1 Time series data

A time series data considered in this study concerns a sequence of data whose values

can be written as a function of times. These data can be plotted in terms of time sequences

as shown by the example in Fig. 3.1. The vertical axis is the value of each data while

the horizontal axis is the time. Let T be a set of time series data denoted by T =

(x1, x2, . . . , xn). Each xt is the value of data at time t. There are three types of gradient

in any time series data. The first type is the gradient having positive value. The second

type is the gradient having negative value. The last type of gradient is the gradient having

zero value. Obviously, a missing data must belong to one of these three types of gradient

and it may lay in between the same or different types of gradient. For example, if a

missing data actually exists in the first type of gradient, then it must lay in between two

neighboring gradients with positive values. The proposed imputation techniques will be

based on these observations.

3.1.2 Bootstrap method

Bootstrap is a statistical algorithm proposed by Efron[25]. The main objective is to

estimate the natural mean and variance of collected data by iteratively re-sampling the

collected data. This technique can be applied to any dimension [25]. Bootstrap method

composed of two types: non-parametric bootstrap and parametric bootstrap[25]. In non-

parametric bootstrap, data are sampled with unknown distribution of parameter estimator

but in parametric bootstrap, the distribution of parameter estimator must be known in

advance [25]. In this dissertation, the concept of bootstrap re-sampling was applied for

testing the variance of data set when already imputed with the nearest neighbors of missing

data to get the confidence interval of the imputed missing value.
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3.2 Proposed Imputation

The following four possible cases were considered for any missing data. In each case,

a set of bootstrapped data are generated and used to impute the missing data.

1. A missing data is in between two positive gradients. Area B in Fig. 3.1 shows an

example of this case. The missing data are on the dotted line.

2. A missing data is in between two negative gradients. Area A in Fig. 3.1 shows an

example of this case. The missing data are on the dotted line.

3. A missing data is in between a positive gradient and a negative gradient. Fig. 3.3

shows an example of this case. The missing data are on the dotted line.

4. A missing data is in between a negative gradient and a positive gradient. Fig. 3.2

shows an example of this case. The missing data are on the dotted line.

Since the considered data are in a sequence of time, the whole data sequence can

be partitioned into three consecutive groups. The first group is the sequence of data to

the left of missing data sequence. The second group is the missing data sequence laying

next to the first sequence. The last group is the data sequence to the right of the second

sequence. With of loss of generality, assume that groups 1 and 3 have no missing data.

Only group 2 has missing data. To define the boundary of missing region, four locations

of time steps are defined as follows. Let

tb: the rightmost time location in the first group

adjacent to the considered missing data in the

second group.

tb−1: the one-unit time location to the left of tb.

tf : the leftmost time location in the third group

adjacent to the considered missing data in the

second group.

tf+1: the one-unit time location to the right of tf .

tm: the time location of missing data.

Fig. 3.1, 3.2, and 3.3 denote the pictorial meanings of these time locations in each

case. The number of missing data may be more than one. The proposed imputing proce-

dure is summarized in the following ALGORITHM 1. Let X be a set of time locations

with non-missing and missing data and |X| = n. For each missing data, the procedure
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starts by identifying one of the four cases of missing data. Then, the missing data is

imputed by using the proposed bootstrapping concept.

ALGORITHM 1: Regional-Gradient-Guided Imputation

1. Count number of missing data, calculate percentage

of the missing data, and normalize each non-missing data

xt in range [0-1] by this equation,

xt = (xt −min(X))/(max(X)−min(X)).

2. for t = 1 to n do

3. If a missing data xt exists then

4. begin

5. Find non-missing data xtb−1
, xtb , xtf , xtf+1

.

6. Calculate boundary regions in terms of

tanα1 =
xtb
−xtb−1

tb−tb−1
and

tanα2 =
xtf+1

−xtf

tf+1−tf .

7. If tanα1 ≥ 0 and tanα2 ≥ 0 or

tanα1 ≤ 0 and tanα2 ≤ 0 then

8. Impute the missing data by ALGORITHM 2.

9. If tanα1 > 0 and tanα2 < 0 or

tanα1 < 0 and tanα2 > 0 then

10. Impute the missing data by ALGORITHM 3.

11. end

12. end

Based on the location of a missing data with respect to the neighboring non-missing

data regions, two imputation separated procedures, i.e. ALGORITHM 2 and AL-

GORITHM 3 are introduced. ALGORITHM 2 covers cases 1 and 2 while AL-

GORITHM 3 covers cases 3 and 4. Note that cases 1 and 2 are the inverse of one

another. Therefore, the imputation procedure for each case can be combined as illus-

trated in ALGORITHM 2. Similarly, cases 3 and 4 can also be combined as provided

in ALGORITHM 3. The detail of each algorithm is the following.

ALGORITHM 2: Cases 1 and 2 Imputation
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Figure 3.1: An example of missing data occurring at the positive gradient region (area B) and
the negative gradient region (area A). The dotted lines denote the missing data locations and the
thick lines denotes the non-missing data locations.

1. Let xtb−1
, xtb , xtf , and xtf+1

be the values of non-missing

data at tb−1, tb, tf , and tf+1, respectively.

2. Let xtm , xtm+1
, . . . , xtmc

, . . . , xtf−1
be the missing

data at tm, tm+1, . . . , tmc, . . . , tf−1.

3. Calculate tanθ1 between xtb and xtf by

tan θ1 =
xtf
−xtb

tf−tb

4. for j = tm to tf−1 do

5. xj =xtb + (j − tb) ∗ tan θ1

6. Let D = {d1, d2, . . . , ds} be a set of randomly

sampled values in between xj and xtb .

7. Set xj to bk from step 7 having highest

occurrence frequency among all elements in D.

8. Move the non-missing location forward by setting

tb = j.

9. end

ALGORITHM 3: Cases 3 and 4 Imputation

1. Let xtb−1
, xtb , xtf , xtf+1

be the values of non-missing
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Figure 3.2: An example of missing data with tanα1 and tanα2 of negative gradient and positive
gradient, respectively. The missing data are on the dotted line.

Figure 3.3: An example of missing data with tanα1 and tanα2 of positive gradient and negative
gradient, respectively. The missing data are on the dotted line.
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data at tb−1, tb, tf , and tf+1, respectively.

2. Let xtm , xtm+1
, . . . , xtf−1

be the missing

value at tm, tm+1, . . . , tf−1.

3. Let tmc be the middle location among tm, tm+1, . . . ,

tf−1.

4. Compute xtmc
from the intersection of gradients from

the values of tanα1 and tanα2 in ALGORITHM 1.

5. Calculate tanθ1 between tb and tmc by

tan θ1 =
xtmc−xtb

tmc−tb

6. for j = tm to tmc do

7. xj = xtb + (j-tb)*tanθ1

8. Let E = {e1, e2, . . . , es} be a set of randomly

sampled values in between xtb and xj .

9. Set xj to bk from step 7 having highest

occurrence frequency among all elements in E.

10. Move the non-missing location forward by setting

tb = j.

11. end

12. Calculate tanθ2 between tmc and tf

tan θ2 =
xtf
−xtmc

tf−tmc

13. for j = tmc+1 to tf−1 do

14. xj = xtmc
+ (j − tmc)*tanθ1

15. Let F = {f1, f2, . . . , fs} be a set of randomly

sampled values in between xtmc
and xj .

16. Set xj to ck from step 15 having highest

occurrence frequency among all elements in F .

17. Move the non-missing location forward by setting

tmc = j.

18. end



CHAPTER IV

MISSING DATA IMPUTATION BASED ON THE

HYBRID OF ADJUSTABLE NEURAL NETWORKS

AND SIMILARITY COMPARISON BETWEEN TWO

CLUSTERS.

4.1 Introduction

In this chapter, an imputation technique is developed which focusses on character-

istics (e.g., the shape) of the damaged areas inside a picture. If the damaged area is small

and surronded by known pixels, then a neural network can be developed which uses only

nearest-neighbor pixels for training and imputing. The number of sample nodes used for

training is automatically adjusted depending on the data available in the neighborhood.

Therefore, the number of sample nodes used in training are not necessarily equal for each

missing pixel. The number of data points used during the training process depends on

characteristics of the missing window and its neighhorhood.

If the missing area is large, then we have found that the neural network method

cannot be used for imputation. Instead, we impute the pixels in the missing area by finding

a similar area in the original image by using a clustering method. In this dissertation, two

methods for this similarity test are used, namely a local test and a global test. Information

from the similar areas is then used to impute the missing area.

4.2 Problem Formulation

Multi-dimensional data for a pixel are a set of multi-dimensional attributes of the

pixel. An example of a multi-dimensional data set is shown in Fig. 4.1 where the position,

RGB, and intensity data are given for each pixel.

Let M be a matrix of a multi-dimensional data set

M = [p1,p2, . . . ,pn], (4.1)
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where M ∈ n× c , pi ∈ Rc and 1 ≤ i ≤ n.

pi = [xi1 xi2 . . . xic]
T (4.2)

is the attribute vector for pixel i, where c is number of attributes and n is the number of

pixels.

We assume that a multi-dimensional data set is composed of two parts, which are

called input attributes and output attributes. An example of a multi-dimensional data

set in a real world application is a set of vectors pi = (xi, yi, zi) for pixel i, 1 ≤ i ≤ n,

where (xi, yi) gives the position of pixel i and zi gives the intensity of pixel i. In this case,

(xi, yi) are called input attributes and zi is called an output attribute. The relationship

between these two parts of a multi-dimensional data set is

zi = f(xi, yi) (4.3)

where the output attribute zi of pixel i (the intensity) is regarded as a function of the

input attributes (xi, yi) (the position) of pixel i.

In this dissertation, we assume that missing data consists only of missing output

data, i.e., that values of zi are unknown for some set of pixels but that corresponding

(xi, yi) values are always known. If the output data of a pixel i is missing, then its

attribute vector is written as pm
i and it will be called a target vector for imputation.

We consider the following problems for imputation of missing data:

1. How to impute missing multi-dimensional data?

2. How to select the number of nearest data points for training neural networks to

tentatively fill missing data for small areas of missing data?

3. How to cluster incomplete multi-dimensional data?

4. How to measure the similarity between two clusters and how to measure the similarity

between two manifolds?

5. How to impute incomplete multi-dimensional data by using clustering similarity com-

parison techniques?
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Figure 4.1: Characteristic of multi-dimensional data set in multi-dimensional spaces

4.3 The hybrid imputation of missing image using neural network and the

similarity measurement based on the characteristics of damaged area

In this research, the missing values inside a damaged image were imputed using a

hybrid imputation method based on a neural network and a similarity measurement based

on the characteristics of missing areas. The processes used for imputing the missing pixels

are shown in Fig. 4.2. The first step in the method is to set the size and shape of the

mask template window to be used for the imputation starting with 3x3 pixels. The missing

pixels are then detected and the marching method[26][18] is used to define an ordering in

which the missing pixels will be imputed. The first step in the imputation of a missing

pixel is to check the surrounding pixels using the mask template window. If a missing

pixel is surrounded by observed pixels as shown in Fig. 4.3, then a neural network can

be used to impute the missing value. However, if that area cannot be imputed with the

neural network because of the large size of the damaged area then the similarity technique

is used for imputing missing pixels. The imputation based on the similarity measurement

can be done by the following process. First, find a direction of the pixels in an image

using the Hough transform[27][28]. Then, check whether or not the damaged area should

be imputed by global imputation. If the mean square error by using global imputation

technique is greater than a predefined threshold, then the global imputation algorithm

is not suitable for imputing missing values. In this case, an imputation technique for

the damaged area based on a local imputation technique is used instead of the global

imputation technique. The details of neural network based imputation and the similarity

measurement based imputation are described in the following section.

4.4 Adjustable neural network

The method is based on the assumption that the properties of a missing pixel should

be closer to the properties of nearby observed pixels than to properties of further distant
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Figure 4.2: The framework of hybrid imputation of missing pixels using neural networks and
similarity comparison.
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Figure 4.3: An example of 3× 3 mask templete window.

pixels. In this section, a new method is introduced for imputing missing values based

on an adjustable neural network for the primary imputation step. The neural network

process for imputing missing values can be described as follows: Let I be a matrix of

image data set with n × c pixels. Let pi be a vector for pixel i at position xi, yi. Let

(xi, yi) be the input attribute of vector pi. If the output data of a pixel i is missing then

its attribute vector is written as pm
i . If a missing pixel occurs in a position (xi, yi) then

set the mask template window with size of w × w pixels, denoted with T . The size of

this window is calculated by the experiment because this size can cover a large number of

observed data surrounding the damaged area. Next, superimpose position (xc, yc) of mask

template window at position xi, yi of the missing value pm
i , where (xc, yc) is a center of

mask template window and (xi, yi) is the position of missing pixel. After the suitable w

value for window size are selected, the observed position pattern inside the window mask

template is searched.

Fig. 4.3 shows an example of mask window template that will be used in the

imputation process that is using data in T2, T4, T6, T8 positions for becoming a training

sample. After the training sampling have been found, the intensity of these pixels are used

as a target. Consider the following case. If a pattern of missing pixels inside mask window

template occurs as shown in Fig. 4.3, the training data set will have only four inputs.

Another case is if a pattern of missing pixel inside mask window template have more than

four observed values in window mask template such as the occurring of observed data at

positions T6, T7, T8, and T9, use this data to be a training sample in the adjustable neural

network. So, not only to have only four points but also to have more than four points for

the training process. Number of patterns to be used in the training process depends on

the observed data in the mask window template, for example 4, 5, 6, 7, and 8 patterns.

ALGORITHM 4: Neural network training.
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1. Let pi be a vector for pixel i at position (xi, yi),

pi = [xi yi zi]
T for pixel i, 1 ≤ i ≤ n where (xi, yi) gives the position

of pixel i and zi gives the intensity of pixel i.

pm
i denote output data of pixel i is missing.

2. Let mi be an index vector to denote whether or not data at position (xi, yi) is missing.

3. Let m be a number of missing pixels and n be a number of pixels in an image.

4. Let k be a number of nearest neighbors of vector pm
i .

5. Let (xi, yi) be an input attribute of pixel i,

zi be an output attribute of pixel i.

6. for i=1 to n do

7. if a missing data mi exists then

8. Let K be a set of nearest neighbors of vector pi for pixel i

at position (xi, yi) denoted by (xj , yj) ∈ K.

9. Find k nearest neighbors of vector pi based on

minimum Euclidean distance by

argmin
(xj ,yj)∈K

(Σn
j=1(xi − xj)2 + (yi − yj)2)

10. Suppose k nearest neighbors of missing data pm
i

are p1
m,p

2
m, ...,p

k
m, pd

m ∈ Rn.

11. Use the following data set to be a training pattern:

(xtm, y
t
m) is input pattern.

ztm is target output pattern.

where t is an index of nearest neighbors of a missing pixel, 1 ≤ t ≤ k.

12. Train only on the training set by setting the stopping criteria

and the network parameters.

13. Stop training as soon as the error equals the predefined mean square error.

14. Use the weights in the previous step as the imputation step

by using the following data,

(xm, ym) is input pattern.

zm is desired output.

15. Use zm to impute a missing value pm
i .

16. end

17. end
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Figure 4.4: The mask template window using in global imputation which rotate depends on the
angle of image.

4.5 Similarity measurement between two clusters.

The similarity measurement could be performed by measuring the similarity of clus-

ter shape and cluster distribution of the two groups. This technique can be used when

either the large size of damaged area occurred or the neural network cannot be used to

perform the imputation of damaged image.

4.5.1 Global imputation processes.

In this section, the imputation algorithm was proposed by using global imputation

technique to impute the large damaged areas inside an image. Suppose there is a missing

value in vector pm
i , where pi = [xi yi zi]

T . Search for the next observed values which have

the same direction compared to the whole image and located on the opposite side of the

pixel pm
i by equation(4.4) and equation(4.5).

xi+1 = xi + 1 (4.4)

yi+1 = tanθ(xi+1 − xi) + yi (4.5)

Calculate the (xi+1, yi+1) position until reaching the observed values in the opposite

side of damaged region. The scanning direction is performed by scanning through a

straight line. The structure of mask template window is shown in Fig. 4.4.

The mask template window composes of the observed values in both two sides and

the missing area locates at the center of the two observed areas. The mask template

window is referred as the target mask window which composes of area T1 , area T2 and

a missing area (Ω), denoted with ΩT
m = T1 ∪ Ω ∪ T2 in θ direction. The size of T1 and
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Figure 4.5: The mask template window using in local imputation which depends on the observed
values.

T2 areas is equal to the length of missing area. So, the size of T1 is Ω/2 and the size of

T2 is Ω/2. After the target mask window ΩT
m is calculated, search inside the searching

window to find the most similar area(ψ) compare to the target mask window by using

Wald-Wafowitz test. After the most similar area which is compared to the missing area

with the predefined threshold is found, use this reference area to impute the missing area.

4.5.2 Local imputation process.

If the damaged area cannot be imputed with the global imputation technique due

to the mean square error of the target mask window and the most similar area are greater

than the threshold, then the local similarity measurement will be used. In this step, the

target mask window which is mostly covered by the observed values is used for comparing

with undamaged areas. The processes for local imputation is starting with calculated per-

centage of missing values and observed values inside the pre-defined target mask window.

ζ =
n(observed pixels)× 100

n(observed pixels) + n(missing pixels)
% (4.6)

If the ratio ζ is greater than 60%, use the target mask window for finding the similar

area. If the ratio ζ of the target mask window is less than the pre-defined threshold, the

size of mask template window will be resized untill the ratio are accepted. After that,

using the target mask window to find the most similar area for reconstructing damaged

area.

The algorithms of global based imputation and local based imputation can be de-

scribed by the following algorithms.
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ALGORITHM 5: Global Imputation algorithms

1. Let I(xi, yi) be an image represented in the from of matrix of r × c

having some missing pixels.

The position of any pixel is denoted by its coordinate (xi, yi).

2. Use marching method[29] to keep the order of the missing pixels to be imputed

into a queue. A queue is defined by

Q = {(xai
, yai

, zai
)|1 ≤ i ≤ m}

where m is a number of missing pixels in an image.

3. Calculate the azimuth angle of sub-image by using Hough algorithm.

4. Use a matrix FillArea(xi, yi) to denote whether or not the position (xi, yi) is missing.

5. Set threshold (α) for comparing whether or not using the global imputation algorithm.

6. Let vector pm = [xm ym zm]T for a missing pixel m at row xm column ym

which is dequeue from a queue.

7. Let l be index of missing pixel dequeue from Q.

8. for l = 1 to m do

9. Calculate the next un-missing pixel position locate on the opposite side

of the missing area by using the following variables.

xstart is the starting position of a missing pixel pm on x−axis

ystart is the starting position of a missing pixel pm on y−axis

xend is the next observed pixel on x− axis

yend is the next observed pixel on y− axis in θ direction calculated from

yend = ystart + tanθ(xend − xstart)

10. Create the mask template window at the following position,

ΩT
m ={(xstartT , ystartT ), (xstartT , ystartT+1), ..., (xendT , yendT )}

where,

ΩT
m is a mask template window of missing pixel m.

xstartT is the start x-position of mask template calculated from.

xstartT= xstart - (size of missing area)/2

ystartT is the start y-position of mask template calculated from.

ystartT = ystart - (size of missing area)/2

11. Compare the similar area between ΩT
m and the observed area called ψR

i

by using ward-walfowitz test in ALGORITHM 7.

12. Find the most similar area ψR
m for imputing ΩT

m by ALGORITHM 8.

13. Compare the mean square error(mse) between ψR
m and ΩT

m denoted with

mse = ψR
m − ΩT

m
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14. if mse < α then

15. Use ψR
m area to impute ΩT

m area that have a missing values.

16. else

17. Impute the missing data by ALGORITHM 6.

18. end

19.end

ALGORITHM 6: Local imputation

1. Let vector pm = [xm ym zm]T for a missing pixel m at row xm column ym

which is dequeue from a queue.

2. Let l be index of missing pixel dequeue from Q.

3. for l = 1 to m do

4. Create an initial mask window template with size of 7×7

by the position xm, ym is in the center of mask template.

5 Check the percentage of available data in a mask window template with

ζ = n(observed pixels)×100
n(observed pixels)+n(missing pixels)

6. if the percentage of available data is greater than 60% then

7. Use ΩT
m to compare the similarity with known area called ψR

i by

ALGORITHM 7.

8. else

9. Resize the mask template window size by 1

10. Return to step 5.

11. end

12. Find the most similarity area ψR
m by ALGORITHM 8.

13. Use ψR
m area to impute ΩT

m area which having a missing values.

14.end

4.5.3 Distribution based comparison between two clusters.

To measure the similarity between two sub-images, the density properties of these

sub-images is used. In general, sub-image is called cluster. The target sub-image or the

target cluster denoted by ΩT
m. The reference sub-image or the reference cluster used to

compare with the target cluster denoted with ψR
i . The similarity between two clusters
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can be performed by comparing the similarity of manifold of two images. The similarity

of two clusters can be checked by measuring the distribution of the pixels in these two

clusters as follows. The method called Wald-Walfowitz test of randomness which is a two-

sample test was adapted for this purpose. This idea is performed by comparing shape and

distribution of two relevant clusters. The main concept is to check whether the probability

candidate clusters originaly came from the same distribution with target cluster. Let ΩT
m

={t1,t2,t3,...,tn1} be a target cluster, ti is a vector for pixel i in target cluster where some

output attribute of ti contains missing value. Let ψR
i ={r1,r2,r3,...,rn2} be a reference

cluster to be compared to checke whether the chance that these two clusters came from

the same distribution. ri is a vector for pixel i in a reference cluster.

The test is done by using a run which is defined as a consecutive sequence of identical

labels. The number of runs is used as a statistical test. The distribution similarity measure

between two clusters are calculated by applying Wald-Walfowitz test for multi-dimensional

data sets as follows.

1. Merge two clusters into one cluster denoted by matrix A.

2. Calculate the minimum spanning tree between two clusters in matrix A.

3. From the minimum spanning tree in step 2, calculate the statistical test by using a

number of connected between two different groups in matrix A denoted with R. If

there is the connected graph between two different groups then increase R by one.

Otherwise, if the connection is in the same group of cluster, do nothing. Calculate

R until all paths are already computed. Finally, increased R by one.

4. Calculate the statistical test value of R, as follows.

W =
R− µ
σ

(4.7)

µ =
2n1n2
N

+ 1 (4.8)

σ =
2n1n2(2n1n2 −N)

N2(N − 1)
(4.9)

5. Calculate p-value of W as same as calculating Z-statistics.

6. Compare the 95% confidence interval between p-value of W and α with the following

hypothesis:

(a) H0: two clusters come from same distribution.
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(b) H1: two clusters come from different distribution.

With the above hypothesis, if p-value of W greater than α, then the null hypothesis

H0 are accepted. Otherwise reject the null hypothesis.

7. Add the reference cluster which is already accepted by the test statistics, and is from

the same distribution with target cluster into the similarity clustering list(Clist).

ALGORITHM 7: Clustering Similarity Comparison

1. Let I(xi, yi) be an image represented in the from of matrix of r × c

having some missing pixels.

The position of any pixel is denoted by its coordinate (xi, yi).

2. Let M be a matrix of missing value, mi denoted whether or not output

attribute in pixel i is missing.

3. Let ΩT
m be a target mask window of missing pixel m.

4. Let Clist be a list of clusters that most similar to ΩT
m.

5. Let ΨR
i be a sub-window in an image with the same size of ΩT

m

where i is index of each sub-window. 1 ≤ i ≤ w, where w is number of sub-windows.

6. Compare the similarity between ΩT
m and ΨR

i .

7. For i = 1 to w do

8. Merge these two clusters: ΩT
m and ΨR

i into matrix A

9. Create minimum spanning tree of each data in matrix A.

10. Count number of runs (R), where R come from number of connected paths

between two clusters.

11. If there is a connected path between two different clusters then

R = R+ 1.

12. If there is a connected path between two similar clusters then

do nothing.

13. Calculate W by

W = (R− µ)/σ

µ = ((2n1n2)/N) + 1,

σ = 2n1n2(2n1n2 −N)/N2(N − 1)

14. Calculate p-value of W.

15. If p-value > α0.05 then

the null hypothesis H0 are accepted,
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Figure 4.6: Two-dimensional graph for comparing the similarity between two clusters. Graph is
drawn with two axes:x-axis is presented for vector position, y-axis is presented for the output
attribute of vector.

otherwise reject null hypothesis.

16. Add this cluster into similarity list Clist by Clist = Clist ∪ΨR
i .

17. end

18. From the similarity list (Clist), find the most similarity cluster

with ΩT
m by using ALGORITHM 8.

19. Use ΨR
m which is the most similar to ΩT

m to impute the missing area.

20. end

4.5.4 Calculating Euclidean distance between two clusters

After the similarity clustering list Clist of ΩT
m are calculated, find the most similar

cluster between target cluster (ΩT
m) and the similarity clustering list Clist by using Eu-

clidean distance between two clusters in the two dimensions graph. A two-dimensional

graph is created for comparing the similarity between two clusters with two axes: x-axis is

presented for vector position order by cosθ, y-axis is presented for the output value of each

pixels in this cluster. Each points in two clusters are numbered with respect to the most

similar direction. After that, calculate the Euclidean distance between two clusters in this

two dimensional graph. Repeat these steps for every cluster in the similarity cluster lists

and select the most similar cluster compared to target cluster for imputing the missing

values.
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4.5.5 Imputing missing values in target cluster

After the most similar cluster with target cluster is selected denoted with ΨR
m, this

reference cluster is used to impute the missing values. In this process, the missing values

in target cluster are imputed with the following equation:

tTm = rRm −
1

2
(rRm−1 − tTm−1)−

1

2
(rRm+1 − tTm+1) (4.10)

where

• tTm is the missing vector in target cluster.

• rRm is the reference cluster.

• rRm−1 is the element at the left of missing data in reference cluster.

• tTm−1 is the element at the left of missing data in target cluster.

• rRm+1 is the element at the right of missing data in reference cluster.

• tTm+1 is the element at the right of missing data in target cluster.

ALGORITHM 8: Two-dimension Similarity Measure.

1. Let Clist = {Ψ1,Ψ2, ...,Ψw} be a list of reference clusters

having the same distribution with target cluster.

2. Each points in two clusters are numbered regarding to the most similar direction.

3. Create two dimension graph for comparing the similarity

between two clusters where x-axis denoted with position of

each vectors in cluster order by cosθ, y-axis denoted with

the value of output attribute at this vector.

4. Calculate the Euclidean distance between two cluster by using two dimensional graph.

5. Repeat steps 2-4 for every reference cluster in the similarity cluster lists.

6. Select the minimum Euclidean distance of the

similarity cluster lists to impute the missing values.



CHAPTER V

IMPUTING INCOMPLETE SCAN LINE CORRECTOR

(SLC)-OFF IMAGERY BASED ON NEURAL

NETWORKS AND SIMILARITY MEASUREMENT

BETWEEN TWO CLUSTERS.

5.1 Introduction

In this chapter, the imputation technique for the damaged areas inside a satellite

image is focused. Satellite imagery is widely used in many fields such as agriculture, mete-

orology, geology, regional planning and forestry[30][31]. The source of satellites images is

produced by different satellites; one of the most powerful satellites is Landsat 7 Enhanced

Thematic Mapper Plus sensor or Landsat 7 ETM+. Unfortunately, in this machine, some

sensors have malfunctioned since May 2003. The occurring malfunction of the Scan Line

Corrector (SLC) in Landsat 7 ETM+ causes many missing pixels of images during the

sensor’s scanning process. This problem affects images acquired by that machine. It is

referred to Landsat 7 ETM+ SLC-off problem. About 22% of scenes of images is lost.

Many methods have been proposed for solving and recovering these missing pixels. Local

Linear Histogram Matching (LLHM) technique[32] proposed by USGS was developed. In

this method, they divided an image into two groups which are image to be filled called pri-

mary scene and image which does not have missing pixels called filled scene. The missing

pixels are calculated from the image of Landsat 7 ETM+ SLC-on with lower resolution by

calculating gain and standard values of their images. After that, the calculated values from

filled scene are used to fill the primary scene. In this method, there are some limitations;

if the scene being combined has temporal variability and the presence of cloud it cannot

give the correctly imputed values. V.Rulloni et al. [33] proposed a linear regression tech-

nique for imputing Landsat7 ETM+ SLC-off by using the temporary accurate image with

lower resolution and using regression between image to be imputed and lower resolution

image in the regression. The experimental result showed that this algorithm gave accurate

imputed values in missing area. However, the limitation of this method is that it must use

other images for the regression which may be a problem if those missing images are not

accurate in lower resolution. C.Zhanga et al.[34] proposed a method for gaps-fill of SLC-off

Landsat 7 ETM+ by using the Kriging method which is a geostatistical approach. For
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imputing missing values with Kriging method, the following process will be done. First,

model the spatial dependency of values in each position which is known as a variogram

model. Calculate the relation of all points by finding sill and range from the variogram

model, after that the variogram model are selected depends on their distribution. Next,

find Kriging weight and use this weight to calculate the missing points. Kriging method

depends essentially on assumed second-order or intrinsic stationary of random fields and

corresponding covariance or variogram function models. The use of a wrong model will

have an effect on the accuracy of the imputation process. From the limitation of those

methods, in this study, the imputation algorithms for Landsat 7 ETM+ SLC-off was pro-

posed by using two-step imputation processes. First, impute the missing pixels by using

neural networks after that repeat imputing missing values by using the most similar area

of the missing pixels to be a reference data for imputing missing values. This comparison

is based on testing whether or not the two images have the same distribution.

5.2 Imputing incomplete SLC-off imagery based on neural networks

Typical Landsat7 ETM+ imagery is composed of eight bands. In each band, they

have different characteristics, application details, and spectral range as shown in Table 5.1.

Digital Number (DN) which is a gray scale value ranging between 0-255 for displaying color

information appears in each band. The concerned points in Landsat 7 ETM+ SLC-off

image are pixels which have missing values or pixels which have 0 numbers. An example

of Digital Number in band 1 of Landsat7 ETM+ imagery which have missing values are

shown in Fig. 5.1.

Table 5.1: Characteristics of Landsat 7 ETM+ and SLC sensors which are composed of 8 bands.

Band Spectral Range EM Region Application details

1 0.45-0.52 Visible Blue Coastal water mapping differentiation of vegetation from soil.
2 0.52-0.60 Visible Green Assessment of vegetation rigion.
3 0.63-0.69 Visible Red Chlorophyll absorption for vegetation differentiation.
4 0.76-0.90 Near Infrared Biomass surveys and differentiation of water bodies.
5 1.55-1.75 Middle Infrared Vegetation and soil moisture measurement differentiation

between snow and cloud.
6 10.40-12.50 Thermal Infrared Thermal mapping soils moisture studies

and plant heat stress measurement.
7 2.08-2.35 Middle Infrared Hydrothermal Mapping
8 0.52-0.90 Near Infrared Large area mapping, urban change studies.

An example of Landsat 7 ETM+ imagery from eight bands with size 500×500 pixels

is shown in Fig. 5.2.
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Figure 5.1: An example of Digital Number in Band 1 of Landsat 7 ETM+ image of Bangkok area.
The 0 numbers are position where missing values occur.

These eight bands were combined into a multi-spectral image format by using Multi-

spectral software. In this dissertation, only band 1 - band 5 and band 7 were used for the

experiments which have the same spectral range. An example of missing data in Landsat7

ETM+ imagery is shown in Fig. 5.1 which is an image having a striping of 22% missing

values.

5.2.1 Notations and definitions

Let P be a matrix of size n× 3 of Landsat7 ETM+ with SLC-off and

pi = (xi yi zi) ∈ R3

be the i-th row of P. (xi, yi) is the 2-dimensional coordinates of the location of i-th data

and zi is the digital number corresponding with that location. They can be considered as

the input and the output as shown in equation. 5.1

zi = f(xi, yi), 1 ≤ i ≤ n. (5.1)

The missing data in each pixel is denoted by pm
i = [xm ym zm]T and is called the target

vector. Thus, we are interested in predicting the value zm = f(xm, ym).

5.2.2 Neural networks for landsat7 ETM+ SLC-off imputation

Our approach is based on the assumption that the radiometric of image pixels close

to each other are more similar than image pixels which are far apart. So, the process for

imputing missing data is done as follows. First, calculate nearest neighbors of each missing

pixels by using Euclidean distance between the missing pixel and k-nearest neighbors to
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itself. The number k is calculated by the following process. At first, let b = 4 where b is

a number of nearest neighbors. For each i = 1, 2, . . . , n1, where n1 is number of observed

data sets which does not have missing values. Let v∗i be the mean of b nearest neighbors

of pi calculate from the bootstrap algorithms. Next, compute the error caused by using

these b elements as mean. To determine b, the cross-validation method to the complete

data is used.

CV (b) =

n∑
i=1

(zi − v∗i )2, 4 ≤ b ≤ 16, 1 ≤ i ≤ n. (5.2)

Finally, let k be the number which gives the smallest value of CV (b).

k = argmin16b=4CV (b) (5.3)

Use this k number to be the number of nearest neighbors of missing values. The k-nearest

neighbors are calculated by using k minimum Euclidean distances from the following

equation

pd
i = minkd=1(Σ

n1

j=1(pi − pj)
2), (5.4)

where pd
i is nearest neighbors of pi, d is number of nearest neighbors of pi.

ALGORITHM 9: Calculate k value

1. Let k be a number of nearest neighbors.

Let n1 be a number of non-missing data.

Let pi be non-missing data at i position.

Let v∗i be a mean value of k nearest neighbors.

2. for b = 4 to 16 do

3. for i = 1 to n1 do

4. Find k nearest neighbors of pi using Euclidean distance denote by

p1
i ,p

2
i ,p

3
i , ...,p

b
i

5. Find minimum digital value(zi) of k- nearest neighbors of pi by

min value=min(z1i , z
2
i , z

3
i , ..., z

k
i )

6. Compute maximum digital value(zi) of b-nearest neighbors of pi by

max value=max(z1i , z
2
i , z

3
i , ..., z

b
i )

7. Randomly select data in the range of min value

and max value 10 times denoted by

z1i∗, z
2
i∗, z

3
i∗, ..., z

10
i∗
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8. Calculate mean value of this 10 data sets with

v∗i = 1/10
∑10

j=1 z
j
i∗

9. end

10. Calculate the cross-validation by summation of error between zi versus v∗i with

CV (b) =
∑n1

i=1(zi − v∗i )

8. end

9. Select the smallest CV (b) with

k = argmin16b=4CV (b).

11. Set k as a number of nearest neighbors for the next steps.

Use k as the number of nearest neighbors of pixel pi. If the missing data occurred at pm
i ,

find k nearest neighbors of pm
i denoted with pm

d . d is the index of nearest neighbors. Also,

with this pm
d find k nearest neighbors of pm

d denoted with pm
d,j . Use the following data to

be a training pattern,

• (xmd , y
m
d , z

m
d,1, z

m
d,2, ..., z

m
d,k) is input pattern where xmd , y

m
d is a position of nearest neigh-

bor of missing pixel pmi . zmd,1, z
m
d,2, ..., z

m
d,k are output attribute of the k− nearest pixels

of pm
d .

• zmd is a desired output.

Train only on the training set by setting the stopping criteria and the network parame-

ters. In this study, feed-forward multilayer neural network with back propagation learning

algorithms was used. The network consists of one input layer, two hidden layers, and one

output layer. Set of inputs and desired output were fed into the neural network to learn

the relationship of data. The process in hidden layer is to adjust weight connected to each

node of input. The root mean square error is compared between desired output and its

calculated output. If the error is not satisfied with the predefined values, it will propagate

error back to the former layer. This will be done from the direction of the upper layer

towards the input layer. This algorithm will adjust weight from initial weight until it

gives the satisfied the mean square error. The mean square error is calculated from the

following equation,

E =
1

2

∑
p

∑
i

(dip − oip)2, (5.5)

where
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• p is the pattern index.

• i is node index.

• dip is a desired output of node i pattern p.

• oip is a calculated output of node i pattern p.

In each node of hidden layer, a node k in layer h is described by the following pair

of equations,

u
(h)
k =

m∑
j=1

w
(h)
k,ju

(h−1)
k (5.6)

and

y
(h)
k = f(u

(h)
k + θhk), (5.7)

• k is node index in layer h.

• h is the layer number.

• y(0)k is the input node and y
(n)
i is output node.

• θhk is bias in h layer.

• y(n)k is the final output which uses to impute the missing value.

In this neural network architecture, in each process of missing data imputation, will

be calculated from the most nearest neighbor pixels. Each neuron performs a weighted

summation of the inputs, and then passes this weighted summation of the inputs into a

nonlinear activation function. Next, use sigmoid function to be activation function in each

hidden layer by this equation,

sigmoid(x) =
1

1 + e−x
. (5.8)

Finally, the network output which is called the output layer is formed by weighted sum-

mation of the outputs of the neurons in the hidden layer. In this study, only one single

output is used for the approximation of missing values. Use the weights in the previous

step as the imputation step by using the following data,

• (xm, ym, z
1
m, z

2
m, ..., z

k
m) is input pattern.

• zm is desired output.
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Use zm to impute missing values pm,

ALGORITHM 10: Neural network training.

1. Let pi be a vector for pixel i at position (xi, yi),

pi = [xi yi zi]
T for pixel i, 1 ≤ i ≤ n where (xi, yi) gives the position

of pixel i and zi gives the intensity of pixel i.

pm
i denote output data of pixel i is missing.

2. Let mi be an index vector to denote whether or not data at position (xi, yi) is missing.

3. Let m be a number of missing pixels and n be a number of pixels in an image.

4. Let k be a number of nearest neighbors of vector pm
i .

5. Let (xi, yi) be an input attribute of pixel i,

zi be an output attribute of pixel i.

6. for i=1 to n do

7. if a missing data mi exists then

8. Let K be a set of nearest neighbors of vector pi for pixel i

at position (xi, yi) denoted by (xj , yj) ∈ K

9. Find k nearest neighbors of vector pi based on

minimum Euclidean distance by

argmin
(xj ,yj)∈K

(Σn
j=1(xi − xj)2 + (yi − yj)2)

10. Suppose k nearest neighbors of missing data pm
i

are p1
m,p

2
m, ...,p

k
m, pd

m ∈ R3 and 1 ≤ d ≤ k.

11. In each pd
m, find its k nearest neighbors denoted with pd,l

m , 1 ≤ l ≤ k.

12. Use the following data set to be a training pattern:

(xmj , y
m
j , z

m
j,1, z

m
j,2, ..., z

m
j,k) is input pattern.

zmj is target output pattern.

where j is an index of nearest neighbors of a missing pixel, 1 ≤ j ≤ k.

13. Train only on the training set by setting the stopping criteria

and the network parameters.

14. Stop training as soon as the error is reaching the mean square error.

15. Use the weights in the previous step as the imputation step

by using the following data,

(xm, ym, z
1
m, z

2
m, ..., z

k
m) is input pattern.

zm is desired output.
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Figure 5.2: The example of Landsat 7 ETM+ imagery from six bands with size 500×500 pixels.
In this research, we use only band 1- band 5 and band 7 for experiments.

16. Use zm to impute a missing value pm
i .

17. end

18. end

5.2.3 Similarity measurement between two clusters

After preliminary imputing incomplete Landsat 7 ETM+ SLC-off data, the next

process is to impute missing values depending on the similarity between two groups of

pixels called clusters. The similarity measurement could be performed by measuring the

similarity of clustering shape, clustering distribution, variance and density of two clusters.

5.2.3.1 Distribution based comparison between two clusters

This section explains the processes of how to measure the similarity between two

clusters by adapting the Wald-Walfowitz Runs Test for Randomness. This algorithm is

performed by comparing shape and distribution of two relevant clusters. The probability

was checked that whether or not the candidate cluster which is used to impute missing

values has similar distribution with target cluster. Let ΩT
m ={ tc1,tc2,tc3,...,tcn1

} be

a target cluster, tci is a vector for pixel i in target cluster where some output attribute

of tci contains missing value. Let ψR
i ={rc1,rc2,rc3,...,rcn2} be a reference cluster to be

compared to check whether the chance that these two clusters came from the same distri-

bution. rci is a vector for pixel i in a reference cluster. The test is done by using a run

which is defined as a consecutive sequence of identical labels. The number of runs is used

as a statistical test. The algorithm is performed as follows. First, compute the principle

component analysis (PCA) to consider the distribution or variance of each data in ΩT .
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The variance of data in cluster depends on the axis of principle component in decreasing

order. Second, compute principle component in reference cluster (ΨR) in the same man-

ner as calculating principle component of target cluster. Next, the distribution similarity

measurement between two clusters are calculated by applying the Wald-Walfowitz Runs

Test for Randomness as follows.

1. Merge two clusters into one cluster denoted by matrix A.

2. Calculate the minimum spanning tree between two clusters in matrix A.

3. From the minimum spanning tree in step 2, calculate the statistical test by using a

number of connection between two different groups in matrix A denoted with R. If

there is the connected graph between two different groups then increase R by one.

Otherwise, if the connection is in the same group of cluster, do nothing. Calculate

R until all paths are already computed. Finally, increased R by one.

4. Calculate the statistical test value of R, as follows.

W =
R− µ
σ

(5.9)

µ =
2n1n2
N

+ 1 (5.10)

σ =
2n1n2(2n1n2 −N)

N2(N − 1)
(5.11)

5. Calculate p-value of W as same as calculating Z-statistics.

6. Compare the 95% confidence interval between p-value of W and α with the following

hypothesis:

(a) H0: two clusters come from same distribution.

(b) H1: two clusters come from different distribution.

With the above hypothesis, if p-value of W greater than α, then the null hypothesis

H0 are accepted. Otherwise reject the null hypothesis.

7. Add the reference cluster which is already accepted by the test statistics, and is from

the same distribution with target cluster into the similarity clustering list (Clist).

ALGORITHM 11: Clustering Similarity Comparison
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1. Let I(xi, yi) be an image represented in the from of matrix of r × c

having some missing pixels.

The position of any pixel is denoted by its coordinate (xi, yi).

2. Let M be a matrix of missing value, mi denoted whether or not output

attribute in pixel i is missing.

3. Let ΩT
m be a target mask window of missing pixel m.

4. Let Clist be a list of clusters that most similar to ΩT
m.

5. Let ΨR
i be a sub-window in an image with the same size of ΩT

m

where i is index of each sub-window. 1 ≤ i ≤ w, where w is number of sub-windows.

6. Compare the similarity between ΩT
m and ΨR

i .

7. For i = 1 to w do

8. Merge these two clusters: ΩT
m and ΨR

i into matrix A

9. Create minimum spanning tree of each data in matrix A.

10. Count number of runs (R), where R come from number of connected paths

between two clusters.

11. If there is a connected path between two different clusters then

R = R+ 1.

12. If there is a connected path between two similar clusters then

do nothing.

13. Calculate W by

W = (R− µ)/σ

µ = ((2n1n2)/N) + 1,

σ = 2n1n2(2n1n2 −N)/N2(N − 1)

14. Calculate p-value of W.

15. If p-value > α0.05 then

the null hypothesis H0 are accepted,

otherwise reject null hypothesis.

16. Add this cluster into similarity list Clist by Clist = Clist ∪ΨR
i .

17. end

18. From the similarity list (Clist), find the most similarity cluster

with ΩT
m by using ALGORITHM 12.

19. Use ΨR
m which is the most similar to ΩT

m to impute a missing area.

20. end
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5.2.4 Angle based similarity measurement between two clusters

After the similarity clustering list Clist = {Ψ1,Ψ2, ...,Ψn} is calculated, compute the

most similar cluster between target cluster and similarity clustering list as follows

1. Compute angle (θ) of each points in target cluster by measuring each point with

tcTcenter where tcTcenter is target cluster center calculated from

tcTcenter =
1

n1
Σn1

i=1(tc
T
i ) (5.12)

where n1 is number of elements in target cluster and tcTi is element i in target cluster.

Calculate angle of each point by

θi = cosθ−1(
tcTi .tc

T
center

||tcTi ||.||tcTcenter||
) (5.13)

where θi is angle between tcTi and tcTcenter.

2. Compute angle(β) of each points in reference cluster by measuring each point with

rcRcenter where rcRcenter is reference cluster center. To compare the similarity of di-

rection between two clusters, move the center of each reference cluster to the same

position as follows,

rcRoldcenter =
1

n2
Σn2
i=1(rc

R
i ) (5.14)

where n2 is number of elements in reference cluster and rcRi is element i in reference

cluster.

rcRnewcenter = tcTcenter (5.15)

then the new position of each element in reference cluster is calculated by,

rcR
′

i = rcRi − rcRnewcenter (5.16)

where rcR
′

i is the new position of reference cluster refers to rcRnewcenter. Next, calcu-

late angle of each points with following equation

βi = cosβ−1(
rcR

′

i .rc
R
newcenter

||rcR′i ||.||rcRnewcenter||
) (5.17)

where βi is angle between rcR
′

i and rcRnewcenter.
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3. Compute the Euclidean distance between two clusters by using a two-dimensional

graph as follows: Each point in two clusters is numbered, referring to the most

similar direction from eq.(5.13) and eq.(5.17). Next, a two-dimensional graph is

created for comparing the similarity between two clusters. A graph is drawn with

two axes: x-axis represents vector position order by cosθ and cosβ, y-axis represents

Digital Number of each vector in this cluster. After that, calculate the Euclidean

distance between two clusters using this two-dimensional graph.

4. Repeat steps 2 and 3 for every reference cluster in the similarity clustering lists.

Select the most similar value compared to target cluster for imputing missing values.

5.2.5 Imputing missing values in target cluster

After the most similar cluster with target cluster is selected denoted with ΨR
m, this

reference cluster is used to impute the missing values. In this process the missing values

in target cluster are imputed with the following equation:

tcTm = rcRm −
1

2
(rcRm−1 − tcTm−1)−

1

2
(rcRm+1 − tcTm+1) (5.18)

where

• tcTm is the missing vector in target cluster.

• rcRm is the reference cluster.

• rcRm−1 is the element at the left of missing data in reference cluster.

• tcTm−1 is the element at the left of missing data in target cluster.

• rcRm+1 is the element at the right of missing data in reference cluster.

• tcTm+1 is the element at the right of missing data in target cluster.

ALGORITHM 12: Two-dimension Similarity Measure.

1. Let Clist = Ψ1,Ψ2, ...,Ψn be a list of reference clusters

having the same distribution with target cluster.

2. Compute center of target cluster center tcTcenter by

tcTcenter = 1
n1Σn1

i=1(tc
T
i )
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where n1 is number of elements in target cluster,

tcTi is vector i in the target cluster.

3. Calculate angle between each vector in the reference cluster and

the target cluster center (tcTcenter) by

θi = cosθ−1( tcT
i .tc

T
center

||tcT
i ||.||tcT

center||
)

where θi is the angle between tcTi and tcTcenter.

4. The angle of each vector is θ1, θ2, ..., θn1

where i is index of each vector in target cluster and n1 is number of elements

in target cluster. After that sort this angle in increasing order.

5. Compute center of reference cluster center (rcRcenter) by

rcRoldcenter = 1
n2Σn2

i=1(rc
R
center)

where n2 is number of element in reference cluster,

rcRi is vector i in reference cluster.

6. Transform the center of reference cluster into same position with

target cluster center for calculating the angle by

rcRnewcenter = tcTcenter

and move all element in reference cluster into new position refer to rcRcenter

rcRi = rcRi − tcTcenter

where rcRcenter is new position compare to tcTcenter.

7. Calculate angle between each point in cluster

and reference cluster center (rcRcenter)

βi = cosβ−1( rcR
i .tcT

center

||rcR
center||.||tcT

center||
)

where βi is angle between rcTcenter and tcTcenter.

8. The angle of each point is β1, β2, ..., βn2

where i is index of each points in reference cluster

and n2 is number of elements in reference cluster.

After that sort this angle in an increasing order.

9. Compute the Euclidean distance between two cluster

in the two dimensional graph by step 10-12.

10. Each point in two clusters are numbered regarding

to the most similar direction calculated from steps 2 to 8.

11. Create two dimension graph for comparing the similarity between two clusters

where x-axis denote position of each vectors in cluster order by cosθ and cosβ,

y-axis denote the value of output attribute at this vector.

12. Calculate the Euclidean distance between two cluster in two dimensional graph.

13. Repeat this steps 2 to 10 for every reference cluster
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in the similarity cluster lists.

14. Select the minimum Euclidean distance of the

similarity cluster lists to impute the missing values.



CHAPTER VI

EXPERIMENTAL RESULTS

6.1 Introduction

This chapter shows the experimental results with the proposed algorithms and the

competitive methods. The experimental results were divided into three parts:

1. Time-series data imputation

2. Image imputation

3. Landsat Scan Line Corrector(SLC)-off imagery imputation

6.2 Time-series data imputation

The following data, parameters, and comparison results were considered in the ex-

periments.

1. Data used in the experiments are 1201 Mackey Glass chaotic time series data, 1071

sunspot dataset from A.D. 1915 to 2002 ,and 2000 daily gauge height data set at Ben

Luang gauging station, Maetun stream, Ping river in Thailand. The characteristics

of each data set are shown in Fig. 6.1 to Fig. 6.3.

2. The percentage of missing data was set to various levels as follows: 10%, 20%, 30%,

40%, 50%, 60%, and 70%, using MCAR(Missing Completely At Random) mecha-

nism.

3. The following three comparison methods were used: Cubic interpolation, MI interpo-

lation by using NORM Software, and Varies Window Similarity Measure (VWSM)

algorithms. In the experiments, the performance of the proposed algorithms was

tested by repeating the algorithms 30 times for each percentage of missing level.

6.2.1 Experimental Results

The results from the proposed algorithms are shown in Table 6.1. Table 6.1 shows the

MSE of Mackey-Glass chaotic time series data by using four methods: Cubic interpolation,
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Figure 6.1: The time series data of Monthly Sunspot.

MI interpolation, VWSM, and the proposed algorithms which is RGGB algorithms. The

experimental results showed that the proposed method gave the lowest MSE for every

level of missing data. Table 6.1 shows the MSE of Gauge Heigth time series data by using

four methods. The proposed algorithms gave the lowest MSE for every level of missing

data. Furthermore, Table 6.1 shows the MSE of Sunspot time series data data by using

four methods. The proposed algorithms gave the lowest MSE for every level of missing

data.

Fig. 6.4 showed the actual and imputed data for Sunspot data set by using the

proposed algorithms when the missing rate is 70%. For Mackey Glass data set, the given

data with 70% missing rate is shown in Fig. 6.5. After applying the proposed imputing

algorithm, the result is illustrated in Fig. 6.6. There are 500 data points in this tested

set.

6.2.2 Performance Measure

To measure the performance of the proposed algorithms, the error of real value

and predicted value were calculated by using mean square error(MSE) and mean absolute

percentage error(MAPE) by equation(6.1) and equation(6.3) .
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Figure 6.2: The time series data of Gauge Heigth.
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Figure 6.3: The time series data of Mackey-Glass.
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MSE = (
∑

1≤i≤n
(T̂i − Ti))/nmiss (6.1)

and all experiments are calculated by using eq.(6.2).

MSE = (
∑

1<=i<=n

(T̂i − Ti))/nmiss× r (6.2)

T̂i is an imputed incomplete time series data by using Cubic interpolation, MI algorithms,

VWSM algorithms and the proposed algorithms. Ti is complete time series data. nmiss

is the number of missing data. r is the number of experiments. Mean absolute percentage

error(MAPE) was calculated from the following equation:

MAPE =
100

n
×

n∑
i=1

| T̂i − Ti
Ti

| (6.3)

T̂i is an imputed incomplete time series data. Ti is complete time series data. n is the

number of missing data. After that, the accuracy of imputed image was calculated from

equation(6.4),

Accuracy = 100−MAPE% (6.4)

The comparison of MSE for each data set and each level of missing value are shown in

Fig. 6.7 - Fig. 6.19.

6.2.3 Time complexity

The time complexity of the proposed algorithms is O(n) where n is the number of

data. The computation time in step 1 of ALGORITHM 1 do not depend on the number

of data. So, the time used in this step is constant O(1). The time complexity in steps

2 to 12 of ALGORITHM 1 is depended on the number of time step in the data set.

However, the time complexity in step 8 of ALGORITHM 1 is depended on the time

complexity of ALGORITHM 2 which is O(n). Moreover, the time complexity in step

10 of ALGORITHM 1 is depended on the time complexity of ALGORITHM 3 which

is O(n). So, the time complexity in steps 2 to 12 of ALGORITHM 1 is O(n). Thus,

the time complexity in ALGORITHM 1 is

Talg = O(1) +O(n) = O(n) (6.5)
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Table 6.1: The mean square error (MSE)× 10−6 of each time series data by using cubic spline
interpolation, MI interpolation method, VWSM algorithm, and the proposed algorithms denoted
by RGGB.

Missing rate Cubic MI VWSM RGGB

Mackey Glass chaotic time series
10% 4.11 0.8 92.56 2.01
20% 8.59 4.69 14.18 2.69
30% 18.3 13.83 27.95 3.72
40% 53.05 50.91 58.71 10.03
50% 258.39 140.59 170.57 140.84
60% 685.43 589.01 555.65 430.96
70% 936.31 1356.20 903.80 664.50

Gauge Height time series data
10% 2.94 4.51 2.34 1.05
20% 2.62 4.52 2.00 1.68
30% 3.31 5.01 2.18 1.83
40% 4.11 5.37 2.80 2.02
50% 4.92 5.96 3.64 1.79
60% 5.25 6.99 4.56 2.61
70% 7.47 7.68 6.81 3.0

Sunspot time series data
10% 4.98 7.11 4.25 2.88
20% 5.59 7.55 4.73 3.03
30% 6.76 8.00 5.01 3.56
40% 7.67 8.23 5.28 3.57
50% 8.27 8.98 5.99 4.94
60% 9.58 9.67 7.05 5.01
70% 12.53 10.83 8.42 6.02
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Table 6.2: The percentage of the accuracy in each time series data by using cubic spline inter-
polation, MI interpolation method, VWSM algorithm, and the proposed algorithms denoted with
RGGB.

Missing rate Cubic MI VWSM RGGB

Mackey Glass chaotic time series
10% 98.15 99.64 58.51 99.09
20% 96.05 97.84 93.48 98.76
30% 85.55 89.08 77.93 97.06
40% 86.48 87.03 85.04 90.68
50% 83.06 90.54 85.42 89.27
60% 80.44 81.79 82.25 87.64
70% 79.70 75.08 70.05 85.43

GH time series
10% 74.88 61.47 80.00 91.03
20% 77.61 61.38 82.91 85.64
30% 71.72 57.20 81.37 84.36
40% 64.88 54.12 76.08 82.74
50% 57.96 49.08 68.90 84.70
60% 55.15 40.28 61.04 77.70
70% 36.18 34.39 41.82 74.37

Sunspot time series
10% 86.75 81.08 88.69 92.34
20% 85.13 79.91 87.41 91.94
30% 82.02 78.72 86.67 90.53
40% 79.59 78.11 85.95 90.50
50% 78.00 76.11 84.06 86.86
60% 74.51 74.28 81.24 86.67
70% 66.67 71.19 77.60 83.98
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Figure 6.4: The actual data and imputed data by using the proposed algorithms in the sunspot
data set with 70% of missing data.
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Figure 6.5: The first 500 data of Mackey Glass chaotic time series data set with 70% of missing
data.
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Figure 6.6: The actual data and imputed data by using the proposed algorithms in the first 500
data of Mackey Glass chaotic time series dataset with 70% of missing data.
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Figure 6.7: MSE comparison of each method with sunspot data set
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Figure 6.8: MSE comparison of each method with Gauge height time series data set.
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Figure 6.9: MSE comparison of each method with Mackey Glass chaotic time series data set.
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Table 6.3: The running time in each time-series data by using cubic spline interpolation, MI
interpolation method, VWSM algorithm, and the proposed algorithms denoted with RGGB.

Missing rate Cubic MI VWSM RGGB

Mackey Glass chaotic time series
10% 12 15 600 20
20% 17 21 690 28
30% 23 28 780 35
40% 27 34 900 49
50% 31 40 1015 50
60% 35 45 1500 67
70% 39 51 1890 78

Gauge Height time series
10% 16 18 670 25
20% 21 26 730 33
30% 26 34 790 38
40% 34 38 890 51
50% 39 45 985 60
60% 48 49 1400 67
70% 54 53 1780 85

Sunspot time series
10% 11 14 570 15
20% 14 19 620 19
30% 19 24 780 27
40% 25 29 850 35
50% 31 34 900 40
60% 39 40 985 46
70% 42 46 1200 53

6.2.4 Discussions

The experimental result showed that, the proposed algorithms outperformed the

other estimation methods in three test cases. The limitation of this algorithms is the

occuring of fluctuating data patterns. If there are too many fluctuating patterns, then it

is dificult to impute the missing data and acheive the high accuracy. One more problem

is that if the consecutive sequence of missing data is long, then the acceptable accuracy of

data may not be achieved because there may be some unpredictable mixture of positive

and negative slopes. The other problem is that if there is a missing data having high

values of left and right slopes with different signs, then it is rather hard to give the correct

value of this data. These issues will be solved in the future.

6.2.5 Conclusions

In this dissertation, a new method based on the slopes of non-missing nearest neigh-

bors of missing data and bootstrapping concept to impute those missing data was pro-
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posed. The method was tested on three data sets: 1201 Mackey Glass chaotic time series

data set, 1071 sun spot data set, and 2000 gauge height data set. The experimental re-

sults were compared with three competitors: Cubic interpolation, MI interpolation, and

VWSM. The results showed that the by using the proposed algorithms, its outperformed

those three methods in accuracy.

6.3 Image imputation

The following data, parameters, and comparison results were considered in the ex-

periments. Tested data with different characteristics of damaged image were considered.

In this dissertation, two characteristics of missing pixels were studied: randomly missing

pixels and non-randomly missing pixels. In the randomly missing pixels, the missing pix-

els with different level of missing values were generated . The proposed algorithms based

on the hybrid imputation with neural network and the similarity measurement in with

different type of dataset were introduced. The data set used in the experiments composed

of two groups. The first group of data set is standard image data sets which are Lena,

Airfield, Airplane, Goldhills, Harbor, and Aerial. The second group of data set is the

damaged images data sets.

6.3.1 Experimental Set-up

6.3.1.1 Selection of algorithms

Because the randomly missing pixels in an image are similar to the image which has

noisy pixels. Thus, in this group of data set, the method which used the concept of noisy

removal were used. The missing pixels as the noisy pixels were considered. According to

the first group of data set, the following algorithms were considered to impute missing

values.

1. Gaussian filter[16].

2. Soheil’s Method[35].

3. Cellular Neural Network(CNN)[36].

In the second group of data set, the following algorithms were used to impute missing

values in the damaged area.

1. Criminisi’s algorithms[19].
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Table 6.4: The comparison between the proposed method and the competitors.

Topics the proposed method Criminisri’s algorithms Huan’s algorithms

1.Method for Marching Method Use isophote line. Marching Method
calculating order of Use confidence
missing pixels and Data term
2.Window’s size Variable block of Fix size Fix size

windows using global
/ local window

3.Direction of window From Hough algorithms - -
4.Similarity measurement Wald-Walfowitz test SSD SSD
5.Reference pixels From the From the previously From the previously

original given data imputation imputation
6.Color space Gray scale/RGB RGB RGB

2. Huan’s algorithms[18].

The reason for using these two algorithms for the comparison is that two algorithms

are well-known method for imputing missing values in an image. These two algorithms

give more accuracy compare to other method and the charateristics of them are similar to

the proposed method in this dissertation. The comparison between the proposed method

and the competitors are shown in Table 6.4.

6.3.1.2 Data set descriptions

All data sets used in the expeiments have the difference data density, number of

data sets and characteristics of data set. Details of each data set are described as follows.

1. Standard image data sets. Six images were used: Lena, Airfield, Airplane, Goldhills,

Harbor, and Aerial. The size of each image is 512×512 pixels with 8 bits standard

gray scale values.

2. Damaged standard image data sets. Six damaged images were used: Lena image,

the two circles image, the window image[18], the bunji jump image[19], Mural image

and Monkey giant image.

6.3.1.3 Percentage of missing data

The percentage of missing data in randomly missing image was set to various levels

as follows: 10%, 20%, 30%, 40%, 50%, 60%, 70% using Missing Completely At Ran-

dom(MCAR) mechanism. Each percentage of missing data in each image was generated
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5 times for checking the accuracy of imputed image.

6.3.1.4 Performance of algorithms

The performance evaluation of the proposed algorithms was compared with the other

algorithms by using Mean Absolute Percentage Error(MAPE) and Peak Signal-to-Noise

Ratio(PSNR). The MAPE compute from equation(6.6).

MAPE =
100

n
×

n∑
i=1

| p̂i − pi

pi

| (6.6)

where p̂i is an imputed incomplete multi-dimensional data, pi is complete multi-

dimensional data, n is the number of missing data. After that the accuracy of imputed

image is calculated from equation(6.7),

Accuracy = 100−MAPE (6.7)

To evaluate the performance of the proposed imputation algorithms, PSNR (Peak

Signal-to-Noise Ratio) were used as an indicator for measuring. The Peak Signal-to-Noise

Ratio, PSNR, is a ratio between the maximum possible power of a signal and the power of

corrupting noise that affects the fidelity of its representation. PSNR is usually expressed

in terms of the logarithmic decibel scale. A higher PSNR would normally indicate that the

reconstruction is of higher quality. The performance of the method is evaluated in terms of

both visual quality and the PSNR value of the restored images. The Peak Signal-to-Noise

Ratio (PSNR) is defined by

PSNR = 10log10
2552

1
mn

∑m
i=1

∑n
j=1(p̂i − pi)

2
(6.8)

where m and n are the width and height of the image, pi and p̂i are the intensity values

of the original image and of the restored image respectively. Typical values for the PSNR

are between 30 and 50 dB, where higher is better.

6.3.2 Experimental results

The experimental results by using the proposed algorithms are presented in this

section.
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6.3.2.1 Randomly missing image reconstruction with Standard image data

sets

The first group of data sets are standard image data sets: Lena, Airfield, Airplane,

Goldhills, Harbor, and Aerial. Fig. 6.10 - Fig. 6.13 shows image imputation results by using

the proposed method and competitive method with standard image data sets. The original

images are shown in Fig. 6.10(a)-Fig. 6.13(a). The damaged images with 50% of missing

values are shown in Fig. 6.10(b)-Fig. 6.13(b). The imputation of damaged images with

the proposed algorithms are shown in Fig. 6.10(c)-Fig. 6.13(c). The reconstructed images

by using the CNN algorithms are shown in Fig. 6.10(d)-Fig. 6.13(d). The reconstructed

images by using the Gaussians filter algorithms are shown in Fig. 6.10(e)-Fig. 6.13(e). The

reconstructed images by using the Soheil’s algorithms are shown in Fig. 6.10(f)-Fig. 6.13(f).

The values of PSNR in each image is shown in Table 6.5. From the experimental results,

the proposed method outperformed the competitive methods. The reason for this accuracy

comes from the fact that restoring the randomly damaged area, the localized data which

set-up by the target mask window was used. The assumption for using localized data is

the more data which nearest to missing pixels will have the same characteristics to missing

pixels. So, the most nearest observed values to the missing pixel was used to impute. In

the proposed method neural network was used to train the pixels in the observed area

for becoming the pixels for imputing missing area. Moreover after imputing by neural

network, the similarity measurement will use again for giving the highest accuracy to the

imputed pixels. The experimental results showed that the proposed method significantly

outperformed the Soheil’s method, CNN, and Gaussian as shown in the Table 6.5.

6.3.2.2 Imputation as the object removal

In case of removing an object in an image, the experimental results are shown as

follows.

The comparison of the imputed View image between the competitive algorithms and

the proposed algorithm are shown in Fig. 6.20. The original image, the missing image, the

imputed image with proposed algorithms, the imputed image with Criminisri algorithms,

the imputed image wite Huan algorithms are shown in Fig. 6.20(a) - Fig. 6.20(e).

To remove the object and to restore the structure of blackground in this image which

is a couple of human, the proposed algorithms can be used. The difficulty of imputing

the damaged area in this picture is that area has a horizontal line. If use the traditional

method in that area, the structure of this horizontal line can not detect. However, by
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(a) (b) (c)

(d) (e) (f)

Figure 6.10: The interpolation of missing data in Lena image. (a) Original image (b) Damaged
image with 50% of missing values (c) Reconstructed image with our proposed algorithms (d) Recon-
structed image using the CNN. (e) Reconstructed image using the Guassian filter (f) Reconstructed
image using Soheil’s algorithms.

(a) (b) (c)

(d) (e) (f)

Figure 6.11: The interpolation of missing data in Harbor image. (a) Original image (b) Dam-
aged image with 50% of missing values (c) Reconstructed image with our proposed algorithms
(d) Reconstructed image using the CNN. (e) Reconstructed image using the Guassian filter (f)
Reconstructed image using Soheil’s algorithms.
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(a) (b) (c)

(d) (e) (f)

Figure 6.12: The interpolation of missing data in airplane image. (a) Original image (b) Dam-
aged image with 50% of missing values (c) Reconstructed image with our proposed algorithms
(d) Reconstructed image using the CNN. (e) Reconstructed image using the Guassian filter (f)
Reconstructed image using Soheil’s algorithms.

(a) (b) (c)

(d) (e) (f)

Figure 6.13: The interpolation of missing data in Aerial image. (a) Original image (b) Dam-
aged image with 50% of missing values (c) Reconstructed image with our proposed algorithms
(d) Reconstructed image using the CNN. (e) Reconstructed image using the Guassian filter (f)
Reconstructed image using Soheil’s algorithms.
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Table 6.5: The average PSNR values of the reconstructed images.

Dataset/Missing Rate 10% 20% 30% 40% 50% 60% 70%

Lena
Proposed Method 37.99 34.8 32.41 31.22 28.13 25.87 24.19
Soheil’s Method 34.13 32.24 29.37 27.43 25.24 24.21 20.81
CNN 35.89 33.60 31.55 29.75 28.54 26.16 23.14
Gaussian filter 33.03 30.62 29.61 28.19 25.70 22.81 21.57
Airfield
Proposed Method 32.00 30.24 28.68 26.87 25.34 23.84 21.71
Soheil’s Method 29.91 28.67 27.44 26.22 25.78 22.88 19.68
CNN 29.21 27.4 25.33 24.56 24.96 23.12 19.46
Gaussian filter 29.78 28.76 28.2 26.47 24.78 22.65 20.67
Airplane
Proposed Method 34.27 32.61 31.57 30.94 28.78 25.9 23.9
Soheil’s Method 32.44 31.3 28.91 27.82 24.93 23.33 20.51
CNN 31.69 30.55 27.88 27.37 26.87 24.58 21.95
Gaussian filter 31.51 30.21 29.05 28.28 25.55 23.66 21.67
Goldhills
Proposed Method 37.16 34.64 33.26 31.4 29.74 26.91 26.43
Soheil’s Method 34.5 32.56 30.72 29.59 26.51 24.74 24.57
CNN 33.57 31.33 29.56 28.57 27.74 25.51 25.26
Gaussian filter 30.01 28.8 26.79 26.6 24.59 22.66 22.09
Harbor
Proposed Method 30.005 29.285 28.53 27.53 26.405 24.655 22.65
Soheil’s Method 29.655 28.23 26.84 25.94 25.015 24.7 23.89
CNN 26.74 26.26 24.985 24.55 23.825 22.505 22.96
Gaussian filter 25.345 26.21 24.64 25.62 22.305 23.15 23.07
Aerial
Proposed Method 35.59 34.31 32.58 31.62 30.35 26.81 24.02
Soheil’s Method 32.115 32.09 26.935 27.875 26.455 25.145 22.97
CNN 30.11 28.74 27.465 26.84 25.605 24.405 21.535
Gaussian filter 29.87 28.33 27.255 25.5 25.455 23.215 21.27
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Figure 6.14: The PSNR comparison of each method with Lena data set.
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Table 6.6: The accuracy of reconstructed images.

Dataset/Missing Rate 10% 20% 30% 40% 50% 60% 70%

Lena
Proposed Method 90.95 90.19 89.62 89.34 88.60 88.06 87.66
Soheil’s Method 90.03 89.58 88.90 88.43 87.91 87.67 86.86
CNN 90.45 89.90 89.42 88.99 88.70 88.13 87.41
Gaussian filter 89.77 89.19 88.95 88.62 88.02 87.33 87.04
Airfield
Proposed Method 89.52 89.10 88.73 88.30 87.94 87.58 87.07
Soheil’s Method 89.03 88.73 88.44 88.15 88.04 87.35 86.59
CNN 88.86 88.43 87.93 87.75 87.85 87.41 86.54
Gaussian filter 88.99 88.75 88.62 88.21 87.80 87.30 86.82
Airplane
Proposed Method 90.06 89.67 89.42 89.27 88.76 88.07 87.59
Soheil’s Method 89.63 89.36 88.79 88.53 87.84 87.46 86.79
CNN 89.45 89.18 88.54 88.42 88.30 87.76 87.13
Gaussian filter 89.41 89.10 88.82 88.64 87.99 87.54 87.06
Goldhills
Proposed Method 90.75 90.15 89.82 89.38 88.98 88.31 88.20
Soheil’s Method 90.12 89.66 89.22 88.95 88.22 87.79 87.75
CNN 89.90 89.36 88.94 88.71 88.51 87.98 87.92
Gaussian filter 89.05 88.76 88.28 88.24 87.76 87.30 87.16
Harbor
Proposed Method 89.05 88.88 88.70 88.46 88.19 87.77 87.30
Soheil’s Method 88.96 88.62 88.29 88.08 87.86 87.78 87.59
CNN 88.27 88.16 87.85 87.75 87.58 87.26 87.37
Gaussian filter 87.94 88.14 87.77 88.00 87.21 87.41 87.40
Aerial
Proposed Method 90.38 90.07 89.66 89.43 89.13 88.29 87.62
Soheil’s Method 89.55 89.54 88.32 88.54 88.20 87.89 87.37
CNN 89.07 88.75 88.44 88.29 88.00 87.71 87.03
Gaussian filter 89.02 88.65 88.39 87.97 87.96 87.43 86.97
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Figure 6.15: The PSNR comparison of each method with airfield data set.
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Figure 6.16: The PSNR comparison of each method with airplane data set.
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Figure 6.17: The PSNR comparison of each method with goldhills data set.
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Figure 6.18: The PSNR comparison of each method with harbor data set.
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Figure 6.19: The PSNR comparison of each method with aerial data set.

using the proposed algorithm, the structure of overall image can be preserved. By using

the global imputation algorithm, the mask window template can be set for comparing

between the damaged area and the other area. The experimental results showed that

the proposed algorithm can remove an object in a desired area and can be restored the

structure of the blackground. Moreover, the proposed algorithms can give a better visual

quality than the traditional method as shown in Fig. 6.20(c) - Fig. 6.20(e).

The comparison of imputed Bunji jump image between the competitive algorithms

and the proposed algorithms are shown in Fig. 6.21. The original image, the missing

image, the imputed image with proposed algorithms, the imputed image with Crimin-

isri algorithms, the imputed image with Huan algorithms are shown in Fig. 6.21(a) -

Fig. 6.21(e). In this image which is a man who is playing a bunji jump, to remove an

object and to restore the structure of blackground, the proposed algorithms can be used

by using the local imputation and global imputation algorithms depending on the charac-

teristics of the damaged area. For example to remove a man’s legs, the global imputation

algorithms can be used because mean square error in this area and the observed area is

less than a pre-defined threshold. So, the patch that most similar to the missing area

can be used. However, in some area such as the middle of body can not be used with

global imputation because while using the global algorithm in that area they do not have

a similar area which less than the predefind threshold. Accordingly, in this area the local

imputation must used. From the experimental results, the proposed algorithm can remove

an object in an desired area and can detect the structure of the blackground. Moreover,

the proposed algorithms can give a better visual quality than the traditional method as

shown in Fig. 6.21(c) - Fig. 6.21(e).
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(a) (b)

(c) (d)

(e)

Figure 6.20: The comparison of imputed View image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image (c) Imputed image with
proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with Huan
algorithms
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(a) (b)

(c) (d)

(e)

Figure 6.21: The comparison of imputed Bunji jump image between the competitive algorithms
and proposed algorithms. (a) The original image (b) The missing image (c) Imputed image with
proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with Huan
algorithms
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6.3.2.3 Imputation as the image restoration

The comparison of the imputed two-circles image between the competitive algo-

rithms and tphe roposed algorithms are shown in Fig. 6.22. The missing image, the

imputed image with proposed algorithms, the imputed image with Criminisri algorithms,

the imputed image with Huan algorithms are shown in Fig. 6.22(a) - Fig. 6.22(d). The

experimental results showed that using global imputation algorithms which using both

two sides of the observed area of the missing area for imputing, the line of circle can be

restored. In this image, the order of missing pixels to be imputed were calculated. The

direction of border is used.

The comparison of the imputed Windows image between the competitive algorithms

and the proposed algorithms are shown in Fig. 6.23. In this image, the direction of image

was considered. The global imputation method can be used by considering the direction

of image for giving the high accuracy after imputing the damaged area. However, not

only use global imputation method but also use local imputation method as well. The

local imputation method was used for imputing some position that global imputation can

not be applied due to the mean square error is greater than the predefine threshold. The

missing image, the imputed image with the proposed algorithms, the imputed image with

Criminisri algorithms, the imputed image with Huan algorithms are shown in Fig. 6.23(a)

- Fig. 6.23(d). The difficulty of imputation in this image is that how tp restore the shape

inside each missing area. If the conventional method was used, then the pattern inside

missing area can not be captured as shown in Fig. 6.23. In the other hand, by using the

proposed method which uses two sides of area between the missing area for comparing the

similarity between the observed area and the missing area, this technique can restore the

complex structure inside an image.

The comparison of imputed Brick image between the competitive algorithms and

proposed algorithms are shown in Fig. 6.24. The original image, the missing image, the

imputed image with the proposed algorithms, the imputed image with Criminisri algo-

rithms, the imputed image with Huan algorithms were shown in Fig. 6.24(a) - Fig. 6.24(d).

In this image the direction of image was considered for giving the high accuracy of imputed

image.

The comparison of imputed Lena image between the competitive algorithms and

the proposed algorithm are shown in Fig. 6.25 to Fig. 6.28. In this image, four missing

patterns were considered and tested. The reason for using this four patterns is that there
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are different shape and different missing position. These four patterns were generated

for testing the performance of algorithms to restore the shape of original image. In the

original image with the missing image of pattern 1, the imputed image with the proposed

algorithms, the imputed image with Criminisri algorithms, the imputed image with Huan

algorithms are shown in Fig. 6.25(a) - Fig. 6.25(e). In the original image with the miss-

ing image of pattern 2, the imputed image with the proposed algorithms, the imputed

image with Criminisri algorithms, the imputed image with Huan algorithms are shown in

Fig. 6.26(a) - Fig. 6.26(e). In the original image with the missing image of pattern 3, the

imputed image with the proposed algorithms, the imputed image with Criminisri algo-

rithms, the imputed image with Huan algorithms are shown in Fig. 6.27(a) - Fig. 6.27(e).

In the original image with the missing image of pattern 4, the imputed image with the

proposed algorithms, the imputed image with Criminisri algorithms, the imputed image

with Huan algorithms are shown in Fig. 6.28(a) - Fig. 6.28(e). The experimental results

showed that when impute the missing area in an image, for restoring the shape of orig-

inal image, the order of missing pixels to be imputed is considered. The experimental

results showed that the proposed algorithm can give a high accuracy compare to other

competitive method. The proposed algorithms can restore the surface structure as shown

in Fig. 6.25 to Fig. 6.28.

The comparison of the imputed Mural image between the competitive algorithms

and proposed algorithms are shown in Fig. 6.29 to Fig. 6.32. This image is an example of

the complex image which has many texture inside their image. In this image, four missing

patterns were considered and tested. The missing image with different shape and differ-

ent missing position were generated. The experimental result showed that the proposed

algorithm can give a high accuracy compare to other competitive method. The proposed

algorithms can restore the surface structure as shown in Fig. 6.29 to Fig. 6.32. Details of

restoration image are shown as follows. In the original image with the missing image of

pattern 1, the imputed image with the proposed algorithms, the imputed image with Cri-

minisri algorithms, the imputed image with Huan algorithms are shown in Fig. 6.29(a) -

Fig. 6.29(e). In the original image with the missing image of pattern 2, the imputed image

with the proposed algorithms, the imputed image with Criminisri algorithms, the imputed

image with Huan algorithms are shown in Fig. 6.30(a) - Fig. 6.30(e). In the original image

with the missing image of pattern 3, the imputed image with the proposed algorithms,

the imputed image with Criminisri algorithms, the imputed image with Huan algorithms

are shown in Fig. 6.31(a) - Fig. 6.31(e). In the original image with the missing image
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of pattern 4, the imputed image with the proposed algorithms, the imputed image with

Criminisri algorithms, the imputed image with Huan algorithms are shown in Fig. 6.32(a)

- Fig. 6.32(e). In this image, the order of missing pixels were considered before impute

the missing area. This process can preserved the complex structure in an image.

The comparison of the imputed Giant image between the competitive algorithms

and proposed algorithms are shown in Fig. 6.33 to Fig. 6.36. In this image, four missing

patterns were considered and tested. This image is another example of complex image

which has missing values. The experimental results shown that to impute the missing

area in an image, for preserving the shape of original image, the order of pixels to be

imputed is importance. The experimental result showed that the proposed algorithm can

give a high accuracy compare to other competitive method. The proposed algorithms can

restore the surface structure as shown in Fig. 6.33 to Fig. 6.36. In the original image

with the missing image of pattern 1, the imputed image with the proposed algorithms,

the imputed image with Criminisri algorithms, the imputed image with Huan algorithms

are shown in Fig. 6.33(a) - Fig. 6.33(e). In the original image with the missing image

of pattern 2, the imputed image with the proposed algorithms, the imputed image with

Criminisri algorithms, the imputed image with Huan algorithms are shown in Fig. 6.34(a)

- Fig. 6.34(e). In the original image with the missing image of pattern 3, the imputed

image with the proposed algorithms, the imputed image with Criminisri algorithms, the

imputed image with Huan algorithms are shown in Fig. 6.35(a) - Fig. 6.35(e). In the

original image with the missing image of pattern 4, the imputed image with the proposed

algorithms, the imputed image with Criminisri algorithms, the imputed image with Huan

algorithms are shown in Fig. 6.36(a) - Fig. 6.36(e).

The PSNR in each image pattern is shown in Table 6.7. The accuracy of the restored

image in each pattern is shown in Table 6.10. The experimental results showed that the

proposed algorithms give a high PSNR in serveral case of missing patterns and serveral

images.

6.3.3 Time complexity

The time complexity of hybrid imputation algorithms composed of three parts de-

pending on the shape of missing area in each image to be imputed. The proposed algo-

rithms have two strategies that are: the first strategy used neural network and similarity

measurement. The second strategy used the similarity measurement which is global im-

putation and local imputation.
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(a) (b)

(c) (d)

Figure 6.22: The comparison of imputed Two circles image between the competitive algorithms
and proposed algorithms. (a) The missing image (b) Imputed image with proposed algorithms (c)
Imputed image with Criminisri algorithms (d) Imputed image with Huan algorithms
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(a) (b)

(c) (d)

Figure 6.23: The comparison of imputed Window image between the competitive algorithms and
proposed algorithms. (a) The missing image (b) Imputed image with proposed algorithms (c)
Imputed image with Criminisri algorithms (d) Imputed image with Huan algorithms
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(a) (b)

(c) (d)

Figure 6.24: The comparison of imputed Brick image between the competitive algorithms and
proposed algorithms. (a) The missing image (b) Imputed image with proposed algorithms (c)
Imputed image with Criminisri algorithms (d) Imputed image with Huan algorithms
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(a) (b)

(c) (d)

(e)

Figure 6.25: The comparison of imputed Lena image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image(pattern 1) (c) Imputed image
with proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with
Huan algorithms
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(a) (b)

(c) (d)

(e)

Figure 6.26: The comparison of imputed Lena image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image(pattern 2) (c) Imputed image
with proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with
Huan algorithms
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(a) (b)

(c) (d)

(e)

Figure 6.27: The comparison of imputed Lena image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image(pattern 3) (c) Imputed image
with proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with
Huan algorithms
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(a) (b)

(c) (d)

(e)

Figure 6.28: The comparison of imputed Lena image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image(pattern 4) (c) Imputed image
with proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with
Huan algorithms
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(a) (b)

(c) (d)

(e)

Figure 6.29: The comparison of imputed Mural image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image (pattern 1) (c) Imputed image
with proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with
Huan algorithms



77

(a) (b)

(c) (d)

(e)

Figure 6.30: The comparison of imputed Mural image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image (pattern 2) (c) Imputed image
with proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with
Huan algorithms
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(a) (b)

(c) (d)

(e)

Figure 6.31: The comparison of imputed Mural image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image (pattern 3) (c) Imputed image
with proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with
Huan algorithms
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(a) (b)

(c) (d)

(e)

Figure 6.32: The comparison of imputed Mural image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image (pattern 4) (c) Imputed image
with proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with
Huan algorithms



80

(a) (b)

(c) (d)

(e)

Figure 6.33: The comparison of imputed Giant image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image(pattern 1) (c) Imputed image
with proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with
Huan algorithms
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(a) (b)

(c) (d)

(e)

Figure 6.34: The comparison of imputed Giant image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image(pattern 2) (c) Imputed image
with proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with
Huan algorithms
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(a) (b)

(c) (d)

(e)

Figure 6.35: The comparison of imputed Giant image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image(pattern 3) (c) Imputed image
with proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with
Huan algorithms
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(a) (b)

(c) (d)

(e)

Figure 6.36: The comparison of imputed Giant image between the competitive algorithms and
proposed algorithms. (a) The original image (b) The missing image(pattern 4) (c) Imputed image
with proposed algorithms (d) Imputed image with Criminisri algorithms (e) Imputed image with
Huan algorithms
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Table 6.7: The PSNR in each image pattern.

Dataset/Method Type Proposed algorithms Criminisri Huan

Lena Image restoration
- pattern 1 41.75 40.13 38.55
- pattern 2 53.48 49.28 49.65
- pattern 3 32.74 30.74 30.27
- pattern 4 31.46 26.76 27.06
Mural Image restoration
- pattern 1 30.47 29.05 28.51
- pattern 2 30.32 27.89 27.97
- pattern 3 31.23 29.64 29.13
- pattern 4 27.61 25.09 24.97
Giant Image restoration
- pattern 1 28.93 28.34 25.29
- pattern 2 34.41 32.98 30.17
- pattern 3 29.75 27.57 26.34
- pattern 4 37.53 34.98 34.13
Two circles Image restoration 37.47 33.97 32.43
Brick Image restoration 30.17 29.96 29.34
Windows Image restoration N/A N/A N/A
View Object removal N/A N/A N/A
Bunji-jump Object removal N/A N/A N/A

Table 6.8: The accuracy of restored images.

Dataset/Method Type Proposed algorithms Criminisri Huan

Lena Image restoration
- pattern 1 92.62 89.54 88.49
- pattern 2 98.69 96.14 95.90
- pattern 3 98.45 96.67 94.90
- pattern 4 95.75 90.25 89.68
Mural Image restoration
- pattern 1 95.26 93.72 92.14
- pattern 2 95.87 91.45 92.30
- pattern 3 96.84 95.43 94.26
- pattern 4 93.27 90.12 90.08
Giant Image restoration
- pattern 1 93.14 91.12 90.24
- pattern 2 97.62 96.54 95.18
- pattern 3 94.21 90.19 89.54
- pattern 4 98.64 95.21 94.85
Two circles Image restoration 96.37 95.12 94.58
Brick Image restoration 92.11 89.25 87.63
Windows Image restoration N/A N/A N/A
View Object removal N/A N/A N/A
Bunji-jump Object removal N/A N/A N/A
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In the first strategy: the time complexity for the variable’s definition in lines 1-5

of ALGORITHMS 4 is O(1) and the time for training the observed and unobserved data

in lines 6-17 of ALGORITHMS 4 is O(n). The process to compare the similarity of two

windows is O(mn) where m is number of rows and n is number of columns. If m equals

n time complexity is O(n2). Thus, in this strategy the time complexity is

Talg = O(1) +O(n) +O(mn) = O(n2) (6.9)

In the second strategy, time complexity can be described as follows,

• time for definding variable in line 1 of ALGORITHM 5 is O(1).

• time for calling marching method in line 2 of ALGORITHM 5 is O(n).

• time for calculating azimute angle of sub image in line 3 of ALGORITHM 5 is O(n).

• time for definding variable in lines 4-7 of ALGORITHM 5 is O(1).

• time for calculating the mark template window in lines 8-10 of ALGORITHM 5 is

O(n).

• time for comparing the similarity between two sub-image in lines 11-15 of ALGO-

RITHM 5 depending on calling ALGORITHM 7 which is O(n2).

• time for imputing missing value by local imputation algorithms in line 17 of ALGO-

RITHM 5 depending on calling ALGORITHM 6 which is O(n2).

So, in this strategy time complexity is

Talg = O(1) +O(n) +O(n) +O(1) +O(n) +O(n2) +O(n2) = O(n2) (6.10)

The actual running time tested with three types of missing data: randomly missing

data, image restoration, object removal are shown in Table 6.9 and Table 6.10.

6.3.4 Disscussions

The experimental results showed that, in the first group of data set, the proposed

algorithms can impute the missing pixels and can reconstruct the damaged image. The
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Table 6.9: The actual running time(×103second) of reconstructed images.

Dataset/Missing Rate 10% 20% 30% 40% 50% 60% 70%

Lena
Proposed Method 8.60 17.50 26.8 39.7 47.5 54.9 65.1
Soheil’s Method 2.8 4.9 7.3 9.2 11.7 14.5 16.9
CNN 3.3 5.3 7.5 10.5 12.3 14.8 17.9
Gaussian filter 2.9 5.1 6.9 10.2 11.9 14.4 17.3
Airfield
Proposed Method 9.1 16.8 29.0 35.9 45.8 58.4 69.0
Soheil’s Method 4.5 6.3 8.4 10.2 11.9 15.3 18.4
CNN 4.2 6.1 7.9 10.9 12.7 15.1 18.3
Gaussian filter 3.5 5.9 7.2 10.5 12.4 14.8 17.8
Airplane
Proposed Method 7.1 19.3 26.5 7.04 45.0 56.8 67.2
Soheil’s Method 3.7 5.9 8.7 10.2 12.0 13.9 17.1
CNN 3.2 5.4 7.6 10.4 12.1 14.7 17.7
Gaussian filter 2.8 5.3 7.1 10.1 11.8 14.3 17.2
Goldhills
Proposed Method 10.3 18.9 28.4 37.9 47.0 55.7 66.2
Soheil’s Method 3.7 6.4 8.9 11.9 12.6 16.1 17.9
CNN 3.9 6.1 8.3 11.4 13.1 15.7 18.9
Gaussian filter 3.4 5.9 7.8 10.9 12.8 15.3 18.5
Harbor
Proposed Method 11.7 19.5 26.9 38.6 49.0 56.1 67.3
Soheil’s Method 3.1 5.8 8.4 10.7 12.8 16.9 19.6
CNN 3.8 6.5 8.7 11.3 13.3 15.3 18.6
Gaussian filter 3.5 6.1 8.2 11.0 13.1 14.9 18.2
Aerial
Proposed Method 9.8 18.7 27.4 36.5 45.4 54.9 63.2
Soheil’s Method 3.7 4.9 8.3 11.2 12.5 14.9 18.2
CNN 3.5 5.7 7.9 10.8 12.7 15.0 18.3
Gaussian filter 2.9 5.5 7.4 10.2 12.1 14.7 17.8
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Table 6.10: The actual running time(×103second) of reconstructed images.

Dataset/Method Type Proposed algorithms Criminisri Huan

Lena Image restoration
- pattern 1 0.87 1.76 1.08
- pattern 2 1.97 2.98 2.12
- pattern 3 3.35 5.15 4.97
- pattern 4 3.19 4.13 3.93
Mural Image restoration
- pattern 1 1.25 2.09 2.76
- pattern 2 2.48 3.90 3.12
- pattern 3 4.90 3.98 3.19
- pattern 4 4.98 4.18 3.08
Monkey Giant Image restoration
- pattern 1 1.54 1.09 0.98
- pattern 2 2.76 3.10 3.13
- pattern 3 4.89 5.90 5.14
- pattern 4 5.75 4.09 4.98
Two circles Image restoration 6.87 8.31 7.57
Brick Image restoration 0.19 1.43 0.98
Windows Image restoration 3.89 4.91 4.03
View Object removal 0.65 2.75 2.09
Bunji-jump Object removal 7.29 9.28 8.07

performance of reconstructing image gives a high value of PSNR as shown in Table 6.7.

An apparent problem on the proposed method as well as any method is the edge effect

problem. If a missing pixels locates in the edge of regions of available data, it may give

a wrong imputed value. This problem may cause a low PSNR and it will be solved in

the future. From the last group of data set, the experiment results showed that by using

the hybrid imputation between neural network and the similarity comparison can give the

high accuracy of the reconstructed image. Although the proposed algorithms can give a

satisfied imputed image, some problem was occured which affects to the performance of

the restoration image that is the size of window of missing pixels. If there are gaps that

are large, then the accuracy could not be reached. Moreover, the method for selecting the

nearest neighbors is an other problem which will be concerned in the future.

6.3.5 Conclusions

In this section, the imputation technique for incomplete multi-dimensional data in

output attributes which were simulated from an unknown function of the input attributes is

focused. The proposed ideas were based on the hybrid method of the semi-supervised learn-

ing and the comparison between two clusters for imputing incomplete multi-dimensional

data. The experimental results showed that the proposed method give high accuracy of

imputed data in several of data set.
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6.4 Imputing incomplete SLC-off imagery based on neural network and sim-

ilarity comparison

6.4.1 Experimental set-up

To test the performance of the proposed algorithms compared to the traditional

imputation algorithms for the SLC-off imagery, the following experiments were setup.

6.4.1.1 Selection of algorithms

Three comparing methods to compare the accuracy with the proposed method were

used. Each method can be used for imputing Landsat 7 ETM+ with SLC-off imagery.

The following algorithms were used in the experiments.

1. LLHM algorithms.

2. Linear regression algorithms.

3. Kriging algorithms.

6.4.1.2 Case Study

In the experiments, the Bangkok imagery was used. Two similar images acquired

before and after the malfunction of Landsat 7 ETM+ imagery sensor(SLC-off) occurred

were collected. Two images which have the same position and resolution were used for the

experiments. The radiometric values from Landsat 7 ETM+ imagery was used for testing

the accuracy of the proposed algorithms. Each acquired data set was composed of missing

values. Each scene of Landsat 7 ETM+ imagery was composed of 8 band separately. In

this research, only band 1- band 5 and band 7 were used for testing and imputing missing

values in each band separately. The used data set was Bangkok area from Landsat 7

ETM+ with SLC-off. The old images which do not have missing values was acquired at

path 129, row 50 and the acquired date was 02/11/2000. The cloud cover of this image

was 0.00%. The missing Landsat 7 ETM+ imagery caused by SLC-off was acquired at

Path 129 Row 50 which is the same position of the missing image. The cloud cover of this

image was 0.00 %. These two images were downloaded for experiments on 27/10/2010.

In each band, each image 500×500 pixels was used.
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(a) (b) (c)

(d) (e) (f)

Figure 6.37: the complete image of Bangkok at each band. (a) Band 1 (b) Band 2 (c) Band 3 (d)
Band 4 (e) Band 5 (f) Band 7.

6.4.1.3 Performance of algorithms

The performance evaluation of the proposed algorithms compared to other algo-

rithms used the root mean squared error(RMSE) of the observed data and predicted data

for accuracy measurement, calculated by the following equation,

RMSE =
√

1/nΣn
i=1(p̂i − pi)

2 (6.11)

p̂i is imputed pixel. pi is original pixel. The closer the values of RMSE to zero, the more

precise the imputation is.

6.4.2 Experimental results

The complete image of Bangkok in each band (Band1-5 , Band 7) is shown in

Fig. 6.37. The missing image of Bangkok in each band are shown in Fig. 6.38. The im-

age which shows interpolation results using the proposed algorithms, Kriging, regression,

LLHM are shown in Fig. 6.39, 6.40 , 6.41 and 6.42 respectively. Fig. 6.43 shows the inter-

polated image using proposed algorithms, Kriging, regression, LLHM with multispectral

image in ordering. Statistics summary of complete image in six bands of Landsat 7 ETM+

SLC-off are shown in Table. 6.11. The RMSE, mean, standard deviation of imputed image

by the proposed algorithms, Kriging algorithms, LLHM algorithms, and linear regression

are shown in Table. 6.12.
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(a) (b) (c)

(d) (e) (f)

Figure 6.38: The missing image of Bangkok at each band. (a) Band 1 (b) Band 2 (c) Band 3 (d)
Band 4 (e) Band 5 (f) Band 7.

(a) (b) (c)

(d) (e) (f)

Figure 6.39: An imputed image by the proposed algorithms. (a) Band 1 (b) Band 2 (c) Band 3
(d) Band 4 (e) Band 5 (e) Band 7.

(a) (b) (c)

(d) (e) (f)

Figure 6.40: An imputed image by LLHM algorithms. (a) Band 1 (b) Band 2 (c) Band 3 (d) Band
4 (e) Band 5 (f) Band 7.
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(a) (b) (c)

(d) (e) (f)

Figure 6.41: An imputed image by regression algorithms. (a) Band 1 (b) Band 2 (c) Band 3 (d)
Band 4 (e) Band 5 (f) Band 7.

(a) (b) (c)

(d) (e) (f)

Figure 6.42: An imputed image by Kriging algorithms. (a) Band 1 (b) Band 2 (c) Band 3 (d)
Band 4 (e) Band 5 (f) Band 7.

Table 6.11: Statistical summary of complete image in six bands in Landsat7 ETM+ SLC-off.

Statistics / Band 1 2 3 4 5 7

n 250000 250000 250000 250000 250000 250000
m 22% 22% 22% 22% 22% 22%
min 0 0 0 0 0 0
max 252 252 252 253 253 253
MEAN 64.4221 84.8780 70.1746 127.6604 109.2084 78.2593
SD 44.5657 45.3880 47.9974 62.5675 57.5259 49.3226
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Figure 6.43: The comparison of imputed image of Bangkok in each band (Band1-5 , Band 7)
taken by Landsat 7 ETM+ imagery. (a)The original image with multispectral image(bands 1-5,7).
(b)The missing image at Bangkok imagery of Landsat7 ETM+(bands 1-5,7). (c)The interpolation
image using the proposed algorithms(bands 1-5,7). (d)The interpolation image using the LLHM
algorithms(bands 1-5,7). (e)The interpolation image using regression algorithms(bands 1-5,7).
(f)The interpolation image using the Kriging algorithms(bands 1-5,7).
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Table 6.12: The RMSE values and related statistical values between complete image and imputed
image of six bands in Landsat7 ETM+ SLC-off.

Method / Band 1 2 3 4 5 7

Imputed image by
the proposed algorithms
K 5 6 5 5 5 5
RMSE 15.9376 15.2098 15.4173 16.6698 18.1420 16.5431
MEAN 61.3192 80.6962 67.1872 124.4742 105.0827 74.4152
SD 42.8291 44.3468 46.5256 61.5823 56.3772 48.0734
Imputed image by Kriging
K 8 8 8 8 8 8
RMSE 17.5632 17.1711 18.1278 21.5048 21.2381 17.9765
MEAN 64.9851 84.8708 69.9956 128.5881 109.4758 78.4432
SD 40.9710 41.7075 44.4708 60.2221 54.7356 46.6375
Imputed image by LLHM
K - - - - - -
RMSE 32.2411 32.0687 32.2033 36.0538 37.2715 34.0550
MEAN 67.3294 86.6297 72.7107 129.2284 111.2040 80.4138
SD 48.1883 48.5700 51.5764 65.2025 61.3163 49.3227
Imputed image by regression
K - - - - - -
RMSE 28.7146 28.5625 28.8892 33.1079 34.0624 29.2554
MEAN 67.1697 86.4065 69.9956 72.2829 129.6626 80.3717
SD 46.6554 46.9543 50.2592 64.0791 59.6959 52.2447

6.4.3 Disscussions

From the experimental results, by using a two-step processes for imputing missing

values with neural network and similarity measurement between two groups of window

in an image, the accurate imputed pixels were obtained more than compared to using

only neural network to impute. The proposed algorithm in each missing pixels imputed

by using the most k nearest neighbors of missing pixels in the imputation process. From

the experiments, number of k varies in each band depending on its characteristics. In

this study, numbers of k are 5, 6, 5, 5, 5 and 5 for bands 1, 2, 3, 4, 5 and 7, respectively.

The imputed image showed that the algorithms give a smoother image than the imputed

image by competitive algorithms. The RMSE of complete images and imputed image of

six bands in Landsat 7 ETM+ SLC-off which were imputed by the proposed algorithms

were 15.9376, 152098, 15.4173, 16.6698, 18.1420, and 16.5431, respectively. These RMSE

values are lower than the RMSE of competitive algorithms.

Although the proposed algorithms gave a satisfied imputed image, some problems

concerning the size of window of missing pixels were found. If there are gaps that are too

large, the accuracy could not be obtained. Moreover, the method for selecting the nearest
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neighbors is an other problem which will be concerned in the future.

6.4.4 Conclusions

In this part, a 2-step imputation process for imputing missing values was proposed

by using neural network for tentative imputing missing values and the similarity measure-

ment for finding the most similar cluster with target cluster. The algorithms details were

described for imputing missing values in landsat 7 ETM+ with SLC-off by using neural

networks using k-elements of nearest neighbors to be input of neural networks. Next,

the details of algorithms for comparing the similarity between two clusters by adopting

Wald-Wolfowitz test were introduced. The experimental results showed that the proposed

algorithms gave the best accuracy compared with the competitive methods.



CHAPTER VII

CONCLUSIONS

7.1 Dissertation Summary

This research focused on the imputation technique for incomplete multi-dimensional

data in output attributes which were simulated from an unknown function of the input

attributes. The experiments were separated into two data sets: time series data set and

image data set. For time-series data set, the imputation of incomplete data set were based

on regional-gradient guided bootstrapping algorithms. Since the considered data were in

a sequence of times, the whole data sequence can be partitioned into three consecutive

groups. The first group is the sequence of data to the left of missing data sequence.

The second group is the missing data sequence lying next to the first sequence. The last

group is the data sequence to the right of the second sequence. In case of image data set,

the proposed ideas were based on the hybrid method of the semi-supervised learning and

the comparison between two clusters for imputing incomplete multi-dimensional data.

This technique has two strategies depending on the characteristics(e.g., the shape) the

damaged area inside a picture. If the image has a large missing pixels, then the similarity

measurement with global and local strategy is used. If the image has missing pixels

considered as noisy image, then the neural network and similarity measurement were

used. The experimental results showed that the proposed method gives high accuracy of

imputed data in most of data sets.

7.2 Further Improvement and Extension

In case of imputing time-series data set, the following factors can effect the accuracy

of the imputed values in this domain:

1. The length of missing data. If the length of time series data is longer than 20

time steps, the accuracy could not be reach because of in that missing area may

have an fluctuated time series. So, in the proposed algorithms cannot capture this

fluctuated patterns.

2. The similarity between two clusters of time series. To compare the most

similar cluster between two clusters, if the algorithm which is used to check the
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similarity between these two clusters cannot capture all of the similarity between

two clusters, it may result to the decreasing accuracy.

3. Time complexity. In the experiments, some problems occurred during the impu-

tation processes. The time complexity of large size data set consume a lot of time in

the imputation process especially in the bootraping process. In fact, the proposed

algorithms can give the most accuracy of imputed data. On the other hand, the time

to compute the confidence interval in a boostraping process has taken a lot of time.

4. The occuring of extream values. The accuracy of imputed time series data may

be degraded if there are some occurring of extreme values in some clusters. The

calculated values from bootstrapping will give a wrong predicted value and effects

the similarity comparison process.

In case of the damaged image’s restoration, the following factors should be carefully

focused in the future:

1. Selection of nearest neighbors of missing data. The number of nearest neigh-

bors of missing pixels affects the accuracy of the imputation. The carful selection of

this number should be focused.

2. Window size of target mask template windows. The window size of target

mask windows is another factor which affects to the accuracy of the imputation

process. The large size of window will give the global statistics of missing areas. On

the other hand, the small size of windows will not capture the structure of data sets.

So, the selection of suitable window size should be paid attention on it.

3. Time complextity. In the experiments, some problems occurred while imputing

missing values that is the time complexity of large size image data set. The occurring

of this problem was caused by the process to check the similarity in each sliding

window between the missing area and non-missing area. Repeating check the data

set from all of sliding windows in an image is necessary. So, from this process, it can

consume a lot of time.

Although the proposed algorithms gave a satisfied imputed image, some problems

occurred as described above. Accordingly, these problems will be solve in the future.

The author strongly believe that, with the proposed algorithm, many interesting, or the

solution for imputing the missing data could be seen in this dissertation.
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