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## CHAPTER I

## INTRODUCTION

### 1.1 Research Motivation

A bicycle was first introduced in the 19th century [1] and still popular over the world up to now. The bicycle has attractive performances. It has light-weight, narrow body, ability to travel to a steeper and rough terrain with also lower installation and maintenance costs. In the environment-friendly aspect, bicycles produce low noise pollution and no $\mathrm{CO}_{2}$ emission from the organic fuel. Various types of bicycles have been conventionally manufactured without consideration on their dynamics. However, as the advent and evolution of the computer and electronic sensors, the complex control system becomes more feasible.

Bicycle researches induce a rich problem in the area of mechanics (modeling technique) and nonlinear control (control technique). Moreover, the method to control the bicycle can be divided by taking the actuator type into account. For example, it is obvious to see how we control the bicycle by steering the handlebar and balancing our bodies. Another method which cannot be realized by a human rider is to use the flywheel with high spinning rate and precessing about another perpendicular axis. By exploiting the gyroscopic effect, the flywheel generates the torque to help stabilize the bicycle. Since the technique is possible both when the bicycle stands at zero-speed and on moving, we decide to tackle this bicycle control problem with this type of actuator.

The derivation of the bicycle control has 2 main approaches which are the Newtonian approach (Force/Torque balance) and the Lagrangian approach (Conservation of Energy). We have selected the model that mostly fits our aim of research. Our model is from Spry and Girard (2008) [2] which is mainly concerning the model derivation and verification. This model describes the dynamics of bicycle at a constant forward and rotating speed of the bicycle with gyroscopic flywheel and was derived through the Lagtangian method. For our research, the parameter size is on the larger scale comparing with the experiment in [2]. Our parameters are based on the human size bicycle, not a toy size as presented in/2]. The proposed confrol method was a simple selection of the appropriate gain to satisfy the stability condition of the linearized model. This motivates our research to develop the nonlinear control algorithm for this model.

The bicycle with gyroscopic flywheel model is in fact nonlinear and usually linearized about its operating point to make it possible for using linear control method. To our knowledge, there is no effective result on the nonlinear control of this model type. Therefore, it is an advantage to extend the operating range of bicycle rolling angle while keeping less model error as much as possible by using the new method based on linear models. This results in our proposed control method, the Piecewise Affine (PWA) Control.

PWA systems belongs to the promising class of representation of nonlinear systems by approx-
imating the nonlinearity with linear or affine functions. It can be considered as a natural model class for nonlinear systems since it has been used to represent a range of nonlinearities such as dead zones, saturations, and hysteresis with arbitrary accuracy. Our research will focus on approximating the nonlinear model to PWA model and deriving the control law based on Piecewise Quadratic (PWQ) criteria. We mainly refer the theory of PWA control to the results in [3].

### 1.2 Literature Review

The structure of the literature review will be presented in 2 parts: the bicycle part and the PWA control part.

Many researches on the bicycle dynamics model and stability analysis and control were done since the late of 19th century. Many papers discussed about the analysis of bicycle with rider control qualitatively. Some did the analysis with a bunch of equations to study its dynamics. The nearly perfect review of bicycle model history was done by A. Schwab et al. [4].

Various types of the bicycle model were presented along the century. Every type is concerning with the rolling angle or leaning angle because we are talking about the stability of the upright standing bicycle. Human exploits the advantage of a steering handlebar and body leaning himself to control the path and stabilize the rolling angle Most of researchers present the interaction between rolling angle and steering angle and use the rolling angle to act like a feedback controller for stabilizing the bicycle. N. Getz presented the nonlinear dynamic model with steering and forward velocity input [5], [6], [7], [8]. His model was derived by constrained Lagrangian method and improved in [9] with additional issue of non-zero front forkangle. M. Defoort [10] applied sliding-mode control scheme to Getz's model. Other works in [11], [12], [13] neglected the front fork angle. Franke et al. derived the equation of motion by Newton's formulation [14]. In 2005, Aström [15] released a good summary of bicycle dynamic and control and also the simple linearized second-order model with derivation. One year later, Limebeer and Sharp [16] wrote the more exhaustive models for bicycles and motorcycles including inside analysis of pneumatic/tire deflation, flexible frame, etc. A series of paper from Guo showed the different types of control method to this kind of model; nonlinear stabilization [17], LQR [18], fuzzy sliding-mode [19], DFL nonlinear control [20]. Moreover, it was proved that the bicycle with a positive front-fork can be self-stabilized at a specific interval of speed where the real part of eigenvalues were investigated to stay in the left-half plane [4], [21].

The bicycle robot with balancer control was presented in [22] and also balancer together with steering control [23], [24] to enlarge the region of stability. This type of model is not widely investigated as well as the gyroscopic stabilization [2], [25], [26], [27], [28]. Parnichkun (2008) [25] applied the particle-swarm optimization to the proposed model from Gallaspy (1999) [27]. This model captures the bicycle dynamics at the zero forward velocity. The model in [28] incorporated the forward moving velocity but lacked of simulation to verify the model validation. The recent gyroscopic stabilization from [2] is more reliable since it is presented with the clear derivation and model validation by both simulation and real hardware implementation. It included the forward moving velocity and rotating velocity, and left the higher-level study in control part for further development.

The guideline for bicycle project and hardware design can be found in Michini (2006) [29] and a very completed instructive hardware project report "Experimental Validation of a Model for the Motion of an Uncontrolled Bicycle" by Kooijman (2006) [30].

The Piecewise Affine Control or sometimes called Piecewise Linear Control are presented as a kind of hybrid system and the model is varied according to the region which the state is staying. The circuit theory community was said to be the first who recognized PWA systems as an interesting system class [3]. At the beginning, the research on PWA systems considered the model representation [31], [32], especially on the electric network [33]. Model approximation of Nonlinear system by linear model in each region is still be an interesting problem as well. This problem tends to be more complicated when the number of partitioned states is increasing and also more constraints are added to made the smooth continuity at the boundary. The research on PWA model approximation can be found in [34], [35], [36]. To guarantee the stability of the PWA systems, the studies on finding the Quadratic Lyapunov function were proposed by Hassibi and Boyd [37]. This stability problem was also covered the hybrid system and solved via LMIs approach [38]. The PWA optimal control can be found in [39]. The summarize of Piecewise Linear Control was done by Johansson [3]. Besides, one interesting branch of research on PWA is PWA Identification which can be found in [40], [41], [42].

The applications of PWA control are continue to release: Anti-Wind up controller [43], PWA control of a boiler-turbine unit [44], MPC [45], etc. There is not much papers published about PWA applying with vehicle dynamics control application. However, we have found some application to a vehicle yaw control in [46], [47].

This thesis mainly follows the PWA system theory presented extensively in [3].

### 1.3 Thesis Objective

The main objective of this research is to design a piecewise affine controller based on piecewise quadratic stability criteria for the autonomous bicycle with gyroscopic flywheel stabilization and to build a start-up prototype bicycle for the future implementation work on the bicycle robot. We first obtain the bicycle dynamics model from the previous work and then approximate the nonlinear model into the form of a piecehwise affine model. The controller based on a global piecewise quadratic Lyapunov function is derived by solving the semidefinite programming problem.


### 1.4 Scope of Thesis

1. To derive Piecewise affine bicycle with gyroscopic flywheel model
2. To design the feedback controller based on the Piecewise Quadratic criteria
3. To build a physical prototype of the bicycle robot for retrieving the practical bicycle parameters and for a future research

### 1.5 Methodology

1. Literature review on Bicycle model and PWA systems.
2. Select an autonomous bicycle robot model with gyroscopic stabilization.
3. Do parameter measurement from the real bicycle.
4. Derive the PWA model from the selected nonlinear dynamics bicycle model.
5. Design the Piecewise Quadratic controller for PWA bicycle model.

### 1.6 Contributions

1. A Piecewise Affine bicycle with gyroscopic flywheel model.
2. A Piecewise Affine controller for bicycle with gyroscopic flywheel.
3. A start-up prototype of experimental bicycle with gyroscopic flywheel.

### 1.7 Structure of Thesis

The organization of the thesis is as follows, In the next chapter, the related theories, which are the primary knowledge and some are considered to be in bicycle robot environment, are presented. Chapter 3 presents Experimental Bicycle. Chapter 4 presents the bicycle dynamic model. Chapter 5 presents PWA model for the bicycle robot. Chapter 6 presents piecewise affine control for bicycle robot. In the last chapter, conclusions are given.


## CHAPTER II

## RELATED THEORIES

In this chapter, an overview of the fundamental theory used in modeling and designing PWA control systems is given.

### 2.1 Bicycle Properties

In this section, we describe the important properties of the bicycle that affect the stability of the bicycle.

### 2.1.1 Nature of the Bicycle

The bicycle is naturally unstable. When it stays upright, by no holding force, it will roll down left or right. However, it is not too hard to learn riding a bicycle by human. We turn the steering to the right when the bicycle seems to roll to the right side. It behaves the same manner for the left hand side. That is a mean of dynamic control of the bicycle.

### 2.1.2 The Trail



Figure 2.1: The position of the trail distance of the bicycle [48].

At the beginning, the bicycle has no trail or front fork. That means the handle bar axis is perpendicular to the ground. This type of bicycle has no effect of trail to the rolling angle when we steer the handlebar. The non-zero trail distance produce a major impact to the dynamics of the bicycle. D.E.H. Jones [48] studied this effect by constructing the bicycle with different kinds of trail distance. The interesting case is the positive trail which we are always familiar with. Positive trail provides a
torque about the steering axis that counteracts angular momentum when the bike body leans to the left or the right. This counteracting torque causes the front wheel to turn in the direction opposite to the direction of lean, and thus enhances the stability of the bike. This torque does not appear only when the bicycle is moving but it is also generated when the bicycle is tilting.

### 2.1.3 Self-stability

Imagine when the bicycle is running forward along a road with non-zero speed and no maneuvering. We know that the bicycle is an unstable system. However, it was proved that the bicycle that has the positive front fork trail is itself stable in an interyal of speed [15, 16, 21]. David E.H. Jones [48] emphasized that the steering geometry dramatically influences the stability. When the bicycle is tilting, its center of gravity is lower. Then, the front wheel steers to the tilting direction to minimize its gravitational potential energy. This will not occur if the trail is zero. In addition, Åström presented in another perspective. The ground reaction force exerts a torque on the front fork assembly to made the front fork steer. The analysis through the simple second order linearized model is discussed in [15].

It is essential to understand the self-stabilization behavior of the bicycle. To control the bicycle upright and running on a straight path, we do not need any inputs to stabilize the bicycle in a particular speed range unless we have a curvature path, Here, we show our analysis using the experimental bicycle parameters that we measure ourselves. The moment of inertias are retrieved via CATIA CAD-software. The analysis is based on the linear 4th-order equation (The Whipple model) in [21]. The equation of motion is


With our real measured and CAD-program calculated parameters in Table 2.1, we have
 than a bicycle with the rider which has more weight.

We will take this advantage of self-stability to leave the steering bar move freely when we want the bicycle to run on a straight path at that particular speed range. Also, it is not necessary to control the roll angle by precessing the gyroscopic flywheel when the bicycle is self-stabilized. The explanation about how to control the bicycle roll angle will be discuss in the section 4 .

### 2.1.4 Gyroscopic Effect at the Front Wheel

The gyroscopic action at the front wheel affect the stability of the bicycle. In Figure 2.3, we assume the bicycle is running with forward speed. According to our earth fixed coordinate frame, the spinning axis is perpendicular to the direction of the bicycle and have a positive $\omega_{\text {speed }}$. To say, it points to the same direction as $y$-axis. Next, when we steer the handlebar to the left, $\omega_{\text {steer }}$ vector points vertically with the $z$-axis. This will result to the bicycle to roll to the right side. The rolling direction can be found mathematically by $\tau_{\text {roll }}=\left(I_{s 2} \omega_{\text {speed }} \mathbf{e}_{2}\right) \times \omega_{\text {steer }} \mathbf{e}_{3}=\omega_{\text {roll }} \mathbf{e}_{1}$ where $I_{s 2}$ is the moment of inertia of the steering handlebar with respect to the principal axis $\mathbf{e}_{2}$.


Figure 2.2: Eigenvalues from the linearized self-stability analysis.


Figure 2.3: Gyroscopic effect at the front wheel coordinate and notation.

Table 2.1: Parameters of the Experimental Bicycle for Self-stability Analysis.


Nevertheless, the effect on the bicycle is very small compared to the gravitational torque and
gyroscopic flywheel unless the wheel spinning speed is very high. Our model therefore neglects this effect.

### 2.2 Lagrangian Mechanics

Lagrangian mechanics is a re-formulation of classical mechanics that combines conservation of momentum with conservation of energy [49]. The Lagrangian is an efficient method to derive the equation of motion through the energy aspect. The Lagrangian function $\mathcal{L}$ is defined as

where $T$ is the Kinetic energy, $V$ is the Potential energy, and $q$ is the generalized coordinate. According to the derivation in [50], the result Lagrangian's equations is then

$$
\begin{equation*}
\frac{d}{d t}\left(\frac{\partial \mathcal{L}}{\partial \dot{q}_{k}}\right)-\frac{\partial \mathcal{L}}{\partial q_{k}}=Q_{k}^{(n c)} ; \quad k=1,2, \ldots, M \tag{2.3}
\end{equation*}
$$

where $Q_{k}^{n c}$ is the nonconservative generalized forces.
The Kinetic energy of the rigid body can be calculated by
or in the matrix form

$$
\begin{align*}
T & =\frac{1}{2} m \mathbf{v}_{c} \cdot \mathbf{v}_{c}+\frac{1}{2} \mathbf{H}_{c} \cdot \omega  \tag{2.4}\\
T & =\frac{1}{2} m \mathbf{v}_{c}^{T} \mathbf{v}_{c}+\frac{1}{2} \omega^{T} \mathbf{I}_{c} \omega
\end{align*}
$$

where $\mathbf{v}_{c}$ is the linear velocity of the rigid body, $\omega$ is the angular velocity about its mass center, $\mathbf{H}_{c}$ is the angular momentun about the mass center, and $\mathbf{I}_{c}$ is the moment of inertia of the rigid body.

The Potential energy may be caused by gravitational force, elastic spring force, elastic force between two charges, etc. It can be represented as


In this thesis, the instrumental force for the potential energy is from the gravity near the Earth's surface. It is given by

## 

### 2.3 Piecewise Affine System

The Piecewise Affine system is a kind of nonlinear system which is linear in each local cell/partition where each partition has its own dynamics. The fascinating advantage of this type of control is that it is linear, however in a region, but provides more accuracy than a linearized model and the controller synthesis based on Piecewise Quadratic Lyapunov function is global. One time solving a batch LMIs problem, the obtained gain can be used to stabilize the system in overall operating point.

### 2.3.1 Model Representation

Consider piecewise affine systems on the form

$$
\left\{\begin{array}{l}
\dot{x}(t)=A_{i} x(t)+a_{i}+B_{i} u(t)  \tag{2.7}\\
y(t)=C_{i} x(t)+c_{i}+D_{i} u(t)
\end{array} \quad x \in X_{i}, i \in I\right.
$$

Here, $x(t)$ is the continuous state vector, $u(t)$ is an exogenous signal (control or disturbance, depending on the context), $\left\{X_{i}\right\}_{i \in I} \subseteq \mathbf{R}^{n}$ is a partition of the state space into a number of closed polyhedral cells and $I$ is the set of cell indices. Assume that the cells have disjoint interior (so that any two cells can only share a common boundary) and that they form a partition of some compact subspace $X=\cup_{i \in I} X_{i}$ of $\mathbf{R}^{n}$. Let $x(t)$ be a continuous piecewise function on the time interval $[0, T]$. We say that $x(t)$ is a trajectory of (2.7), if for every $t \in[0, T]$ such that the derivative $\dot{x}(t)$ is defined, the equation $\dot{x}(t)=A_{i} x(t)+a_{i}+\overline{B_{i} u(t) \text { holds for all } i \text { with } x(t) \in X_{i} \text {. Note that for a given system } \quad \text {. }{ }^{\text {w }} \text {. }}$ there may be initial values such that a corresponding trajectory only exists for small $T$.

Focus on properties of the equilibrium $x=0$, and let $I_{0} \subseteq I$ be the index set for cells that contain the origin, let $I_{1}=I \backslash I_{0}$, and assume that $a_{i}=0, c_{i}=0$ for $i \in I_{0}$. For convenient, we use the notation $\bar{x}=\left[\begin{array}{ll}x & 1\end{array}\right]^{T}$,

$$
\begin{align*}
& \left.\bar{A}_{i}=\left[\begin{array}{cc}
A_{i} & a_{i} \\
0 & 0
\end{array}\right], \quad \begin{array}{c}
\bar{B}_{i}=1 \\
B_{i} \\
0
\end{array}\right], \bar{C}_{i}=\left[\begin{array}{ll}
C_{i} & c_{i}
\end{array}\right] \\
& \begin{array}{l}
\dot{\bar{x}}(t)=\bar{A}_{i} \bar{x}(t)+\bar{B}_{i} u(t) \\
y(t)=\bar{C}_{i} \bar{x}(t)+D_{i} u(t)
\end{array} \tag{2.8}
\end{align*}
$$

and re-write (2.7) as

Each polyhedral cell of the system (2.8) is partitioned by $K$ hyperplanes

$$
\begin{equation*}
\partial \mathcal{H}_{k}=\left\{x \mid H_{k} x+h_{k}=0\right\} \quad \forall h_{k} \leq 0, \quad k=1, \ldots, K \tag{2.9}
\end{equation*}
$$

For convenient, all hyperplanes are represented as a hyperplane matrix

$$
\bar{H}=\left[\begin{array}{ll}
H_{k} & h_{k} \tag{2.10}
\end{array}\right]
$$

The polyhedral cells are represented on the formon $9 N ? \cap ?$

$$
\begin{equation*}
X_{i}=\left\{x \mid G_{i} x+g_{i} \succeq 0\right\} \tag{2.11}
\end{equation*}
$$


where $\bar{G}_{i}$ is called a cell identifier.

### 2.3.2 Quadratic Stability

The term quadratic stability refers to stability that can be established using a quadratic Lyapunov function. It is possible to prove stability of piecewise linear systems using a globally quadratic Lyapunov function $V(x)=x^{T} P x$. In particular, if $a_{i}=0 \forall i \in I$ and there exists $P>0$ such that

$$
\begin{equation*}
A_{i}^{T} P+P A_{i}<0 \quad \forall i \in I \tag{2.12}
\end{equation*}
$$

Then every trajectory of (2.7) tends to zero exponentially. The stability of a family of linear system depends on each cell partition. The equation (2.12) are linear matrix inequalities in $P$ which can be solved as a convex optimization problem.

To verify that there exists no matrix $P$ satisfying (2.12), it is a dual problem to find a positive definite matrices $R_{i}, i \in I$ such that

$$
\begin{equation*}
\sum_{i \in I} A_{i}^{T} R_{i}+R_{i} A_{i}>0 \tag{2.13}
\end{equation*}
$$

If the condition (2.13) is satisfied, then the Lyapunoy function $P$ in (2.12) will not be admitted.

### 2.3.3 Piecewise Quadratic Stability

We consider functions that are continuous and piecewise quadratic. This condition must be satisfied with all cell $X_{i}$, so it is sufficient to require that

$$
\begin{equation*}
x^{T}\left(A_{i}^{T} P+P A_{i}\right) x<0, \quad \text { for } x \in X_{i} \tag{2.14}
\end{equation*}
$$

To obtain a relaxed conditions for quadratic stability, one applies the $\mathcal{S}$-procedure and construct positive definite matrices $S_{i}, i \in I$ such that

$$
\begin{equation*}
A_{i}^{T} P+P A_{i} \not+S_{i}<0 \tag{2.15}
\end{equation*}
$$

Matrices $S_{i}$ in $\mathcal{S}$-procedure can be construct from the system description, in this case are cell bounding matrices $E_{i}$ and $\bar{E}_{i}$. With nonnegative entries matrices $U_{i}$, we have

$$
\begin{array}{ll}
x^{T} E_{i}^{T} U_{i} E_{i} x \geq 0, & x \in X_{i}, i \in I_{0}  \tag{2.16}\\
\bar{x}^{T} \bar{E}_{i}^{T} U_{i} \bar{E}_{i} \bar{x} \geq 0, & x \in X_{i}, i \in I_{1}
\end{array}
$$

The cell boundings are important parameters from the partition information to enforce the positivity of the quadratic Lyapunov functions for all $x \in X_{i}$. The polyhedral cell bounding matrices can be defined as

$$
\bar{E}_{i}=\left[\begin{array}{ll}
E_{i} & e_{i}
\end{array}\right] \quad \text { and } \quad \bar{E}_{i} \bar{x} \succeq 0, \quad x(t) \in X_{i}
$$

The next step is to make the quadratic Lyapunov functions to be valio in all regions and continuous across cell boundaries. Let

$$
\begin{equation*}
P_{i}=F_{i}^{T} T F_{i}, \quad i \in I_{0} \tag{2.17}
\end{equation*}
$$

$\begin{aligned} & P_{i}=F_{i}^{T} T F_{i}, \quad i \in I_{0} \\ & \bar{P}_{i} \bar{F}_{i}^{T} T \bar{F}_{i} \\ & i \in I_{1} \\ & \text { where } F_{i} \text { and } \bar{F}_{i} \text { are called the continuity matrices with their properties }\end{aligned}$

$$
\bar{F}_{i}=\left[\begin{array}{ll}
F_{i} & f_{i}
\end{array}\right] \quad \text { and } \quad \bar{F}_{i} \bar{x}(t)=\bar{F}_{j} \bar{x}(t) \quad \text { for } x(t) \in X_{i} \cap X_{j}
$$

Since the expression for $P_{i}$ is linear in a symmetric matrix $T$, it will be possible to state the search for a piecewise quadratic Lyapunov function as a set of linear matrix inequalities. The constructed Lyapunov function will in general have the form

$$
V(x)=\left\{\begin{array}{lll}
x^{T} P_{i} x, & x \in X_{i}, & i \in I_{0}  \tag{2.18}\\
\bar{x}^{T} \bar{P}_{i} \bar{x}, & x \in X_{i}, & i \in I_{1}
\end{array}\right.
$$

Next, we formulate LMIs for finding an existence of piecewise quadratic Lyapunov function of the system (2.7).

Theorem 2.1 (Piecewise Quadratic Stability). [3]
Consider symmetrics $T, U_{i}$ and $W_{i}$ have nonnegative entries, while $P_{i}=F_{i}^{T} T F_{i}, i \in I_{0}$ and $\bar{P}_{i}=$ $\bar{F}_{i}^{T} T \bar{F}_{i}, i \in I_{1}$

$$
\begin{align*}
& \begin{cases}0>A_{i}^{T} P_{i}+P_{i} A_{i}+E_{i}^{T} U_{i} E_{i} & i \in I_{0} \\
0<P_{i}-E_{i}^{T} W_{i} E_{i}\end{cases}  \tag{2.19}\\
& \begin{cases}0>\bar{A}_{i}^{T} \bar{P}_{i}+\bar{P}_{i} \bar{A}_{i}+\bar{E}_{i}^{T} U_{i} \bar{E}_{i} \\
0<\bar{P}_{i}-\bar{E}_{i}^{T} W_{i} \bar{E}_{i} & i \in I_{1}\end{cases} \tag{2.20}
\end{align*}
$$

then every trajectory $x(t)$ of (2.7) with $u \equiv 0$ for $t \geq 0$ tends to zero exponentially.

### 2.3.4 Piecewise Quadratic Stabilization of PWA system

This section will show how to obtain the globally linear state feedback that stabilizes a PWA system. This can be cast as a convex optimization problem. Let us consider the state feedback

$$
u=-L x
$$

which results in the closed loop system

$$
\begin{equation*}
\dot{x}(t)=\left(A_{i}-B_{i} L\right) x(t)+a_{i} \quad x \in X_{i} \quad i \in I . \tag{2.21}
\end{equation*}
$$

to be asymptotically stable for all region.
For the quadratic stabilization problem, we need to find a gain $L$ that admits a quadratic Lyapunov function $V(x)=x^{T} P x$. For each cell $X_{i}$, we use the ellipsoid cell boundings
or

$$
\begin{equation*}
1-\left(S_{i} x+s_{i}\right)^{T}\left(S_{i} x+s_{i}\right) \geq 0 \quad \forall x \in X_{i} \tag{2.23}
\end{equation*}
$$

or
and the condition in (2.14) to derive the sufficient condition for $P W A$ system stability yia $\mathcal{S}$-procedure. Then, the closed-loop system is quadratically stable if we can find a positive definite matrix $P=$ $P^{T} \geq 0$ and positive scalars $u_{i} \geq 0$ such that

$$
\begin{cases}0>\left(A_{i}-B_{i} L\right)^{T} P+P\left(A_{i}-B_{i} L\right) & i \in I_{0}  \tag{2.25}\\
0>\left[\begin{array}{cc}
\left(A_{i}-B_{i} L\right)^{T} P+P\left(A_{i}-B_{i} L\right) & P a_{i} \\
a_{i}^{T} P & 0
\end{array}\right]+u_{i}\left[\begin{array}{cc}
-S_{i}^{T} S_{i} & -S_{i}^{T} s_{i} \\
-s_{i}^{T} S_{i} & 1-s_{i}^{T} s_{i}
\end{array}\right] & i \in I_{1}\end{cases}
$$

The above condition is bilinear in $L$ and $P$ and not efficient to be solved, however the problem can be transformed and resulted in Theorem 2.2.

Theorem 2.2 (Quadratic Stabilization). [3]
If there exists a positive definite matrix $Q=Q^{T}>0$, positive scalars $v_{i} \geq 0$ and a matrix $Y$ such that

$$
\left\{\begin{array}{l}
0>Q A_{j}^{T}+A_{j} Q-Y^{T} B_{j}^{T}-B_{j} Y  \tag{2.26}\\
0<\left[\begin{array}{cc}
Q A_{i}^{T}+A_{i} Q-Y^{T} B_{i}^{T}-B_{i} Y-v_{i} a_{i} a_{i}^{T} & Q S_{i}^{T}-v_{i} a_{i} s_{i}^{T} \\
\left(Q S_{i}^{T}-v_{i} a_{i} s_{i}^{T}\right)^{T} & v_{i}\left(I-s_{i} s_{i}^{T}\right)
\end{array}\right]
\end{array}\right.
$$

where $j \in I_{0}$ and $i \in I_{1}$. Then, the feedback $u=-L x$ with $L=Y Q^{-1}$ renders the piecewise linear system exponentially stable.

In this thesis, we will use this criteria to design the PWA state feedback control laws.


## CHAPTER III

## EXPERIMENTAL BICYCLE

In this chapter, we focus on the parameter measurement of the prototype autonomous bicycle with gyroscopic flywheel. the critical issues are the bicycle dimensions and the gyroscopic flywheel parameters.

### 3.1 Bicycle

This bicycle is the adult size bicycle and meets the criteria of the BicyRobo Thailand competition. The wheel base length is more than 50 cm , the diameter of each wheel is more than 50 cm , and the tire width is less than 5 cm . We end up with the our used bicycle in Figure 3.1. The body is a rigid frame without suspension.


To design the new features and estimate the parameters from the real world model, we draw the 3D CAD graphic in CATIA ${ }^{1}$. Figure 3.2 shows the 3D CAD of bicycle robot with the actual measured dimension. The pedal, saddle, barrel adjuster and rear deraileur will be removed from this original bike.

The measured bicycle parameters are collected in Table 2.1. Some parameters such as the moment of inertia is needed to calculated indirectly. Here, we let the CATIA software to calculate them all by inputing the mass that we can simply measure it and the type of part material (to figure out the mass density). These data are used for the whole simulation in this project.
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Figure 3.2: The 3D CAD drawing of the bicycle before modifying.


Figure 3.3: Bicycle robot attached with gyroscopic flywheel.

### 3.2 Gyroscopic Flywheel <br> 97 <br> ณมมหาวิทยาลั่ย

The flywheel is treated as an actuator for controlling the bicycle rolling angle. We consider the critical case that this actuator can generate the moment to resist the moment produced by the gravitational torque when the bicycle is tilting. While the bicycle rolling angle is larger, the gravitational moment becomes larger too.

From Figure 3.4, xyz is the global axes and $\mathbf{e}_{1} \mathbf{e}_{2} \mathbf{e}_{3}$ is the principal axes of the flywheel. The basis vector $\left\{\mathbf{e}_{1}, \mathbf{e}_{2}, \mathbf{e}_{3}\right\}$ rotate together with the gyroscopic flywheel at the angular velocity $\omega_{\mathbf{e}}$.

$$
\begin{equation*}
\omega_{\mathbf{e}}=\dot{\varphi} \mathbf{e}_{1}+\dot{\alpha} \mathbf{e}_{2} \tag{3.1}
\end{equation*}
$$



Figure 3.4: The bicycle configuration for sizing the flywheel (mass and dimension).

Let the bicycle initially stands at the rolling angle of $\varphi$ radian with zero forward moving velocity and the flywheel spin at a constant speed $\Omega \mathrm{rad} / \mathrm{s}$ about $\mathbf{e}_{3}$-axis and precessing at $\dot{\alpha} \mathrm{rad} / \mathrm{s}$ about $\mathbf{e}_{2}$ axis. The angular momentum of the flywheel about $O$ can be written as

$$
\begin{equation*}
\mathbf{H}_{o}=I_{1 o} \dot{\varphi} \mathbf{e}_{1}+I_{2 o} \dot{\alpha} \mathbf{e}_{2}+I_{3 o} \Omega \mathbf{e}_{3} \tag{3.2}
\end{equation*}
$$

where $I_{1 o}, I_{2 o}, I_{3 o}$ are the moment of intertia with respect to the point O . We assign the point O to be the midpoint between the ground contact point offront and rear wheel. The vertical principal $\mathbf{e}_{3}$-axis of of the flywheel pass through this point. In our case $\dot{\varphi}=0$ because we assume that the gravitational moment is equal to the moment generated by the precession torque from the gyroscopic effect. By the way, we should note that the flywheel will precess to generate the moment with magnitude greater than the gravitational torque to pull the bicycle back to stand upright at $\varphi=0$ rad. Yet, we calculate the least moment that the flywheel must be able to generate. Thus, it reduces to

$$
\begin{equation*}
\mathbf{H}_{o}=I_{2} \dot{\alpha} \mathbf{e}_{2 o}+I_{3 o} \Omega \mathbf{e}_{3} \tag{3.3}
\end{equation*}
$$


$I_{2 o} \ddot{\alpha} \mathbf{e}_{2}+I_{2 o} \dot{\alpha}\left(\omega_{\mathbf{e}} \times \mathbf{e}_{2}\right)+I_{3 o} \Omega \mathbf{e}_{3}+I_{3 o} \Omega\left(\omega_{\mathbf{e}} \times \mathbf{e}_{3}\right)$
Take $\dot{\varphi}=0$, we have


$$
\begin{equation*}
\dot{\mathbf{H}}_{o}=I_{3 o} \Omega \dot{\alpha} \mathbf{e}_{1}+I_{2 o} \ddot{\alpha} \mathbf{e}_{2} \tag{3.4}
\end{equation*}
$$

This change in $\mathbf{H}_{o 1}$ must equal to the gravitational moment $\mathbf{M}_{o 1}$ around $x$-axis. The produced moment is given by

$$
\begin{align*}
\mathbf{M}_{o 1} & =z_{B} \mathbf{e}_{3} \times\left(-m_{B} g \mathbf{k}\right)+z_{G} \mathbf{e}_{3} \times\left(-m_{G} g \mathbf{k}\right)  \tag{3.5}\\
& =\left(m_{B} z_{B}+m_{G} z_{G}\right) g \sin \varphi \mathbf{e}_{1}
\end{align*}
$$

From the Euler's equation for rigid-body dynamics $\mathbf{M}_{o 1}=\dot{\mathbf{H}}_{o 1}$, (3.4), and (3.5), we have

$$
\begin{align*}
I_{3 o} \Omega \dot{\alpha} & =\left(m_{B} z_{B}+m_{G} z_{G}\right) g \sin \varphi  \tag{3.6}\\
I_{2 o} \ddot{\alpha}-I_{3 o} \Omega \dot{\varphi} & =0 \tag{3.7}
\end{align*}
$$

Torque component $\mathbf{e}_{2}$ of $\dot{\mathbf{H}}_{o}$ will result at the ground contact point of front and rear wheel and it is resisted by the reaction torque of the ground contact. Therefore, there is no rotational motion for this axis (The bicycle does not tip over to the front or back). The important role to stabilize the bicycle is at the $\mathbf{e}_{1}$ axis. Its relationship is shown in (3.6). We need an excessive moment to pull the bicycle in the reverse direction. The gyroscopic flywheel should be designed in order to satisfy the equation below

$$
\begin{equation*}
\left(m_{B} z_{B}+m_{G} z_{G}\right) g \sin \varphi<I_{3 o} \Omega \dot{\alpha} \tag{3.8}
\end{equation*}
$$

Note that $I_{3 o}=I_{3}$ where $I_{3}$ is the moment of inertia of the flywheel about its principal axis. For simplicity to manage the calculation, we introduce

$$
\begin{equation*}
M_{r e q}=\left(m_{B} z_{B}+m_{G} z_{G}\right) g \sin \varphi \tag{3.9}
\end{equation*}
$$

Take the parameter value in Table 3.1 and the formula in Table 3.2 to find $M_{\mathrm{req}}$ and $M_{g e n}$, we finally get $M_{\text {req }}=20.5481 \mathrm{~kg} \cdot \mathrm{~m}$ and $M_{\text {gen }}=29.8311 \overline{\mathrm{~kg}} \cdot \mathrm{~m}$. The DIY ${ }^{2}$ Gyroscopic Flywheel can produce the moment in which its magnitude is greater than the required value with the factor of 1.4518 .

Table 3.1: Parameters for Gyroscopic Flywheel Design Calculation.
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## Moment of Inertia of Flywheel

The Flywheel is assigned to spin about $\mathbf{e}_{3}$ axis and precess about $\mathbf{e}_{2}$ axis. Figure 3.5 shows the dimension and other description for the calculation of the flywheel moment of inertia. Refer to the "List of moments of inertia" from [51], we obtain the moment of inertia in two parts - Disk and Cylindrical tube about the point D and C . Then, we take them to rotate about O using Parallel axis theorem and combine them together by addition. The summary of the Flywheel moment of inertia is in Table 3.2. The mass calculation here are $m_{d}=\rho_{A l} V_{d}, m_{c}=\rho_{F e} V_{c}$, and $m_{G}=m_{d}+m_{c}$ where $\rho_{A l}$ is the density of Aluminium and $\rho_{F e}$ is the density of iron.


Figure 3.5: Side View Cross-section of Flywheel configuration.

Table 3.2: Summary of Flywheel Moment of Inertia.


## CHAPTER IV

## BICYCLE DYNAMIC MODEL

The equation of motion of 3D rigid body can be derived in 3 aspects. Those are the conservation of force (torque), momentum (angular momentum), and energy. The model of a bicycle with gyroscopic stabilization is mostly derived by the Lagrangian method (Energy aspect) because it is easy to obtain the linear and angular velocity while the internal force or any other workless forces can be ignored. From the literature review, we have inspected many types and complicated levels of the bicycle. We end up with the nonlinear dynamic model from Spry [2] and extend the model to PWA model.

We next define the bicycle geometry, the assumption and limitation of the model, the notation of the parameters and lastly the nonlinear model with neglecting relatively small-value terms.

### 4.1 Bicycle Geometry



Figure 4.1: The Bicycle Geometry.

## Parameter Definition

The parameter notations here are also consistent with the measured parameter in Tables 2.1 and 3.1. We present them separately to emphasize each component; the bicycle dimension, the flywheel (for design calculation), and the bicycle with gyroscopic flywheel model parameters. These are shown in Table 4.1. The constant mass, moment of inertia, and height of the center of mass are obtained via CATIA CAD software. These values in Table 4.1 may differ from Tables 2.1 and 3.1 since we consider the model here in two parts; the body and the flywheel. See more in the bicycle model assumption.

Table 4.1: Parameters for Bicycle Gyroscopic Flywheel Dynamic Model.



To explain more about the curvature path of the bicyche, see Figure 4.2. In Figure, $F$ is the front wheel ground contact point, $R$ is the rear wheel ground contact point, and $O$ is the center point of rotation. The distance between $R$ and $F$ is called "wheelbase length" $(w)$. We can find the relation between $\dot{s}$ and $\dot{\psi}$ is $\sigma=\dot{s}(r-h) / r=\dot{\psi}(r-h)$. For straight path running, $r \rightarrow \infty, h=0$ and $\sigma=\dot{s}$.

### 4.2 Model Assumptions

It is much more complex to treat the bicycle model as a 3 D rigid body. The simplified model that captured the major effects on the bicycle and is well enough to describe the bicycle dynamics is a better choice. However, we should be careful to define the assumption and its limitation as shown below.

- The steering axis has no trail.
- The bicycle is rolling on a flat plane
- The tires has no width and no deformation.
- The longituditional and lateral slips at the front and rear wheel are neglected.
- The bicycle is considered as a point mass at the center of mass height $z_{B}$
- The flywheel is considered as a point mass at the center of mass height $z_{G}$
- The mass moment of inertia of the front and rear wheel are neglected.


### 4.2.1 Nonlinear Dynamic Model

The model derivation is done by Lagrangian method. We follow the derivation in [2] but we combine the load and flywheel cage into the bicycle body in one point mass. The kinetic energy of the system is

$$
\begin{equation*}
T=\frac{1}{2} m_{B} \mathbf{v}_{B}^{T} \mathbf{v}_{B}+\frac{1}{2} \omega_{B}^{T} \mathbf{I}_{\mathbf{B}} \omega_{B}+\frac{1}{2} m_{G} \mathbf{v}_{G}^{T} \mathbf{v} G+\frac{1}{2} \omega_{G}^{T} \mathbf{I}_{\mathbf{G}} \omega_{G} \tag{4.1}
\end{equation*}
$$

and the potential energy of the system is

$$
\begin{equation*}
V=\left(m_{B} z_{B}+m_{G} z_{G}\right) g \sin \varphi \tag{4.2}
\end{equation*}
$$

where

$$
\begin{aligned}
& \omega_{B}=\left[\begin{array}{c}
\dot{\varphi} \\
\dot{\psi} \sin \varphi \\
\dot{\psi} \cos \varphi
\end{array}\right] \quad \mathbf{v}_{B}=\left[\begin{array}{c}
\sigma+(\dot{\psi} \sin \varphi) z_{B} \\
\dot{\varphi} z_{B} \\
0
\end{array}\right] \\
& \omega_{\mathbf{G}}=\left[\begin{array}{c}
\dot{\varphi} \cos \alpha-\dot{\psi} \cos \varphi \sin \alpha \\
\dot{\psi} \sin \varphi+\dot{\alpha} \\
\dot{\varphi} \sin \alpha+\dot{\psi} \cos \varphi \cos \alpha+\Omega
\end{array}\right] \quad \mathbf{v}_{G}=\left[\begin{array}{c}
\sigma+(\dot{\psi} \sin \varphi) z_{G} \\
\dot{\varphi} z_{G} \\
0
\end{array}\right]
\end{aligned}
$$

From the Lagrangian $\mathcal{L}(q, \dot{q}) \cong T(q, \dot{q})=-\mathcal{V}(q)$, we can derive the Lagrange's equations in the form
where the generalized coordinates are $610 \mathrm{~N} / \mathrm{d}$

$$
\begin{cases}q_{1} & : \varphi \text { (Bike roll angle) } \\ q_{2} & : \alpha \text { (Flywheel precession angle) }\end{cases}
$$

and the generalized forces are

$$
\left\{\begin{array}{l}
Q_{1}=F_{d} z_{B} \cos \varphi \\
Q_{2}=T_{\alpha}
\end{array}\right.
$$

According to (4.3), the equation of motions are obtained as follow:
Bicycle rolling equation

$$
\begin{align*}
& \left(k_{9}+k_{4} \cos ^{2} \alpha+k_{6} \sin ^{2} \alpha\right) \ddot{\varphi} \\
& -2 k_{10} \dot{\varphi} \dot{\alpha} \sin \alpha \cos \alpha \\
& +\dot{\psi} \dot{\alpha} \cos \varphi\left(k_{10}\left(\sin ^{2} \alpha-\cos ^{2} \alpha\right)-k_{5}\right) \\
& \left.-\dot{\psi}^{2} \cos \varphi \sin \varphi\left(k_{11}-k_{4} \sin ^{2} \alpha-k_{6} \cos ^{2} \alpha\right)\right\}=k_{7} \sigma \dot{\psi} \cos \varphi+F_{d} z_{B} \cos \varphi  \tag{4.4}\\
& +\left(\Omega I_{G z z} \cos \alpha\right) \dot{\alpha} \\
& +\dot{\psi} \Omega I_{G z z} \cos \alpha \sin \varphi \\
& -k_{7} g \sin \varphi \\
& \text { Flywheel precessing equation } \\
& k_{5} \ddot{\alpha} \\
& \left.\begin{array}{l}
+k_{5} \dot{\psi} \dot{\varphi} \cos \varphi \\
+k_{10}\left(\dot{\varphi}^{2} \cos \alpha \sin \alpha-\dot{\psi}^{2} \cos ^{2} \varphi \cos \alpha \sin \overline{\alpha-}-\dot{\psi} \dot{\varphi} \cos \varphi\left(\sin ^{2} \alpha-\cos ^{2} \alpha\right)\right) \\
+\Omega(\dot{\psi} \cos \varphi \sin \alpha-\dot{\varphi} \cos \alpha) I_{G z z}
\end{array}\right\}=T_{\alpha} \tag{4.5}
\end{align*}
$$

where

$$
\begin{array}{lll}
k_{1}=I_{B x x} & k_{2}=I_{B y y} \\
k_{3}=I_{B z z} & k_{4}=I_{G x x} \\
k_{5}=I_{G y y} & k_{6}=I_{G z z} \\
k_{7}=m_{B} z_{B}+m_{G} z_{G} & k_{8}=m_{B} z_{B}^{2}+m_{G} z_{G}^{2} \\
k_{9}=k_{1}+k_{8} & k_{10}=k_{4}-k_{6} \\
k_{11}=k_{8}+k_{2}-k_{3}+k_{5}
\end{array}
$$

### 4.3 Linearized Dynamic Model

The conventional simple way to deal with the nonlinear system is to linearize the nonlinear system around its equilibrium point. We will use this linearized model for a comparison with our reduced nonlinear in the next section. Let the state yector $/$ d

Linearize the nonlinear model (4.4) and (4.5) about $\mathrm{x}=0$, then 9 \& 96

$$
\begin{align*}
\left(k_{9}+k_{4}\right) \ddot{\varphi}-k_{7} \sigma \dot{\psi}+\Omega I_{G z z} \dot{\alpha}+\Omega I_{G z z} \dot{\psi} \varphi & =k_{7} g \varphi  \tag{4.6}\\
k_{5} \ddot{\alpha}+\Omega(\dot{\psi} \alpha-\dot{\varphi}) I_{G z z} & =T_{\alpha} \tag{4.7}
\end{align*}
$$

Rewrite the above two equations in a state space form

$$
\frac{d}{d t}\left[\begin{array}{c}
\varphi  \tag{4.8}\\
\alpha \\
\dot{\varphi} \\
\dot{\alpha}
\end{array}\right]=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
a_{31} & 0 & 0 & a_{34} \\
0 & a_{42} & a_{43} & 0
\end{array}\right]\left[\begin{array}{c}
\varphi \\
\alpha \\
\dot{\varphi} \\
\dot{\alpha}
\end{array}\right]+\left[\begin{array}{c}
0 \\
0 \\
\sigma \dot{\psi} k_{7} /\left(k_{9}+k_{4}\right) \\
T_{\alpha} / k_{5}
\end{array}\right]
$$

where

$$
\begin{array}{ll}
a_{31}=\frac{k_{7} g-\dot{\psi} \Omega I_{G z z}}{k_{9}+k_{4}} & a_{34}=\frac{-\Omega I_{G z z}}{k_{9}+k_{4}} \\
a_{42}=-\frac{1}{k_{5}}\left(\dot{\psi} \Omega I_{G z z}\right) & a_{43}=\frac{\Omega I_{G z z}}{k_{5}}
\end{array}
$$
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## CHAPTER V

## PIECEWISE AFFINE MODEL FOR BICYCLE ROBOT

In order to synthesis the controller by PWQ stabilization technique, one needs to model the nonlinear system dynamics to be the PWA model with the error as small as possible. In this chapter, we describe how to obtain the PWA model by a simple trigonometric terms approximation method, least-squareerror without boundary constraints, and least-square-error without boundary constraints.

We starts with defining the regions that will be approximated by PWA model. The bicycle roll angle is partitioned into 3 regions, the flywheel precession angle does so. Thus, the operating regions were split into 9 regions or polyhedral cells, see Fig. 5.1. $X_{5}$ is considered to be in $I_{0}$ or the steady state point region where the state trajectory rest at the point $(0,0,0,0)$ when the system is made stable. The other cells $X_{i}$ are in the set $I_{1}$. Note that these 9 regions is not the best choice to reduce model error. More regions lead to more accurate model but more calculation is needed.

The nonlinear differential equations (4.4) and (4.5) can be approximated by continuous PWA functions into the state-space form (2.7). We define the parameters for our bicycle robot model as

$$
x=\left[\begin{array}{c}
\varphi \\
\alpha \\
\dot{\varphi} \\
\dot{\alpha}
\end{array}\right] \quad u=T_{\alpha} \quad A_{i}=\left[\begin{array}{ccc}
0 & 0 & 1 \\
0 & 0 & 0 \\
A_{31}^{(i)} & A_{32}^{(i)} & A_{33}^{(i)} \\
A_{34}^{(i)} & A_{42}^{(i)} & A_{43}^{(i)} \\
A_{44}^{(i)} & A_{44}^{(i)}
\end{array}\right] \quad a_{i}=\left[\begin{array}{c}
0 \\
0 \\
a_{3 a}^{(i)} \\
a_{4 a}^{(i)}
\end{array}\right] \quad B_{i}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
B_{41}^{(i)}
\end{array}\right]
$$

Next, the PWA model approximation methods will be shown from a simple method (fast calculation but roughly accuracy) to the more complex (longer time for calculation but more accuracy) method. All constant terms are taken from Table 4.1.

### 5.1 TrigonometricTerms Approximation $/$ \&

We approximate the nonlinear terms sin and cos by least square error method in each interval, while the other nonlineaf terms are approximated by linearization about the operationg point $(0,0,0,0)$.

- Approximate the nonlinear terms $\sin$ and $\cos$ by least square error method and use ' $\theta$ ' to represent $\varphi$ and $\alpha$ only for this occasion as follow
- When $\theta \leq-0.1745$, we approximate $\sin \theta \approx m_{1}(\theta+0.1745)$ and $\cos \theta \approx m_{2}(\theta+$ 0.1745),

$$
\begin{aligned}
m_{1}= & \operatorname{argmin} \int_{-1.0472}^{-0.1745}\left(m_{1}(\theta+0.1745)-0.1745-\sin \theta\right)^{2} d \theta \\
& m_{2}=\operatorname{argmin} \int_{-1.0472}^{-0.1745}\left(m_{2}(\theta+0.1745)+1-\cos \theta\right)^{2} d \theta
\end{aligned}
$$



Figure 5.1: Polyhedral partition of the PWA bicycle state space model.
*The calculation is done only in the range $-1.0472 \leq \theta \leq-0.1745$ or $-60^{\circ} \leq \theta \leq$ $-10^{\circ}$.

- When $-0.1745 \leq \theta \leq 0.1745$, we linearize $\sin \theta$ and $\cos \theta$ around $\theta=0$,
$\sin \theta \approx \theta$
$\cos \theta \approx$
- When $\theta \geq 0.1745$, we approximate $\sin \theta \approx m_{3}(\theta-0.1745)$ and $\cos \theta \approx m_{4}(\theta-0.1745)$,

$$
\begin{aligned}
& m_{3}=\operatorname{argmin} \int_{0.1745}^{1.0472}\left(m_{3}(\theta-0.1745)+0.1745-\sin \theta\right)^{2} d \theta \\
& \rho_{Q}^{9} m_{4}=\operatorname{argmin} \int_{0.1745}^{1.0472}\left(m_{4}(\theta-0.1745)+1 \theta \cos \theta\right)^{2} d \theta
\end{aligned}
$$

*The calculation is done only in the range $-1,0472 \leq \theta \leq-0.1745$ or $10^{\circ} \leq \theta \leq 60^{\circ}$.
Finally,

$$
\begin{align*}
& \sin \theta \approx\left\{\begin{array}{lr}
0.8558 \theta-0.02516 & \theta \leq-0.1745 \\
\theta & -0.1745 \leq \theta \leq 0.1745 \\
0.8558 \theta+0.02516 & \theta \geq 0.1745
\end{array}\right.  \tag{5.1}\\
& \cos \theta \approx\left\{\begin{array}{lr}
0.4957 \theta+1.0865 & \theta \leq-0.1745 \\
1 & -0.1745 \leq \theta \leq 0.1745 \\
-0.4957 \theta+1.0865 & \theta \geq 0.1745
\end{array}\right. \tag{5.2}
\end{align*}
$$

- Substitute the approximated functions from (5.1) and (5.2) shown below into (4.4) and (4.5).

$$
\begin{array}{ll}
\sin \alpha \approx a_{1 i} \alpha+b_{1 i} & \cos \alpha \approx a_{2 i} \alpha+b_{2 i} \\
\sin \varphi \approx a_{3 i} \varphi+b_{3 i} & \cos \varphi \approx a_{4 i} \varphi+b_{4 i}
\end{array}
$$



Figure 5.2: Affine approximation of functions sin and cos.
where $i=1, \ldots, 9$ indicated the region of approximation.


- Approximate the higher order terms and other nonlinear terms of $\dot{\alpha}$ and $\dot{\varphi}$ based on linearization about the operating point $(\alpha, \dot{\alpha}, \varphi, \dot{\varphi})=(0,0,0,0)$ intothe state-space form (2.7) where

$$
\begin{array}{ll}
A_{31}^{(i)}=\left(K_{9}^{(i)}+K_{11}^{(i)}-K_{3}^{(i)} K_{7}^{(i)}\right) / K_{1}^{(i)} & A_{41}^{(i)} \\
A_{32}^{(i)}=-\left(K_{4}^{(i)}+K_{6}^{(i)}\right) / K_{1}^{(i)} & A_{42}^{(i)}=-\left(K_{14}^{(i)}+K_{18}^{(i)}\right) / k_{5} \\
A_{33}^{(i)}=0 & A_{43}^{(i)}=-\left(K_{15}^{(i)}\right) / k_{5} \\
\left.A_{34}^{(i)}=-\left(K_{2}^{(i)}+K_{5}^{(i)}\right) / K_{1}^{(i)}+K_{20}^{(i)}\right) / k_{5} \\
a_{3 a}^{(i)}=\left(K_{10}^{(i)}-K_{8}^{(i)}-K_{22}^{(i)}\right) / K_{1}^{(i)} & A_{44}^{(i)}=0 \\
& a_{4 a}^{(i)}=-\left(K_{16}^{(i)}+K_{19}^{(i)}\right) / k_{5} \\
& B_{41}^{(i)}=1 / k_{5}
\end{array}
$$

Table 5.1: Approximated trigonometric functions in each polyhedral cell.


- Substitute the bicycle parameters in the Table 4.1 and get the resulting system matrices


### 5.2 Least-Square Error Approximation without Boundary Constraints

This approximation method gives a discontinuous model at the cell boundaries since the error is forced to be minimized while nothing concerning with the boundary constraints are taken into account. To approximate the nonlinear terms of $\ddot{\alpha}$ and $\ddot{\varphi}$ into a state-space form, we formulate the least square problem from the proposed approximated linear model :

$$
\begin{equation*}
\ddot{y}_{N \times 1}=G_{N \times m} \theta_{m \times 1}+\mu_{N \times 1} \tag{5.3}
\end{equation*}
$$

where

| $G$ | $=\left[\begin{array}{lllll}x_{1} & x_{2} & x_{3} & x_{4} & 1\end{array}\right]$ |
| ---: | :--- |
| $\theta_{\varphi}$ | $=\left[\begin{array}{lllll}A_{31}^{(i)} & A_{32}^{(i)} & A_{33}^{(i)} & A_{34}^{(i)} & a_{3}^{(i)}\end{array}\right]^{T}$ or |
| $\theta_{\alpha}$ | $=\left[\begin{array}{lllll}A_{41}^{(i)} & A_{42}^{(i)} & A_{43}^{(i)} & A_{44}^{(i)} & a_{4}^{(i)}\end{array}\right]^{T}$ |

$\ddot{y}$ is the exact value of $\ddot{\varphi}$ or $\ddot{\alpha}$ obtained from the bicycle dynamic equation (4.4) and (4.5)
$\mu$ is the approximation error
$x_{k}$ is the $k^{t h}$ vector containing $N$ realizations of a uniform random variable in the range $\left[x_{k_{\text {min }}}, x_{k_{\text {max }}}\right]$ in each $X_{i}$
$N$ is the number of realization (higher is better)
$m$ is the number the state plus a single affine term
Then we can present the problem as

$$
\begin{equation*}
\hat{\theta}^{(i)}=\operatorname{argmin}\left\|\ddot{y}-G^{(i)} \theta^{(i)}\right\|_{2}^{2} \tag{5.4}
\end{equation*}
$$

Solving (5.4) for each cell, we will get all 9 sets of system matrices of the bicycle PWA model.

### 5.3 Least-Square Error Approximation with Boundary Constraints

This model is continuous across the boundary. We carefully begin an approximation with the cell $X_{5} \in I_{0}$ in order to made this cell the most accurate. The benefit is that there is no constraint for model continuity at the first approximation in $X_{5}$. When the first cell has already been placed, it introduces one more boundary constraint at its attached polyhedral cell. This is in case II and in the same manner for more constraints in case III.

- Case I: No constraint

Formulate the least square problem (5.4) with the same methodology for the operating-point region $X_{5}$. The closed form solution is

- Case II: One constraint

One constraint of the problem is appeared when the approximation is done in the nearby region of $X_{5}$ i.e. $X_{2}, X_{4}, X_{6}, X_{8}$. Consider an example of $X_{6}$, the continuity the model at boundary $x_{1}=\gamma$ connecting $X_{5}$ to $X_{6}$. The solution for $\hat{\theta}^{(6)}$ can be obtained by solving the following problem

$$
\begin{array}{ll}
\operatorname{minimize} & \left\|\ddot{y}-G^{(6)} \theta^{(6)}\right\|_{2}^{2} \\
\text { subject to } & G_{\gamma} \theta^{(6)}=G_{\gamma} \theta^{(5)} \tag{5.6}
\end{array}
$$

where $G_{\gamma}=\left[\begin{array}{lllll}\gamma & x_{2} & x_{3} & x_{4} & 1\end{array}\right]$
For the rest of $X_{5}$ connected regions $X_{2}, X_{4}, X_{6}, X_{8}$, the approximation is applied in the similar fashion.

- Case III: Two constraints

Two constraints are taken into account when an approximation is done in the region $X_{1}, X_{3}, X_{7}, X_{9}$. Consider the continuity of the model in $X_{3}$ at the boundary $x_{1}=\gamma$ that connects the region $X_{2}$ and $X_{3}$ and the boundary $x_{2}=\beta$ that connects to the region $X_{6}$ and $X_{3}$, the problem can be written in this form

$$
\begin{array}{cl}
\operatorname{minimize} & \left\|\ddot{y}-G^{(3)} \theta^{(3)}\right\|_{2}^{2} \\
\text { subject to } & G_{\gamma} \theta^{(3)}=G_{\gamma} \theta^{(2)}  \tag{5.7}\\
& G_{\beta} \theta^{(3)}=G_{\beta} \theta^{(6)}
\end{array}
$$

In 5.2 and 5.3, the range $\left[x_{1_{\min }}, x_{1_{\max }}\right]$ and $\left[x_{2_{\min }}, x_{2_{\max }}\right]$ are defined upon the region $X_{i}$. For the angular velocities as represented by $x_{3}$ and $x_{4}$, there is no partition region given. Hence, we assign an operating point $(0,0)$ for them. The approximation of $x_{1}$ and $x_{2}$ will be varied in each region but $x_{3}$ and $x_{4}$ will be fixed at $(0,0)$ which its resulting models are like the linearisation model around this point.

The example of system matrices in each region after substituting constant parameters are shown in the next pages. They are calculated by the assumption that the bicycle rotating velocity and forward velocity are very small and no disturbance force $\left(F_{d}=0\right)$ in the system. Also, the constant terms $\dot{\psi}=0.01 \mathrm{rad} / \mathrm{s}, \sigma=0 \mathrm{~m} / \mathrm{s}, \Omega=3000 \mathrm{rpm}=314.16 \mathrm{rad} / \mathrm{s}$, and other values from Table 4.1 are also included.


จุหาลงกรณ์มหาวิทยาลัย

## Trigonometric terms approximation model

$$
\begin{aligned}
& A_{1}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
9.291 & -0.0006 & 0 & -5.3011 \\
-0.0778 & -5.8 & 677.723 & 0
\end{array}\right] \quad a_{1}=\left[\begin{array}{c}
0 \\
0 \\
-0.2732 \\
-0.1705
\end{array}\right] \quad B_{1}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{2}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
10.8566 & 0 & 0 & -5.3011 \\
0 & -5.3383 & 677.7228 & 0
\end{array}\right] \quad a_{2}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
-0.1569
\end{array}\right] \quad B_{2}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{3}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
9.291 & 0.0006 & 0 & -5.3011 \\
0.0778 & -5.8 & 677.723 & 0
\end{array}\right] \quad a_{3}=\left[\begin{array}{c}
0 \\
0 \\
0.2732 \\
-0.1705
\end{array}\right] \quad B_{3}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{4}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
9.3079 & 0 & 0 & -4.886 \\
0 & -6.7773 & 623.7653 & 0
\end{array}\right] \quad a_{4}=\left[\begin{array}{c}
0 \\
0 \\
-0.2736 \\
0
\end{array}\right] \\
& B_{4}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{5}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 0 \\
10.8762 & 0 & 0 & 4.886 \\
0 & -6.2378 & 623.7654 & 0
\end{array}\right] \quad a_{5}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right] \quad B_{5}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& A_{7}=\left[\begin{array}{ccccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
9.291 & 0.0006 & 0 & -5.3011 \\
0.0778 & -5.8 & 677.723 & 0 & 0
\end{array}\right] \stackrel{( }{2}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
-0.2732 \\
0.1705
\end{array}\right] \quad B_{7}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& \left.A_{8}=\left[\begin{array}{ccccc}
0 & 0 & 0 & 1 & 0 \\
0 & 0 & 0 & 6 & 1 \\
10.8566 \\
0 & 0 & -5.3383 & 677.7228 & 0 \\
0 & 0
\end{array}\right] \stackrel{3011}{a_{8}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
0.569
\end{array}\right]} \begin{array}{c}
B_{8} \\
6
\end{array}\right]\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{9}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
9.291 & -0.0006 & 0 & -5.3011 \\
-0.0778 & -5.8 & 677.723 & 0
\end{array}\right] \quad a_{9}=\left[\begin{array}{c}
0 \\
0 \\
0.2732 \\
0.1705
\end{array}\right] \quad B_{9}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& C_{i}=0 \\
& c_{i}=0 \\
& D_{i}=0 \\
& I_{0}=\{5\} \quad I_{1}=\{1,2,3,4,6,7,8,9\}
\end{aligned}
$$

Least-square error approximation without boundary constraints model - Discontinuous model

$$
\begin{aligned}
& A_{1}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
8.7185 & 0.0357 & -0.0015 & -3.862 \\
-1.6106 & -3.7379 & 494.975 & 0.1775
\end{array}\right] \quad a_{1}=\left[\begin{array}{c}
0 \\
0 \\
-0.7247 \\
-1.6888
\end{array}\right] \quad B_{1}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{2}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
10.8284 & 0.0011 & 0.0053 & -3.87 \\
0.717 & -5.586 & 495.2182 & -0.671
\end{array}\right] \quad a_{2}=\left[\begin{array}{c}
0 \\
0 \\
0.0026 \\
0.0386
\end{array}\right] \quad B_{2}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{3}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
8.7356 & -0.019 & -0.0014 & -3.8658 \\
0.5886 & -3.0051 & 495.1564 & 0.1435
\end{array}\right] \quad a_{3}=\left[\begin{array}{c}
0 \\
0 \\
0.7089 \\
-1.2207
\end{array}\right] \quad B_{3}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{4}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
8.7439 & -0.0007 & -0.0001 & -4.8606 \\
-0.0724 & -4.9344 & 620.5933 & -0.0131
\end{array}\right] \quad a_{4}=\left[\begin{array}{c}
0 \\
0 \\
-0.7004 \\
-0.055
\end{array}\right] \quad B_{4}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{5}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
10.8427 & 0.0001 & 0.0001 & 4.861 \\
-0.0354 & -6.0111 & 620.6116 & 0.0106
\end{array}\right] \quad a_{5}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right] \quad B_{5}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{6}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
8.7377 & -0.0044 & -0.0004 & -4.8619 \\
-0.0269 & -4.9932 & 620.6132 & 0.0017
\end{array}\right] \quad a_{6}=\left[\begin{array}{c}
0 \\
0 \\
0.7045 \\
0.0196
\end{array}\right] \quad B_{6}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{7}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
8.7356 & -0.0484 & 0.002 & -3.8671 \\
1.4033 & -5.4668 & 494.6352 & 2.2225
\end{array}\right] \quad a_{7}=\left[\begin{array}{c}
0 \\
0 \\
-0.7257 \\
0.435
\end{array}\right] \quad B_{7}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right]
\end{aligned}
$$

$$
\begin{aligned}
& A_{9}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
8.7063 & 0.014 & -0.0018 & -3.8661 \\
-2.721 & -6.1022 & 494.6512 & 0.0637
\end{array}\right] \quad a_{9}=\left[\begin{array}{c}
0 \\
0 \\
0.7192 \\
0.8622
\end{array}\right] \quad B_{9}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& C_{i}=0 \\
& I_{0}=\{5\} \quad I_{1}=\{1,2,3,4,6,7,8,9\}
\end{aligned}
$$

Least-square error approximation with boundary constraints model - Continuous model

$$
\begin{aligned}
& A_{1}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
9.3186 & 0.0104 & 0.0001 & -4.861 \\
0.011 & -6.2415 & 620.6116 & -0.0106
\end{array}\right] \quad a_{1}=\left[\begin{array}{c}
0 \\
0 \\
-0.2678 \\
0.0483
\end{array}\right] \quad B_{1}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{2}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
10.8427 & 0.0104 & 0.0001 & -4.861 \\
-0.0354 & -6.2415 & 620.6116 & -0.0106
\end{array}\right] \quad a_{2}=\left[\begin{array}{c}
0 \\
0 \\
-0.0018 \\
0.0402
\end{array}\right] \quad B_{2}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{3}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
9.3166 & 0.0104 & 0.0001 & -4.861 \\
0.0088 & -6.2415 & 620.6116 & -0.0106
\end{array}\right] \quad a_{3}=\left[\begin{array}{c}
0 \\
0 \\
0.2646 \\
0.0325
\end{array}\right] \quad B_{3}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{4}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
9.3186 & 0.0001 & 0.0001 & -4.861 \\
0.011 & -6.0111 & 620.6116 & -0.0106
\end{array}\right] \quad a_{4}=\left[\begin{array}{c}
0 \\
0 \\
-0.266 \\
0.0081
\end{array}\right] \quad B_{4}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{5}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
10.8427 & 0.0001 & 0.0001 & 4.861 \\
-0.0354 & -6.0111 & 620.6116 & 0.0106
\end{array}\right] \quad a_{5}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right] \quad B_{5}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{6}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
9.3166 & 0.0001 & 0.0001 & -4.861 \\
0.0088 & -6.0111 & 620.6116 & -0.0106
\end{array}\right] \quad a_{6}=\left[\begin{array}{c}
0 \\
0 \\
0.2664 \\
-0.0077
\end{array}\right] \quad B_{6}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{7}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
9.3186 & 0.013 & 0.0001 & -4.861 \\
0.011 & -29629 & 620.6116 & 0.0106
\end{array}\right] \quad a_{7}=\left[\begin{array}{c}
0 \\
0 \\
-0.2638 \\
0.5401
\end{array}\right] \quad B_{7}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{8}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
10.8427 & 0.013 & 0.0001 & -4.861 \\
-0.0354 & -2.9629 & 620.6116 & -0.0106
\end{array}\right] \cap a_{8}=\left[\begin{array}{c}
0 \\
0 \\
0.0022 \\
0.532
\end{array}\right] \rightarrow B_{8}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& A_{9}=\left[\begin{array}{cccc}
0 & 0 & 1 & 0 \\
0 & 0 & 0 & 1 \\
9.3166 & 0.013 & 0.0001 & -4.861 \\
0.0088 & -2.9629 & 620.6116 & -0.0106
\end{array}\right] \quad a_{9}=\left[\begin{array}{c}
0 \\
0 \\
0.2686 \\
0.5243
\end{array}\right] \quad B_{9}=\left[\begin{array}{c}
0 \\
0 \\
0 \\
7.2464
\end{array}\right] \\
& C_{i}=0 \\
& I_{0}=\{5\} \quad I_{1}=\{1,2,3,4,6,7,8,9\}
\end{aligned}
$$

### 5.4 Comparison of Model Error

The rms errors are calculated from the 10,000 uniform random points within the respected region. The values are collected in the Table 5.4 and Table 5.4. The error in each partitioned region is shown in three dimensions plot in Figures 5.3, 5.4, 5.5, 5.6, 5.7, 5.8, 5.9, and 5.10. The model which has the highest to the lowest error are linearized model, trigonometric terms approximation model, continuous model, and discontinuous model, respectively. This happens to both the bicycle roll angle and flywheel precessing angle. The approximation yields a good result for partitioning the roll angle at $\pm 10^{\circ}$. Partitioning for more regions will possibly reduce the error.

Table 5.2: Summary of the root-mean-square error of the approximated PWA model.
Bicycle angle

| Model region | Linearized | Continuous | Discontinuous | trig. terms approx. |
| :---: | :---: | :---: | :---: | :---: |
| $X_{1}$ | 0.8168 | 0.2100 | 0.1537 | 0.2116 |
| $X_{2}$ | 0.0026 | 0.0027 | 0.0036 | 0.0054 |
| $X_{3}$ | 0.8147 | 0.2100 | 0.1528 | 0.2077 |
| $X_{4}$ | 0.8037 | 0.2101 | 0.1533 | 0.2123 |
| $X_{5}$ | 0.0015 | 0.0025 | 0.0013 | 0.0013 |
| $X_{6}$ | 0.8036 | 0.2101 | 0.1534 | 0.2124 |
| $X_{7}$ | 0.8175 | 0.2100 | 0.1532 | 0.2071 |
| $X_{8}$ | 0.0026 | 0.0027 | 0.0070 | 0.0067 |
| $X_{9}$ | 0.8169 | 0.2100 | 0.1539 | 0.2123 |
| Average | 0.5422 | 0.1409 | 0.1036 | 0.1419 |


| Flywheel angle |  |  |  |  |
| :---: | :---: | :---: | :---: | :---: |
| Model region | Linearized | Continuous | Discontinuous | trig. terms approx. |
| $X_{1}$ | 1.4861 | 1.0376 | 0.3231 | 1.1844 |
| $X_{2}$ | 0.6506 | 0.1398 | 0.2099 | 0.4688 |
| $X_{3}$ | 1.4574 | 1.0376 | 0.4514 | 1.1873 |
| $X_{4}$ | 0.1816 | 0.1880 | 0.0823 | 0.1117 |
| $X_{5}$ | 0.0310 | 0.0053 | 0.0183 | 0.0183 |
| $X_{6}$ | 0.1817 | 0.1880 | 0.0794 | 0.1118 |
| $X_{7}$ | 1.4642 | 1.0376 | 0.4358 | 0.6338 |
| $X_{8}$ | 0.6498 | 0.1398 | 0.9693 | 1.2216 |
| $X_{9}$ | 1.4905 | 1.0376 | 0.6298 | 0.6384 |
| Average | 0.8437 | 0.5346 | 0.3555 | 0.6196 |

Table 5.3: Summary of the maximum absolute error of the approximated PWA model.
Bicycle angle

| Model region | Linearized | Continuous | Discontinuous | trig. terms approx. |
| :---: | :---: | :---: | :---: | :---: |
| $X_{1}$ | 1.9624 | 0.6175 | 0.4319 | 0.6295 |
| $X_{2}$ | 0.0114 | 0.0128 | 0.0117 | 0.0195 |
| $X_{3}$ | 1.9663 | 0.6175 | 0.4512 | 0.6459 |
| $X_{4}$ | 1.9333 | 0.6033 | 0.4396 | 0.6069 |
| $X_{5}$ | 0.0038 | 0.0099 | 0.0041 | 0.0041 |
| $X_{6}$ | 1.9332 | 0.6033 | 0.4379 | 0.6052 |
| $X_{7}$ | 1.9651 | 0.6175 | 0.4476 | 0.6499 |
| $X_{8}$ | 0.0115 | 0.0128 | 0.0138 | 0.0218 |
| $X_{9}$ | 1.9612 | 0.6175 | 0.4359 | 0.6255 |
| Maximum | 1.9663 | 0.6175 | 0.4512 | 0.6499 |

Flywheel angle



Figure 5.3: The roll angle error plane of the linearized model.


Figure 5.4: The precession angle error plane of the linearized model.


Figure 5.5: The roll angle error plane of the trigonometic terms approximation PWA model.


Figure 5.6: The precession angle error plane of the trigonometic terms approximation PWA model.


Figure 5.7: The roll angle error plane of the discontinuous PWA model.


Figure 5.8: The precession angle error plane of the discontinuous PWA model.


Figure 5.9: The roll angle error plane of the continuous PWA model.


Figure 5.10: The precession angle error plane of the continuous PWA model.

## CHAPTER VI

## PIECEWISE AFFINE CONTROL FOR BICYCLE ROBOT

The unstable nonlinear bicycle robot system has been already transformed to the PWA system defined by the state-space matrices and cell boundings. This made the stability analysis for the actual nonlinear system easier by searching for the PWQ Lyapunov candidate function of an approximated PWA model. The problem can be cast as a convex optimization problem which has a powerful tool for solving this kind of problem.

In this chapter, we gather all information so far from the beginning to derive the globally quadratic Lypunov function and thus to generate the feedback control laws for system stabilization.

### 6.1 Problem Formulation

The problem is formulated according to Theorem 2.2. In this problem, we use the discontinuous model which provides the smallest average error value. The system matrices will be brought from Chapter 4. The quadratic cell boundings are computed via the minimum volume outer ellipsoid covering polytopes (see Figure 6.1) problem see the detail in Appendix B. This is the feasibility SDP problem which will be solved using YALMIP - [52], the modeling language for advanced modeling and solution of convex and nonconvex optimization problems, which is implemented in MATLAB. The selected solver is SDPT3 [53].

### 6.2 Main Result



The outcome parameters of solving the problem (2.26) are shown below:



$$
L=Y Q^{-1}=\left[\begin{array}{llll}
-337.98 & -116.31 & -28.303 & 23.165
\end{array}\right]
$$

The globally quadratic Lyapunov function is $V(x)=x^{T} P x$ where

$$
P=Q^{-1}=\left[\begin{array}{cccc}
9.7037 & 7.7934 & 2.6923 & -0.051174 \\
* & 12.29 & 3.3681 & -0.016343 \\
* & * & 1.1013 & -0.013572 \\
* & * & * & 0.003708
\end{array}\right]>0
$$



Figure 6.1: Polyhedral partition withits outer minimum volumn ellipsoid approximation.

The obtained gain $L$ is used to feedback with $u=-L x$ in the bicycle system. We show the simulation result of this control laws in the original nonlinear bicycle model (Figure 6.2) and the approximated PWA model (Figure 6.3).

From the series of resulting plots in Figures 6.4-6.11, we conclude that the gain $L$ can perfectly stabilize the approximated PWA system and also the original nonlinear bicycle system. Moreover, the approximated PWAmodel yield a very good response as it travels quite close to the nonlinear trajectory for all partitioned regions.
จุหาลงกรณ์มหาวิทยาลัย


Figure 6.2: Simulink model of nonlinear bicycle model.
คูนยวขยทวพยากัโ จุหาลงกรณ์มหาวิทยาลัย



Figure 6.4: The response of roll angle, roll velocity, precession angle, and precession velocity of Nonlinear and PWA model with the initial condition $(\varphi(0), \alpha(0), \dot{\varphi}(0), \dot{\alpha}(0))=(0.3,0.3,0,0)$.


Figure 6.5: The response of roll angle, roll velocity, precession angle, and precession velocity of Nonlinear and PWA model with the initial condition $(\varphi(0), \alpha(0), \dot{\varphi}(0), \dot{\alpha}(0))=(-0.3,0.3,0,0)$.


Figure 6.6: The response of roll angle, roll velocity, precession angle, and precession velocity of Nonlinear and PWA model with the initial condition $(\varphi(0), \alpha(0), \dot{\varphi}(0), \dot{\alpha}(0))=(-0.3,-0.3,0,0)$.


Figure 6.7: The response of roll angle, roll velocity, precession angle, and precession velocity of Nonlinear and PWA model with the initial condition $(\varphi(0), \alpha(0), \dot{\varphi}(0), \dot{\alpha}(0))=(0.3,-0.3,0,0)$.


Figure 6.8: The response of roll angle, roll velocity, precession angle, and precession velocity of Nonlinear and PWA model with the initial condition $(\varphi(0), \alpha(0), \dot{\varphi}(0), \dot{\alpha}(0))=(0,0.3,0,0)$.


Figure 6.9: The response of roll angle, roll velocity, precession angle, and precession velocity of Nonlinear and PWA model with the initial condition $(\varphi(0), \alpha(0), \dot{\varphi}(0), \dot{\alpha}(0))=(0,-0.3,0,0)$.


Figure 6.10: The trajectory of bike roll angle vs flywheel precession angle with 4 sets of initial conditions $(\varphi(0), \alpha(0), \dot{\varphi}(0), \dot{\alpha}(0))$.


Figure 6.11: The trajectory of bike roll velocity vs flywheel precession velocity with 4 sets of initial conditions $(\varphi(0), \alpha(0), \dot{\varphi}(0), \dot{\alpha}(0))$.


Figure 6.12: Lyapunov function plot of the bicycle dynamic system.

## CHAPTER VII

## CONCLUSIONS

### 7.1 Summary

This thesis has proposed the new idea of bicycle robot control using gyroscopic stabilization effect. This idea encounters the nonlinear unstable bicycle system by modeling it into a set of linear model or piecewise affine model. Then, the piecewise quadratic stability theorem can be applied and used for searching for the globally quadratic Lyapunov function to guarantee the system stability. Furthermore, this condition can be extended with the ellipsoid cell boundings to derive the feedback stabilization gain. The effectiveness of the proposed method has been illustrated through simulation examples. To summarize the thesis, we highlight main topios in the following.

Chapter 1 briefly introduces the motivation behind the research. Next, the literature review is given to cover an overview of bicycle model and its control method as well as some application of PWA systems. Afterward, we present the thesis objective, scope and research contributions.

In Chapter 2, a basic knowledge with some important concepts of a bicycle; its nature and the effect of gyroscopic which can help stabilize the bicycle. An important tool to be used to derive the dynamic equation of the bicycle are included in this chapter. The overview of PWA system and its representation of matrix parameterization has been introduced. And it follows with the quadratic stability condition that uses for finding the quadratic Lyapunov function and the feedback control gain. In chapter 3, the parameter measurement and calculation on the experimental bicycle are performed. The major apparatus are the body of the bicycle itself and the gyroscopic flywheel. Some parameters are obtained by the real measurement and some are obtained through the CAD modeling program based on the real bike parameters. a

Chapter 4 and 5 presentsthe detail steps in deriving the honlinear dynamic model of an autonomous bicycle using gyroscopic effect and an approximation of this model to be the PWA model. The nonlinear dynamic model is derived by Lagrangian mechanics theory The PWA model is approximated by the 3 proposed methodse i.e thigonometric terms approximation, Least-square error approximation without boundary constraints, and Least-square error approximation with boundary constraints.

Finally, all information from the former chapters are gathered to formulate the quadratic stabilization problem. The unconstrained was selected as a PWA model to solve for the feedback stabilization gain. The graphical results are also shown in various initial conditions accompanied with the comparison of the response of the nonlinear model and the approximated PWA model.

The conclusion and future work guideline are briefly described at the end.

### 7.2 Future Work Guideline

1. Control of autonomous bicycle with bicycle velocity feedback

The result of bicycle control in this thesis starts from the simpler case which does not tackle the problem of bicycle speed varying. As we saw in Chapter 2 that the bicycle gives a significant effect on the bicycle stability, so it is expected to be easier to utilize the speed to help stabilize the bicycle. However, the problem will be more complex in the bicycle modeling and the mutual effect to the bicycle roll angle by the gyroscopic effect and bicycle velocity.
2. PWA Identification of an autonomous bicycle using gyroscopic effect

There are another methods for deriving the PWA model of the bicycle. The PWA model proposed in this thesis is derived by a simple technique and thus easy to debug. We recommend to proceed to the more advance technique that has been studied widely in [54], [55], [42], [56], [57], [58], [59], [60] and in Ph.D. thesis [61].
3. An implementation on the real bicycle $\Rightarrow \square)$

To the best proof of this control strategy, an implementation on the real hardware is encouraged. From the author experience, since there is no ready bicycle robot for testing the control laws in the market and an individual work is quite a large burden to be busy working on the electronics and mechanics stuff, this future work is recommended to be done in a team.
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## APPENDIX A

## Constraint Matrices Formulation

The constraints matrices are the crucial parameters to define the region of the state in a polyhedral partition, to perform the PWA stability analysis and the controller synthesis. This section will show the summary how to construct the constraint matrices $\bar{G}_{i}, \bar{E}_{i}, \bar{F}_{i}, \bar{S}_{i}$. It is instructive to first formulate $\bar{H}, \bar{F}_{i}, \bar{G}_{i}$, and $\bar{E}_{i}$, respectively.

## Polyhedral Hyperplane

From the definition of the hyperplane $\partial \mathcal{H}_{k}(2.9)$ and the hyperplane matrix $\bar{H}(2.10)$, it is obvious to obtain $\partial \mathcal{H}_{k}$ from the linear equation that separates any regions and all of them are collected in $\bar{H}$. Each hyperplane induced two closed half-spaces

$$
\begin{align*}
& \partial \mathcal{H}_{k}^{+}=\left\{x \mid H_{k} x+h_{k} \geq 0\right\}  \tag{1}\\
& \partial \mathcal{H}_{k}^{-}=\left\{x \mid H_{k} x+h_{k} \leq 0\right\} \tag{2}
\end{align*}
$$

with the convention $h_{k} \leq 0$ that implies $I_{0}$ is always in $\partial \mathcal{H}_{k}^{-}$for all $k \in K$.

## Continuity Matrix

$$
k \text { th row of } \bar{F}_{i}= \begin{cases}k \mathrm{th} \text { row of } \bar{H} & X_{i} \subseteq \partial \mathcal{H}_{k}^{+}  \tag{3}\\ 0 & \text { otherwise }\end{cases}
$$

In order to make the continuity matrices full column rank, we can augment them according to

$$
\bar{F}_{i}=\left[\begin{array}{cc}
F_{i} & f_{i}  \tag{4}\\
I & 0
\end{array}\right]
$$

Cell Identifier


Cell Bounding $9 \% \cap$ Q 9 ? $619198 \cap$ ค
The cell boundings $\bar{E}_{i}$ can be obtained by

- If $i \in I_{0}$, delete all rows of $\bar{G}_{i}$ whose the last entry is non-zero.
- If $i \in I_{1}$, and $X_{i}$ is unbound, augment $\bar{G}_{i}$ with the row $\left[\begin{array}{ll}0_{1 \times n} & 1\end{array}\right]$
- Otherwise, $\bar{E}_{i}=\bar{G}_{i}$.


## The Constraint Matrices for PWA Bicycle model



## APPENDIX B

## Ellipsoid Cell Boundings

In mathematics, the ellipsoid can be written in different ways, e.g. the quadratic set, the shape matrix with uncertainty, etc. We will not go further to those topics. The minimum volume ellipsoid that cover each polyhedral cell in this thesis is suitable to define in this form

$$
\mathcal{E}_{m v e}=\left\{x \in \mathbb{R}^{n}\| \| S x+s \|_{2} \leq 1\right\}
$$

Our interested parameter of polyhedral cell is its $m$ vertices $v_{i}$. The minimum volume ellipsoid is obtained by solving the following convex optimization problem


We call $S$ an ellipsoid cell bounding. It is useful for deriving the control law as shown in Theorem 2.2.

## The Ellipsoid Cell Bounding for PWA Bicycle model

The computed parameter, polyhedral yertices, and the resulted ellipsoid cell bounding in all 9 regions are listed below.

$$
\begin{array}{lll}
x_{a}=0.1745 & y_{a}=0.1745 & z_{a}=100 \\
x_{b}=1.0472 & y_{b}=1.0472 & z_{b}=100
\end{array}
$$

$x_{a}$ and $x_{b}$ denote the bounding point of parameter $\varphi\left(10^{\circ}, 60^{\circ}\right)$.
$y_{a}$ and $y_{b}$ denote the bounding point of parameter $\alpha\left(10^{\circ}, 60^{\circ}\right)$.
$z_{b}$ denotes the bounding point of parameter $\dot{\varphi}, \dot{\alpha}$ (no bounding, so we assign a sufficiently high value).

$$
\begin{aligned}
& \text { ศูนย์วิทยทรัพยากร } \\
& \text { จุหาลงกรณ์มหาวิทยาลัย }
\end{aligned}
$$

Polytope $X_{1}$
$\underline{\text { Ellipsoid } \mathcal{E}_{1}}$

$$
S_{1}=\left[\begin{array}{cccc}
1.1459 & 0 & 0 & 0 \\
0 & 1.1459 & 0 & 0 \\
0 & 0 & 0.0050 & 0 \\
0 & 0 & \Delta 1.0 & 0.0050
\end{array}\right] \quad s_{1}=\left[\begin{array}{c}
0.7 \\
-0.7 \\
0 \\
0
\end{array}\right]
$$

Polytope $X_{2}$

$$
\begin{aligned}
& v_{41}^{2}=\left[\begin{array}{c}
x_{a} \\
y_{a} \\
-z_{b} \\
-z_{b}
\end{array}\right] \quad v_{42}^{2}=\left[\begin{array}{c}
x_{a} \\
y_{a} \\
-z_{b} \\
z_{b}
\end{array}\right] \quad v_{43}^{2}=\left[\begin{array}{c}
x_{a} \\
y_{a} \\
z_{b} \\
-z_{b}
\end{array}\right] \quad v_{44}^{2}=\left[\begin{array}{c}
x_{a} \\
y_{a} \\
z_{b} \\
z_{b}
\end{array}\right]
\end{aligned}
$$

$\underline{\text { Ellipsoid } \mathcal{E}_{2}}$

$$
S_{2}=\left[\begin{array}{cccc}
2.8647 & 0 & 0 & 0 \\
0 & 1.1459 & 0 & 0 \\
0 & 0 & 0.0050 & 0 \\
0 & 0 & 0 & 0.0050
\end{array}\right] \quad s_{2}{ }^{6}=\left[\begin{array}{c}
0 \\
-0.7 \\
0 \\
0
\end{array}\right]
$$

Polytope $X_{3}$

$$
\begin{array}{ll}
v_{11}^{3}=\left[\begin{array}{c}
x_{b} \\
y_{b} \\
-z_{b} \\
-z_{b}
\end{array}\right] & v_{12}^{3}=\left[\begin{array}{c}
x_{b} \\
y_{b} \\
-z_{b} \\
z_{b}
\end{array}\right]
\end{array} v_{13}^{3}=\left[\begin{array}{c}
x_{b} \\
y_{b} \\
z_{b} \\
-z_{b}
\end{array}\right] \quad v_{14}^{3}=\left[\begin{array}{l}
x_{b} \\
y_{b} \\
z_{b} \\
z_{b}
\end{array}\right] .
$$

$\underline{\text { Ellipsoid } \mathcal{E}_{3}}$

$$
S_{3}=\left[\begin{array}{cccc}
1.1459 & 0 & 0 & 0 \\
0 & 1.1459 & 0 & 0 \\
0 & 0 & 0.0050 & 0 \\
0 & 0 & \lambda 100 & 0.0050
\end{array}\right] \quad s_{3}=\left[\begin{array}{c}
-0.7 \\
-0.7 \\
0 \\
0
\end{array}\right]
$$

Polytope $X_{4}$
$\underline{\text { Ellipsoid } \mathcal{E}_{4}}$

$$
S_{4}=\left[\begin{array}{cccc}
1.1459 & 0 & 0 & 0 \\
0 & 2.8647 & 0 & 0 \\
0 & 0 & 0.0050 & 0 \\
0 & 0 & 0 & 0.0050
\end{array}\right] \quad s_{4}=\left[\begin{array}{c}
0.7 \\
0 \\
0 \\
0
\end{array}\right]
$$

Polytope $X_{5}$

$$
\begin{array}{ll}
v_{11}^{5}=\left[\begin{array}{c}
x_{a} \\
y_{a} \\
-z_{b} \\
-z_{b}
\end{array}\right] & v_{12}^{5}=\left[\begin{array}{c}
x_{a} \\
y_{a} \\
-z_{b} \\
z_{b}
\end{array}\right]
\end{array} v_{13}^{5}=\left[\begin{array}{c}
x_{a} \\
y_{a} \\
z_{b} \\
-z_{b}
\end{array}\right] \quad v_{14}^{5}=\left[\begin{array}{c}
x_{a} \\
y_{a} \\
z_{b} \\
z_{b}
\end{array}\right],\left[\begin{array}{c}
-x_{a} \\
y_{a} \\
-z_{b} \\
z_{b}
\end{array}\right] \quad v_{23}^{5}=\left[\begin{array}{c}
y_{a} \\
y_{b} \\
-z_{b} \\
-z_{b}
\end{array}\right] \quad v_{24}^{5}=\left[\begin{array}{c}
-x_{a} \\
y_{a} \\
z_{b} \\
z_{b}
\end{array}\right] .
$$

$\underline{\text { Ellipsoid } \mathcal{E}_{5}}$

$$
S_{5}=\left[\begin{array}{cccc}
2.8648 & 0 & 0 & 0 \\
0 & 2.8648 & 0 & 0 \\
0 & 0 & 0.0050 & 0 \\
0 & 0 & 0.20 & 0.0050
\end{array}\right] \quad s_{5}=\left[\begin{array}{l}
0 \\
0 \\
0 \\
0
\end{array}\right]
$$

Polytope $X_{6}$

$$
\begin{aligned}
& \left.\left.\begin{array}{rl}
v_{11}^{6} & =\left[\begin{array}{c}
x_{b} \\
y_{a} \\
-z_{b} \\
-z_{b}
\end{array}\right] \\
v_{21}^{6} & =\left[\begin{array}{c}
v_{12}^{6}=\left[\begin{array}{c}
x_{b} \\
y_{a} \\
y_{a} \\
-z_{b} \\
-z_{b}
\end{array}\right] \\
z_{b}
\end{array}\right]
\end{array}\right] v_{13}^{6}=\left[\begin{array}{c}
x_{b} \\
y_{a} \\
-z_{b} \\
-z_{b}
\end{array}\right]\right\} v_{14}^{6}=\left[\begin{array}{c}
x_{b} \\
y_{a} \\
-z_{b} \\
-z_{b}
\end{array}\right] \\
& \left.\begin{array}{ll}
v_{3 \sqrt{6}}^{6} & {\left[\begin{array}{c}
x_{a} \\
-y_{a} \\
z_{b} \\
-z_{b}
\end{array}\right]} \\
v_{41}^{6} & =\left[\begin{array}{c}
x_{a} \\
-y_{a} \\
z_{b} \\
z_{b}
\end{array}\right] \quad v_{42}^{6}=\left[\begin{array}{c}
y_{a} \\
-z_{b} \\
z_{b}
\end{array}\right] \\
-y_{a} \\
z_{b} \\
z_{b}
\end{array}\right] \\
& \begin{array}{c}
]_{6}^{6} v_{34}^{6} \frac{\left[\begin{array}{c}
x_{a} \\
-y_{a} \\
-z_{b} \\
z_{b}
\end{array}\right]}{v_{44}^{6}=} \begin{array}{c}
x_{b} \\
-y_{a} \\
z_{b} \\
z_{b}
\end{array}\right]
\end{array}
\end{aligned}
$$

$\underline{\text { Ellipsoid } \mathcal{E}_{6}}$

$$
S_{6}=\left[\begin{array}{cccc}
1.1459 & 0 & 0 & 0 \\
0 & 2.8647 & 0 & 0 \\
0 & 0 & 0.0050 & 0 \\
0 & 0 & 0 & 0.0050
\end{array}\right] \quad s_{6}=\left[\begin{array}{c}
-0.7 \\
0 \\
0 \\
0
\end{array}\right]
$$

Polytope $X_{7}$

$$
\begin{aligned}
& v_{11}^{7}=\left[\begin{array}{c}
-x_{a} \\
-y_{a} \\
-z_{b} \\
-z_{b}
\end{array}\right] \quad v_{12}^{7}=\left[\begin{array}{c}
-x_{a} \\
-y_{a} \\
-z_{b} \\
z_{b}
\end{array}\right] \quad v_{13}^{7}=\left[\begin{array}{c}
-x_{a} \\
-y_{a} \\
z_{b} \\
-z_{b}
\end{array}\right] \quad v_{14}^{=}\left[\begin{array}{c}
-x_{a} \\
-y_{a} \\
z_{b} \\
z_{b}
\end{array}\right] \\
& v_{21}^{7}=\left[\begin{array}{c}
-x_{b} \\
-y_{a} \\
-z_{b} \\
-z_{b}
\end{array}\right] \quad v_{22}^{7}=\left[\begin{array}{c}
-x_{b} \\
-y_{a} \\
-z_{b} \\
z_{b}
\end{array}\right] \quad v_{23}^{7}=\left[\begin{array}{c}
-x_{b} \\
-y_{a} \\
z_{b} \\
-z_{b}
\end{array}\right] \quad v_{24}^{7}=\left[\begin{array}{c}
-x_{b} \\
-y_{a} \\
z_{b} \\
z_{b}
\end{array}\right] \\
& \begin{array}{r}
v_{31}^{7}=\left[\begin{array}{l}
-x_{b} \\
-y_{b} \\
-z_{b} \\
-z_{b}
\end{array}\right] \\
v_{41}^{7}=\left[\begin{array}{l}
-x_{a} \\
-y_{b} \\
-z_{b} \\
-z_{b}
\end{array}\right]
\end{array} \\
& \begin{array}{c}
v_{34}^{7}=\left[\begin{array}{c}
-x_{b} \\
-y_{b} \\
z_{b} \\
z_{b}
\end{array}\right] \\
v_{44}^{7}=\left[\begin{array}{c}
-x_{a} \\
-y_{b} \\
z_{b} \\
z_{b}
\end{array}\right]
\end{array}
\end{aligned}
$$

$\underline{\text { Ellipsoid } \mathcal{E}_{7}}$

$$
S_{7}=\left[\begin{array}{cccc}
1.1459 & 0 & 0 & 0 \\
0 & 1.1459 & 0 & 0 \\
0 & 0 & 0.0050 & 0 \\
0 & 0 & \Delta \Delta ⿱ 夂 口: & 0.0050
\end{array}\right] \quad s_{7}=\left[\begin{array}{c}
0.7 \\
0.7 \\
0 \\
0
\end{array}\right]
$$

Polytope $X_{8}$
$\underline{\text { Ellipsoid } \mathcal{E}_{8}}$

$$
S_{8}=\left[\begin{array}{cccc}
2.8647 & 0 & 0 & 0 \\
0 & 1.1459 & 0 & 0 \\
0 & 0 & 0.0050 & 0 \\
0 & 0 & 0 & 0.0050
\end{array}\right] \quad s_{8}=\left[\begin{array}{c}
0 \\
0.7 \\
0 \\
0
\end{array}\right]
$$

Polytope $X_{9}$

$$
\left.\begin{array}{lll}
v_{11}^{9}=\left[\begin{array}{c}
x_{b} \\
-y_{a} \\
-z_{b} \\
-z_{b}
\end{array}\right] & v_{12}^{9}=\left[\begin{array}{c}
x_{b} \\
-y_{a} \\
-z_{b} \\
-z_{b}
\end{array}\right] & v_{13}^{9}=\left[\begin{array}{c}
x_{b} \\
-y_{a} \\
-z_{b} \\
-z_{b}
\end{array}\right] \\
v_{21}^{9}=\left[\begin{array}{c}
x_{a} \\
-y_{a} \\
-z_{b} \\
z_{b}
\end{array}\right] & v_{22}^{9}=\left[\begin{array}{c}
x_{a} \\
-y_{a} \\
z_{b} \\
-z_{b}
\end{array}\right] & v_{14}^{9}=\left[\begin{array}{c}
x_{b} \\
-y_{a} \\
-z_{b} \\
-z_{b}
\end{array}\right] \\
v_{31}^{9}=\left[\begin{array}{c}
x_{a} \\
-y_{a} \\
z_{b} \\
-z_{b}
\end{array}\right] & v_{24}^{9}=\left[\begin{array}{c}
x_{a} \\
-y_{b} \\
z_{b} \\
-z_{b}
\end{array}\right] & v_{32}^{9}=\left[\begin{array}{c}
x_{a} \\
-y_{b} \\
z_{b} \\
-z_{b} \\
z_{b}
\end{array}\right] \\
v_{41}^{9}=\left[\begin{array}{c}
x_{b} \\
-y_{b} \\
z_{b} \\
z_{b}
\end{array}\right] & v_{42}^{9}=\left[\begin{array}{c}
x_{b} \\
-y_{b} \\
z_{b} \\
z_{b}
\end{array}\right]
\end{array}\right] \quad v_{34}^{9}=\left[\begin{array}{c}
x_{b} \\
-y_{b} \\
-z_{b} \\
-y_{b} \\
z_{b} \\
z_{b}
\end{array}\right] \quad v_{44}^{9}=\left[\begin{array}{c}
x_{b}^{9} \\
-y_{b} \\
z_{b} \\
z_{b}
\end{array}\right] .
$$

$\underline{\text { Ellipsoid } \mathcal{E}_{9}}$
$S_{1}=\left[\begin{array}{cccc}1.1459 & 0 & 0 & 0 \\ 0 & 1.1459 & 0 & 0 \\ 0 & 0 & 0.0050 & 0 \\ 0 & 0 & 010 & 0.0050\end{array}\right] \quad s_{1}=\left[\begin{array}{c}-0.7 \\ 0.7 \\ 0 \\ 0\end{array}\right]$


ศูนย์วิทยทรัพยากร
จุหาลงกรณ์มหาวิทยาลัย
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## ศูนย์วิทยทรัพยากร

 จุหาลงกรณ์มหาวิทยาลัย
[^0]:    ${ }^{1}$ CAD software for designing mechanical part.

[^1]:    ${ }^{2}$ Do It Yourself

