CHAPTER 0 e,

PRELIMINARIES ¢

This chapter gives all necessary prerequisite foer the

following ehapters!,

indti 0,1 A series of the form:

© : :
nfo 0 " = 8+ Cyx + c2x2+ 03x}+ ks

is called a power series in %¥. And a series of the form

;ioc (x-a)"= CO+Cl(x-a)+Ga(xea)2+03(x—q)3+ P

is called a power series in x-a.
In general, a power series in m variables is given in

he f : by ¢ { )ml( )m2 ( a ?mn In the
the form ¢ z DT 00 i zl—ul xzeaa ..,_xn- g7 X
ml,ma,,..mn=0 1-2 n ;

next chapter we will consider a power series in_i. Y and write

F M mn_ 2 4

it in the form: : i_ocmnx y. = Coo+clox+601y+czox +Cllxy+002y +
il 2

C}Ox3+c Xy +003y3+........

We also define the operations of series as in [6] page

2
21% ¥+,

111-113.,

Definition 0,2 A function of n variables, f(xl,xz,...,xn) is
said to be an analytic function at & point (al,az,... an) if it
can be expanded into a'pbwer series which converges to the

function in & neighborhood of (al,az,.y,‘ah), ieey
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If f is of two variables x, y which is analytic at (0,0) -

then we can write f in the form:

2 2
+C. . x+C 1y+Caox +Cllxy+cozy +

U mn _
fixngy) = § € XY = CogtCia%+Cy

m,n=0

2

3 2 3
Co X +C . x"y+C, Xy +003y toessssace

30 21 12

Theorem 0.3 (Uniqueness Theorem), If a function f(x) is equal

[~
to the power series I C (x-a)® in a neighborhood of x = a and if
n=0

f(x) is also equal to the power series I bn(x-a)n in a neighbor-
n=0

hood of x = a, then this two power series are identical, coeffi-
cient by coefficient, i.e.

Cn = bn Vn = 0'1'2'00000
Proof: See [1] page 2L6.

Corollarx 0,5 If a power series vanishs identically in a
neighborhood of the origin then each coefficient is zero. That
is,

5 % 4 ; Cnx = O then Cn= 0] V n= 0’1'2'3,coooo -

®roof: See [4] page 1hk.
Section 0.5 e consider an analytic function of two variables
and write f(x,y) = C..+C. x+C__.y+C x24C xy+C y2+
’ 00« 30" 02" " 20 11 -~ A e
If this series converges at a point (u,v) and if u # O,

v £ 0 then it evidently converges for a2ll points (x,y) such that



|%| < |u] end |¥| < Iv] [4] page 115.

A convergent power series ocan be differentiated term by
term at any point interior to the region of convergence and the
differentiated series will converge to the derivative of the power
series. [6] page 12k-126., Also, the derivative series will admit
at least the same region of convergence as the original series.

It follows that if
3

f(x,y) = C,,+C, x+C x2+C X'+ secee
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x2y2+C3213y2+..... (1)
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+003y +C]_3xy3+023x2y3+033x}y3+. ecce

+.O‘..0.‘0....'.0.'0...0..0.I00‘.0.

and we differentiate (1) with respect to y, then we get

al';(x’y) =0 +0+o 4 Ceresapr

2 3
+COl+Cllx+Czlx +C31x +odp s
2 3
+2002y+2012xy+2022x y+2032x Y+eooos (2)
AT 3

2 2 2
+3003y +3C13xy +3023x-y +3C33x y +..T..

+..‘...........l......’....'..‘......

Suppose that the power series (1) converges for all points
(x,y) belonging to the ball center at (0,0) and radius R > O which
we shall denote by D(O3;R). In (2), set y = O then the series is
reduced to:
2 3 L
COl+Cllx+021x +C§lx +C41x +eceesccccscecccce

2 3 L
Therefore, C01+011x+C21x +031x +Ch1x +essesessesese CONverges



and the radius of convergence is at least R. Thus, this series
converges in the interval (=R,R).
Again, by differentiating (2) with respect to y and

setting y = O, we get that the series
3

2
002+012x+C22x +C§2x

in the interval (-R,R)

+C xh+ converges
’+2 evseccscsssasrsrsvee g

On repeating the reasoning we get that for all n the

*®
series I C nxm converges in an interval containing O of radius
m=0

at least R.

Now, we differentiate (1) with respect to x, we get that

%ﬁ (x,5) = 0O + Ciog  * Lpox + 3C3ox2 S e
2
+ 0 + Clly + anlxy + 3031x Y + ceses
2 2 e
+ 0 + 012y - 2022xy + 3032x Y+ cesse  (3)

3 3 e.3
+ 0 + C13y + 2023xy - 3033x Y+ eccces
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In (3), set x = O, then the series is reduced to:

3

C +Cll.-y+ ........‘....‘...I...

2
10%0117%C1 oY €137
Therefore, C, .+C..y+C y2+C y3+C yh+ < T C yn converges

R ¢ o i & Sl ¥ 13 14 s -0 1n
in the interval (-R,R). Again, by differentiating (3) with respect
to x and setting x = O, we get that the series T Canyn converges
n=0

in (-R,R). As before, we get that § Cmnyn converges for all m
n=0

and that each series converges in the interval (=R,R),
(-]

Hence if I C_ x"y" converges in D(O,R) then the series
m,n=0 "
@ o0
£C x"and I C__y" converge in (-R,R) ¥unVn.
mn mn
m=0 n=0



5

Theorem: O.6. If £ is a continuous real-valued function on the

interval J, and if f'(x) > O for all x in J except possibly the
end points of J (if there are any), then f is strictly increasing

on J (and hence f is one=-to-one)
Bgoof: See [5] page 181.

Definlgion Q47 Let S be a set and let

« : 8 x8+ S be a map such that for all x,y,z belonging
to S, x » (y*z) = (x+y) * z then the pair (S,+*) is said to be

semigroup,
If there exist a point O belonging to S such that for all

x in S5 x » Q = 0 % x = 0, then we call the point O a zero of S
and we call the semigroup S to which O belongs a gemigroup S with

zero. We write a semigroup with zero as (8,+,0) [2].
Remark: If a zero exists then it is unique.,

Definition 0,8 A set S is said to be a topological semigroup if:

1) S is a semigroup,
2) S is a topological space,
3) The semigroup operation in S is continuous in the

topological space S.

Definition 0,9 Two topological semigroups with zero (S,°40) and

(8,°',0') are said to be locally isomorphic if there exists neigh-
borhood U and U' of O and O', respectively, and a bijection f: U->TU'

such that
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1) if x,y and xey belong to U then f(x.y) = f(x).'£(y)
2) f£(0) =0

We call f a local isomorphism.

Definition 0.10 TLet G be a group, X be a set and let
¥ : @ x X+ X be a map such that for any g, h belonging
to G and x belonging to X:

y(gh,x) p(g,yp(h,x))

and Y(e,x) x where e is the group didentity.

Then y is said to be a left action of G on Xe
A map ¢: X xG » X such that for sny g, h belonging to

G and x belonging to X:

"

v (x,gh) y (p(x,g),h),
and $(x,e) = x where e is the group identity is

said to be right action of G on X.

In general when we talk about acti&ns we use the word
group action to mean a left acﬁion. We now extend this concept
to the semigroup with zero case.
Let S be a semigroup with zero O, X a set. A map ¢: S xX-»
X such that for any s,t belonging to S and x belonging to X
Pplst,x) = p(s,ut,x))
and ¢(0,x) is a constant map

is said to be an action of the semigroup S with zero on X, IfX

is open in R" and S is open in R™ and ¢ is analytic then ¥ is called

an analytic semigroup action with zero.



Definition 0,11 Let G be a group, X, X' be sets and let G

act on X and X', respectively, that is, there exist group action
® : Gx X »Xand p: G x X*> X',

The group actions ¢ and y are sa2id to be isomorphic if
there exists a bijection n : X - X' such that for any g belonging
to G and x belonging to X:

n(e(g,x)) = yp(g,nlx)) .

Remark If n: X = X' satisfying n(e(g,x)) = y(g,n(x)) then

n is called a G-homomorphism.

We now extend this concept to the semigroup with zero
case, If a semigroup with zero S acts on X and X', respectively,
then the semigroup actions ®and y are said to be isomorphic if
there exists a bijection n: X = X' such that for any t belonging
to S and x belonging to X,

n(e(t,x)) = p(t,nlx)).

Remark If X and X' are open in R” and S is open in ®" and ¢, ¥

are analytic then we shall require n to be an analytic isomorphism-

Definition 0,12 Let G be a group, X be a set and ¢y ¢+ G xX + X

&a group actione A point x belonging to X is said to be an invarisan’
of the group ‘action ¢ if for all g belonging to G,

v(g,x) = X

Example x = R® , G = GL(n,R) = Uagy) 4= 1,2,..n] det a;, # O}
' j 1’2,0021

The action is the ordinary linear action,



- n
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Then O in R™ is an invariant of the group action.

Definition 0.13 ILet M,N be vector spaces over a field K and

HomK (M,N) denote the set of linear transformations. The group

of units in Hom, (M,M) is called the general linear group »nd is
denoted by CL(1). Therefore an element ¢ of HomK (M,M) is in

GL(M) if anéd only if ¢ is invertible i.e. v~} exists in Hom, (M,M) .
[3]. Let us fix a basis of M, then to each y e HomK(M,M) there
corresponds a matrix y(m)., The mapping ¢ -»y(m) maps GL(M) onto

the group of invertible matrices which we denote by GL(n,K).
Remark. ¥ € GL(M) if and only if det ¥ (m) # O.

Definition O,1k4 Let G be a group. A matrix representation of G

of degree n is a homomorphism ¢ : G » GL(n,K). Two matrix represen=-
tations - and ' are said to be equivalent if there exists

an invertible matrix S in GL(n,K) such that

y(g) = s¢(g)s'1, V g € G.

We now extend to the semigroup with zero case. Let (S,°,0)

_be a semigroup with zero., Then we say that a representation of

(8,+,0) is a homomorphism ¥ : S + M(n,K) where M(n,K) denotes the
semigroup of all n x n matrices, and two representations ¢y and

p' : S » M(n,K) are said.to be equivalent if there exists a non-
singular matrix A such that

W(x) = Ay (At ¥xe s, #
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