CHAFTER 3

IMPERTECT TR:NSDUCER

3+1 Introduction

Consider the input signal X(t) passes through a transducer
into a linear system as shown in figure 3.7. The response of the
transduccer,in general, can not-be identical to the input signal
due to the imperfect of the components used in the transducer
device. This will eausé an error in the output Y(t) of the linear
system. lWhen the crosscorrclation between input X(t) and output
Y(t) is performed, the value of the impulse response obtained will
be deviated, The causce of the deviation in the process will be

described in the following sections.

3¢2 Transition Error

The distortion occurring in the transition region of the
input signal produced by the imperfect transducer may be called
the ”transitioﬁ arror"8 or "zero crossing error"T’Sand denoted b&
e(t). This error may be considercd as a signal.7’8
The input signal X(t), the error signal e(t) and the

response signal ﬁp(t) are illustrated in figure 3.2(a), (b), and

(¢) respectively. From figure 3.2, it can be seen that the
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response signal X_(t) can be expressed as.
x, (Y= XxC&D + ety (3.1)

The output response Yp(t) of the linear system due to res=-

ponse ,signal Xe(t} is
o2

Ye(_t) = } hcun Ke{*! “wy Ao | (B2
& .
The erosscorrelation between the input x(t) and the output

response Ye(t) becomes

-r. ) -
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05180
From eqne(3.2) and eqne(3¢3), we have G05180
7/ X
5 o A P xet s T dadt )
XY T /37 a

Substituting for xe(t+'t~u) using ean.(3.1), eqn.(3.4) becomes

ol % : :
¢]¢t{):' ‘ ey %E xfbﬁ x(tet-w) 4&(&+T-uﬂ%&idu
" *e o Lo :

5 o -

03 : 4 P ciavakial

= jcb\u.a.} ¢.u£'l‘-u3du_ + \L'V' u\gﬁxér w

(2.8)

The form of the first integral on the right-hand side of
cqne(3.5) is known (see eqn.(1.3)), so that the second integral
must be evaluated, and for this the crosscorrelation function ﬁgﬁf)

is required.
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3.3 Determination of ¢5xe('t) for Reversible Transition Error

The transition error e(t) may be considered as non zerc dis-
crete areas at each zero crossing of the input signal x(t) as shown
in figure 3.2 These non zerc parts have both positive and negative
directione, The numbers of the positive non zero part are equal to
the numbers of negative non zero part, and each has 2n—2 numbersg.

If we let e*{t) represents the positive non zero part of e(t),
andfﬁ+ be the transition time of the transducer from the +a to the
-a state of the input x(t)s Similarly, e (t) represents the negative
non zern part of e(t), and B be the transition time of the transdu-
cer from the -a to the +a /state of the input x(t). It is assumed
for this analysis that’ both EJ+ and © are less than At From figure
3.2, it cen be scen that, the error signal, e(t) will be equal to
gero except at the time regionsékand 6 _

ihen the positive non zero part is the aame as the negative
non zero part, this error signal, e(t) is called "the reversible

l'.l?'laig

transition error signa Then, we have

@, “®. =8 (3.6)

e*.f‘i..] 5= &__C-L) (3.?)

and

In this case the area of each non zero part of the reversible

transition error e(t) is

[ e
S
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¥6dic with
period T, the crosscorrelation betwcen the input signal and the error

signal is also periodic with the same period?'zo. Hence it is

rad |
B o) -?,S:(Jcse-ftvr‘idt (3.9)

When the value of U is increasing from O to T, the error sige
nal e(t) is relatively shifting to the left of the input signal,

It is convenient to divide T into a series of regions. as follows.
3e3«1 Nonoverlapping regions

The nonoverlapping /region may be defined as the region when
the non zero parts of the error signal e(t) do not overlap the zerc
crossings of the input signal x(t). These regions exist for

k pt+6 €T € (k+1) A t,
where k is the positive integer in the range O&Lc$2n-2. Thus, the
crosscorrelation funetion ¢xe(t) can be determined in separate
regions of the time shift T .

(a) For the repion O < TS At o It is seen that all positive
non zero parts of the error signal e(t) move into the positive re-
gions of the input signal x(t), and all negative non zero parts of
the error signal also move into the ncegative regions of the input

signal. The crosscorrelation function ﬁéxe(t ) is

1
i : ]
é{g): = Lx(t‘ect tidt

g

{
5 aad => {(magnitude of x(t))(area of each nom~- )
(2"-1) At A—[ ‘
~zero part of e(t))
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7 : 1 (+a) (+00) (number of all positive ncn zero

% (*)= n L
x e (27-1) At parts of e(t))

+(=a)(=o) (number of all negative ncn )

zero parts cof e(t))

TS sl (3.10)

(2"-1) At
(b) For the region k, At+e £T & (k;+1) At, where k, is

pesitive integer in the range 1 & k1é; Zn—3. It is seen that one

half of the positive non zero/ parts of the error signal will move

into the positive regions of the input signal, and the other half

of the pesitive non zero parts of the error signal will move into

the negative regions of the input signal. This is similarly happened

for the negative non zero parts of the error signale. Thus, we have

n-2 ne=2

, 1 {/ 2 N e2
(¢)= (+a ) (+C ) (5—) + (~a)(+ X )( ) +
Q{e (2n-'|),/}st" 2 2
: 2n—2 2n-2
) (=) () + (=) (= o0 ) (B |
=0 (3‘11)

(¢) For the region (2"=2)At+8£T £ (2"-1) At, or 0&-v4 Aty
In this region, all of non zero parts of the error signal will be im

the opposite direction of the input signal. Then, we have

1
(2%-1)at
-aocan‘1

_ =atta (3.12)
(2%=1)A t

]

Qét) {(—a)(+i’f-)(Zn-e)+(+a)(-OC)(2n-2)}
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3,342 Overlapping reglons

The overlapping region may be defined as the region when the
non zero parts of the crror signal e(t) will overlap the zero
crossing of the input signal x(t)s These reglons exist for

kat €2 € kat+o .

Let the overlapping time be 3/ . Then each overlapping area is

expresscd as

pth= |

(&

4 ) .
eIt Z ISO&;hdfl (3,123

It can be seen that the value of ﬂ(ib depends on the overlapping
time 1) a
In the determination of ﬁéxe('t), the error signal e(t) may

be parted into two components of weversible error signal 61(t) and

e (t)a Let
v v
[opfroe oL fogwarfii = p o (3.14)
% afiuane ol
and {eyqtdat = |fep(edat| = oL g (3415)
Y %
where e(t) = eft) + egt) ' (3.16)
and $ (t) = Byl BV 4 525,:9; T) (3417)

Since the error signals eq(t) and ea(t) do not overlap the
zero crossing of the input signal x(t). The case of non overlapping
region can be applied directly to determine the values of ¢xe§ )
and ste(T )s However, the time shift T of the error signal 91('t)

2
will lead the error signal 92(‘t) by At as shown in figure3.k.
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(a) For the region 042 £ 8
Applying the similar technique described in the section
3e3e1(a), for 91(t), and the similar technique described in the

L]

section 3¢3e71(c), for ea(t), we obtain

A, n-1
B (2 = a P2 : (3.18)
xe,l

(2%aA) A%
and P (T) = ‘a‘:"‘“f“bmw (3.19)
(27=1) At
Therefore *6
_ =alo=2 B )En-1 7): o o)
@ .(t) = ZWENS ’ (3.20)

(b) For the region At < T LAt+0
Applying the similar technique described in the section
3+.3«1(b}, for eq(t), and the similar technique described in the

section 3.,3.1(2), for 92(t)' we have

@ (T)

“a = 0] (3421)
1
- n=1
B (r) quenlEls B2 g
2 (27=1) At
Therefore
- n=1
;Z;e(-t_) = a(m—ﬁ(‘b):’i 3 1): 2-~at (3.23)
(2%-1) At
(e) For the region kzt_x.t ST S ka_At+® y where k‘2 is the

positive integer in the range 2 £ kaii Zn-j.
Applying the similar technique described in the section

343.1(b), for both e1(t) and e2(t), we obtain

Ao = o



ngeé t) = 0
Therefore
B_(T) = 0 (3e24)
xe _

(d)For the region (27=2) At ¢ © £ (2"-2)At+8
Applying the similar technique described in the section
3e3e1(c), for eq(t), and the similar technique described in the

section 3¢3.1(b), for ez(t), we have

ne-"1
6 (z) - =aBhe (3.25)
%04 (221Nt
B.(zY =% Fap
3(92
Therefeore
n-1
@xe(t) = -a(ﬁn(j)fz ’ V= 2-2tost (3.27)
2°-=1) At

The complete results of the crosscorrelation between the
input signal x(t) and the reversible transition error signal e(t)

are retabulated in the table 3.7,

3¢l Determination of gﬁxe(T.) for Non-reversible Transition

" Error

The error signal, e(t) is called the non-reversible transition
error signal?'g. ihen the positive non zero parts are different from

the negative non zero parts. It may be assumed thaté%j>&L. The area

@f each positive non zero part of the error signal e(t) will be



The cross-carrelation function of m-sequence xcty and vevevsible fransition error
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greater than the area of each negative non zero part of the error

signal e(t), we have

SN
¥ = e (t)at (3.28)
5
A= ]'S:(t)dt | (3.299
' o I
where BN e
Sineo
le_(tlat| = 0 (3430)
i e ’
A= [e_(t)dt | (3.31)

o

In the determination of crosscorrelation function gﬁxe(‘r)“
the non-reversible transition error e(t) may be separated into two

types of reversible error €(£) and non-reversible error étt). Let

. | B-
je:_(t)dt = ie:(t)dt = Ak (3.32)
0,@1-

and Jef(t)dt =) WIRNI
o (3.33)
[ezterat| = ¢
0

The non=reversible error é?t) is also divided into two error
signals, the reversible error signal v(t) and the non=reversible

error signal w(t) whioh are expressed as

B4 | O+

Sv (tlat = (v (t)at = =gt (3e34)
+ 1a 2
5 )
B4 ; :
and Jw+(t)dt = ﬁ;)' X
09*’ (3e35)
w (t)dt| = (0]

Q
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The numbers of non zero part of the error signal w(t) are
equal to the numbers of non Zero part of the error signal e(t), but
they are all positive directions From Appendix D, the error signal

w(t) has a relation to the input signal x(t) as

JiE) = li—-‘&%ix(t—ksﬁt) . a‘} (3.36)

Then e(t) I= e{(t) + &%) (3e37)

= &) + v(t) + wlt) (3438)

&

(&) ¥ w(t) + 'ﬁ%ix(t—ksﬁt) + ai (3439)

1l

i 2
and @, (T) =700 B ) + -}-’—:-?—{Qﬁ_}tx(r_kqj&)+_a—1l(3.4o)

e R
SN S
] o o 7~ . =L ! . . 4 .
The wavaefor:: o014 Z‘ L2k At T+ ris illustrated in
{ e Jaeoo. |
firure 3.0 for odesy refilthncCi.
3,4,1 Honoverlapping) regions
N PO I ~T = +9 fure+d Aar Fy { ) A 1 -
¢ crosscorrelation function ZJ cnn b vbadined iy
P 4

separate rersions of the time shift C .

(2) For the resion © ST L At

-

applying the similar technicue described in the section

(2"-1)At

From figure 3.6, the valuc of ;Z}/ (7)) which relates to Jf)x (T =k &t)
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depends on particular integer time shift T = At, 2At, 3Atseee ®
Therefore,

2

L}
O

’q"’xx(z"‘ks‘“) + for T =At (3.43)

g%
From eqne(3.40), eqne(3¢41), eqne(3.42), and eqn.(3.43), we have

. Ne2 :
& (7) = SErDJE (344)
Xe

(2"-1) At

(b) For the region k &t+6+-$'33 < (k3+“l )JAt, where k, is the

3 2

positive integer in the range 1$k3$(k5—2) and ksf; kﬁgzn_3.

Applying the similar technique described in the section

3¢3.1(b), we have

QSxé('t ) = 0 (3e45)
¢xv('c) = 0 (3.46)
From figure 3.6, and the value of T = (k3+1L&t, we obtain
® a®
b TR ALY+ =F = 0 (3.47)
2 =1
Thus '
D (z) = o (3.48)
Xe

(¢) For the region (2"-2)At+ 9+5 T4 (2%-1)at
Applying the similar technique described in the section

3.3.1(c), we have

n=1 '
@} () = =2e__ (3.49)
“8 (2%=1)at
) gy (B y 01
D (T) = 2 (3450)

(2%-1)At
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From figure 3.6, and the value of T = (2"-1)At, we have

' 2
a = R .
B (T —kAt) + i < R (3.51)

Therefore,

_ wal ¥+ A Joh—2
& (p) = SAEES 2
Xe (an_,l)bt

(3e52)

(d) For the region (ks-’l )AL +6+‘£~;-“C_{. kAt
Applying the similar technique described in the secticn

3.3.1(b), we obtain

BLT) = 0 (3.53)

@, (T) = 0 (3.54)
From the figure 3.6, and the value of 7 = ké&t, we have

. a2 a22n—1

P Tk At) + - = (3455)
Therefore,

Z._ () Camns = (3456)

S (2"-1)At

3.4e2 Overlapping regions

For overlapping regions case, the overlapping time ¥/ is
assumed to be less than both @_ and (§+. The positive overlapping

area E;@i% and the negative overlapping area‘ALOJ) are expressed as

J
e o)

j%mdt | (3.57)
O

4
Jé_(t)dt (3.58)
O

U

I

and J}LCﬁ%
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wherec both.éifh an%}ﬁ(13 depend on the overlapping time?/. By
separating the error sipgnal e(t) into two non-reversible error

signals e,(t) and ea(t), we have

)

e, (t)at - e (3.59)

(e, _(t)at =/1,u(#3 (3.60)

S8

{ : 4

(o (D2t = 3-e@) (3.61)

‘ - } 8‘+ :

| oot = jea—(t)dt = A t) (3.62)
£ . A

LApplying the similar technique described in section 3.4.1,

we have
eq(t) = e;(t) +e1”(t)
= e1f(t) +v1(t)+w1(t) (3.63)
and ez(t) = ee((t) +eag(t)

eaf(t)+v2(t)+w2(t) (3.64)

where the error signals e{(t), eg(t), v1(t), and va(t) are rever-
sible error and the error signals w1(t) and wz(t) are non=rever=-

sible error which can be eXpressed as

-y .
Leﬂ(t)dt = Le,]_(t)dt = /4(1)) (3765)
8. 3 0F o

fe,, (£)at = Je,_()at = 5‘“)‘*(‘)) (3,66)
: -/

[vq tedas = JAZRSLL - ehmdh) G
3 A 2
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o | O+ :
(e = | v war| =(Z-e@h-taudh) G.68)
jz/ J ! 2
i\t:,[+(t)dt = é(ﬁi—}‘(ﬁ ?
2

}W’I—(t) t} = 0 4

i-‘—r-
(o (t)at - (L -eh-0 ) }

2+ |
Jy i b (3.70)
iy ; 3470
-[wa_(t)dt} = 0 f
.:I'/’ '

The error signal w,(t) and wa(t) are related to the input x(t)

(see ippendix D) as,

wy () =éfﬂz:'(% (x(t—ks.&t‘i‘&t)*'éi) (3.71)
WE(t) =(¥- &(%i)g. ("\')"“(V;)f x(t k.!.‘ut)ﬂl) (3.72)
aAt

Therefore

B, (D)= 8, 7 OB, O, D18, (D)4, 2<D+¢m2m

= ﬁie’% (’L‘)+§é§xe‘;2('~‘5)+;E‘$xv1 (T)+§25xv2 (D)

Qf Tk b tent)+a® )
281}

+(x-e<v/))-<z-ﬂv5){ 4 (CokAt)s a® 3(3.?3)
XX S
kapt 2"

+At

(a) For the region O <£7T €0,
Applying the siwmilar technique described inm the section
3.3.1(a) for ef;(t) and v,l(t), and the similar technique described

in the section 3.3.1 (¢), for e;(t) and va(t), we obtain
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ne1
g AT) = 2 Mtho (3.74)
= (2"-1)at 2
| _ al e (¥) = ( )211-1 , )
g (T) = 2 3475
" ("o
¢ A7) B{FaT7. 0 20 (3476)
*a (2%-1) At
(e )P D)) ne
ngc't) - e (3477)
= (2%-1) At
From figure 3.8, and the value of Z = O, we have
2
a —
gyxx(‘z:-kéaﬁm:) + o = 0 (3478)
2
a- -
B (T -kAt) + T, = 0 (3.79)
Therefore
, a2 Tixc2e () + Oammth) 1 4=
g (T) = 5 J: (3.80)
=8 (2%<1)At

(b) For the region At £ T Lat+ 6,
Lpplying the similar technique described in the sectionm
3¢3¢1(b), for eg(t) and vq(t), and the similar technique described

in the section 3,3.1(a), for e;(t) and va(t), we obtain

Qxégt) = 0 (3.81)
;b‘xv(’r) = 0 (3.82)
>
g AB) - = a2 = p(¥h)om! (3.83)
Xoa - (a"1) A% ’
(@ —eh) - (A-migh)) -
& Ty = % > ]
XV, (3484)

(2"-1)At
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From figure 3.8, and the value of L=At, we have

g (T-kptat) + &

o = 0 (3.85)
»

ﬁxx(‘t-ksat) +_%___ - (3.86)
2]

Thus

-1 -
o) =227 Ny-ewh) 0 | Joa-
- (2%-1)nt z 2 [ =2k G

(o) For the repion (2%=2)as T &£ (2"-2)At+e,
Applying the eimilar technique described in the sectiom
3+5:1 (@), For eq(t) and vq(tj, and the similar techmique deseribed

in the section 3.3.1(b), for eé(t) and vz(t), we obtain

n-1 :
ﬁxe;m . :vaflL‘/)@—— (3.88)
(2 =1)¢
g @ = -a{ecﬁ-gﬂ}zn“‘-
1 2
= (3.89)
(27-=19Mt
ﬁxe/ (D) =.0 (3.90)
2
ng vt) = 0 (3091)
5

From the figure 3.8, and the value of T=(2"-2)at, we have

ﬁxx C -k S ttat )+ a

= 0 (3+92)
2"-1
&
ﬁxe‘-ksAtH e = 0 (3.93)
2"-1
Therefore §_ (T) gttt ié(’ﬁ)) -:)-"('#) }) 1): (Q:.'.Z)At
(2%-1)A 2 (3.94)
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(d) For the region (ks-‘i Jat £ T & (ks—’l )A’c+0+
Applying the similar technique described in the section

3+341(b) for e;(t), eé(t), v1(t). and va(t),we obtain

;axeqc*o = 0 (3495)
ﬂxa;(t) = 0 (3.96)
P'xvq(?:) = O (397)
Py (@ = 8 (3.98)

Froem figure 3,8, and the value of T= (ks-‘1 JAt, we have

ﬁxx(t-ksﬁtmtﬁ__aa- L g% (3.99)
Zh8 P
fjxx(z‘hmksﬁt) +-—?—2———- =0 (3.100)
2=
- _ _ n=1 ¢
s ¢ @) — e(#)-,uu))} P e~k at (5,101)
(2%-1)At 2

F a S I <
(e) For the region kAt < e k AL+,

Applying the similar technique described in section 3e3e1(b),

'_t,;r‘le values of ﬂxeq (), ﬁxe;(t‘), ng,] () ,and nga(t) are identically

to zero.

From figure 3.8, and tlie value of T= kAt, we obtain

ﬁ%x(T—k§5t+At) . ac =0 (3.102)
n
R
2 2.n-1
ﬁ%X(T-kéht) + an = na (3.103)
e 2=

Therefore
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e | 1L=t"k Kt
ﬁxe (t) =a Il ((K—&(J) )= (.)'-}!('J)) 1 (3.134)
(2% )AtL 2 1

(f) For the region k@AtSTLS k¢&t+9 s Where kh is positive
integer in the range 2§k, < k_-2 and k_+1 Lk <2 -3
The walue of cross-ccrrelatfion function ﬁxect) is identically

ll
o

gD , =2 kgt (3.105)

The complete results of the crosscorrelation between the
input x(t) and non-reversible transition error e(t) are retabulated

in tadle 3e2e
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Table 3.2 t,:,‘w(a y

The. crosscovrelation between the input xct) and non-reversible emor ect)

Range of 2 Valves of gyale) Note.
~-a2"? 5 o
0$2<8, posy 26 +Gr-zucth)]
¥
6,¢e<at <2"~1)At 22" [y+3])

At vsateg (%%}t [<o-ecth)+ (A-yuei’r)]

(ke stgesckenateg

[6(‘“ /AGQ')]

(2'—‘-1)At

denateg, g2 kst G [x-2 ]
@at
katges kates, 1)&. [(zs—eﬂ&)—(a M Qb]

(222Xt § 2§ (222 Ak o | -ad™? [edg j‘ﬁ‘]

(fz“ 1At

@22)atvg 2 @ NAL -a2"% ¥+
i (z=1)A [ A]

2% I ko2
k,at<esk ateg O L
qot+e, kisk <225
15kscks2)
katso, S2élanat o k< ks <224l
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