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Chapter 1

Introduction

1.1 Overview

Turbulence is an interesting phenomenon that we can easily observe in na-

ture. It also appears at the surface of the Sun and in the interplanetary medium.

The atmosphere of the Sun consists of hot gas and magnetic fields. It has three

layers: the photosphere is the inner layer, the chromosphere is above the pho-

tosphere, and the corona extends beyond the chromosphere into interplanetary

space. The Sun’s gravity cannot hold on to the outer layer since the temperature

is very high (over 1,000,000 K). Therefore, a turbulent ionized gas flow called the

solar wind escapes continuously from the outer layer of the Sun into the entire

heliosphere, that is, the region influenced by the Sun. When the solar wind flows

out from the Sun, it drags the Sun’s magnetic field into interplanetary space.

Thus, the interplanetary magnetic field is also turbulent. In what is called “solar

activity,” there are explosions at the surface that eject solar energetic particles

into space, most of which are charged particles. Since these particles affect the

Earth, it is important to understand their transport from the Sun into space.

One aspect of that problem that has received substantial interest in as-

trophysics is the diffusion or transport of charged particles perpendicular to the

magnetic field. From fundamental physics, we know that charged particles move

around the magnetic field in helical orbits, so to a good approximation their

guiding centers follow the traces of magnetic field lines. Therefore, another way
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to study the transport of the particles is to aim to understand the diffusion or

transport of random magnetic field lines in space, which is a primary influence

on the direction of the particle motion.

There are many open issues about the random walk of magnetic field

lines in interplanetary space. The first calculation of the random walk of the

magnetic field lines in magnetic turbulence was presented by Jokipii (1966) and

Jokipii & Parker (1968), who considered fluctuations that depend only on the dis-

tance along the mean field. A classic quasilinear calculation (Jokipii 1966) shows

that the field line random walk is associated with the Fourier power at “zero

wave number” of the turbulence and yields a simple expression for a diffusion

coefficient proportional to the product of the energy density in the fluctuations

and the correlation scale. There is also evidence that the behavior of the parti-

cle distribution can be better understood if we know the separation rate of the

random field lines (Jokipii 1973). There are spacecraft observations from solar

events (Mazur et al. 2000) showing that the intensity of solar energetic particles

repeatedly disappears and reappears, events referred to as dropouts. The released

particles follow neighboring field lines still trapped in the same flux tube up to

and beyond a mean distance of 1 AU (the astronomical unit, AU, is defined as

the distance from the Sun to the Earth). Some scientists believed that dropouts

would be related to the rate of field line separation.

Over the past decade, understanding of the solar wind has improved

(Matthaeus et al. 1990; Bieber et al. 1994). A useful model for solar wind turbu-

lence is the two-component model that consists of a slab component that depends

only on the distance along the mean field and a two-dimensional (2D) component

that depends only on the two transverse directions (Bieber, Wanner, & Matthaeus
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1996). The diffusion theory for the field line random walk in this 2D+slab model

was developed by Matthaeus et al. (1995). They presented a calculation with a

nonperturbative statistical approach to the diffusion coefficient of the field line

random walk in axisymmetric magnetic field turbulence, representing diffusion

of magnetic field lines in the directions perpendicular to the mean field. Those

theoretical results were confirmed by numerical simulation (Gray et al. 1996).

In this dissertation, we use the 2D+slab model of magnetic field tur-

bulence to find the diffusion coefficients of separation between two field lines in

axisymmetric turbulence and the field line random walk in non-axisymmetric tur-

bulence. We also study the trajectories of field lines in relation to the dropout

events and find the conditional statistics for the trapping and escape of the field

lines. Furthermore, a simple model of a 2D field plus a random slab field has

been used to understand the more complex turbulent system.

1.2 Objectives

The objectives of this work are:

1. To analytically derive the diffusion coefficients for the non-axisymmetric

field line random walk and axisymmetric field line separation in 2D+slab

turbulence.

2. To numerically simulate 2D+slab field lines and calculate the diffusion co-

efficients for the field line random walk and field line separation.

3. To verify the analytical formulae with simulations.

4. To examine conditional statistics and trajectories of turbulent magnetic

fields in space.
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1.3 Procedure and Outline

In the theoretical work, we consider the magnetic field to be composed

of a mean field and transverse fluctuations. We use the relations between the

magnetic field line and the magnetic field to examine the diffusion coefficients

along the transverse (x and y) directions. We assume that the magnetic field is

statistically homogeneous. We also assume the validity of the diffusion approxi-

mation and Corrsin’s dependence hypothesis. In the numerical work, we generate

many different random magnetic fields in wavenumber (k) space and use Fourier

transforms to transform them back into real space. In order to obtain the posi-

tions of the streamlines, we solve the field line differential equation by a numerical

method. Next, we examine the statistics of field lines, in order to calculate the

diffusion coefficients. After that, we compare analytical and simulation results.

Finally, the results of the analysis will be discussed in the context of relevant

spacecraft observations.

This dissertation is divided into seven chapters. An overview, review of

previous work, objectives and usefulness of this work are introduced in the first

chapter. Since we perform both theoretical and numerical work, we first present

the theoretical background such as the properties of turbulent magnetic fields,

a model of such fields, and the previous theory of the field line random walk in

Chapter 2. Then the numerical methods that we use to trace the field lines and

to analyze the data are described in the following chapter. We derive the random

walk theory for non-axisymmetric turbulence and confirm its solutions by sim-

ulations, the details of which appear in Chapter 4. In Chapter 5, the theory of

the separation of two adjacent field lines for axisymmetric 2D+slab turbulence is

developed and confirmed by the computer simulations. Furthermore, the expla-
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nation and the simulations of the dropout observations are shown in Chapter 6,

leading us to study the inhibition of the random walk by systematic and turbulent

flows. Finally, we conclude all of the work in the last chapter.

1.4 Usefulness of This Work

The developed theories and the simulation techniques can be applied to

special cases of interest in the heliospheric transport of charged particles, such

as dropouts of solar energetic particles, the solar modulation of cosmic rays,

and particle acceleration at nearly perpendicular shocks. This research will also

provide a better understanding of the transport of particles in the heliosphere.



Chapter 2

Theoretical Background

The essential basic knowledge that is useful in this work is presented in

this chapter. We first describe the characteristics of turbulence and the spectrum

of the turbulent motion. Since, in this dissertation, we focus on the turbulent

magnetic field in space, then we briefly talk about the solar wind and interplan-

etary magnetic field in space. The model of the turbulent magnetic field that we

use in our work is introduced in the next section. The system that we consider is

random, so some statistic properties and some important length scales have been

also discussed. The goal of this work is to study the random walk of the tur-

bulent magnetic field lines; therefore, the methods of derivation of the diffusion

coefficients of field lines are shown in the last section.

2.1 Turbulence

Turbulence is one type of fluid flow which is easily observed in everyday

life such as the clouds in the sky, the water from the tap, the jet from the aircraft

and the smoke from the cigarette. It is not only on the Earth that turbulent

flows are found; the flows of plasma in stellar atmospheres and media between

planets and stars are also turbulent. Since turbulent flow is random and irreg-

ular, we cannot exactly predict the motion of turbulence. We can only describe

the statistics and the mean properties. However, it is not enough to say that

the flow is turbulent if it has only randomness. Another important characteristic

of turbulence is diffusivity which causes rapid mixing and increased rates of mo-

mentum, heat and mass transfer, much more effectively than molecular diffusion
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and laminar flow. Turbulence always occurs at high Reynolds number, defined

by Re ≡ UL/ν, where U and L are characteristic velocity and length scales of

the flow and ν is the kinematic viscosity of the fluid. Although turbulence is

powerful for transferring energy and increasing the rate of momentum transfer, it

is always dissipative due to the viscosity of the fluid. Turbulence rapidly decays if

no energy input is continuously maintained to the system. Therefore, the energy

supply is necessary for the existence of turbulence. Three-dimensional vorticity

fluctuations are also needed for turbulent flow. This means the flow must be

rotational and three dimensional. Without these characteristics, the flow cannot

transfer energy from the largest eddies to smallest eddies because of the absence

of vortex stretching.

2.2 Kolmogorov Spectrum

The concept of an energy cascade from the largest scales to smallest

scales in the turbulent flow was first introduced by Richardson (1922). The idea

is that the energy is fed into the turbulence at the largest scales of motion. This

energy is transferred to smaller and smaller scales until the smallest ones, and

then the energy is dissipated due to the viscosity of the fluid. Suppose that

we consider the eddies associated with the length scale ` and velocity u. The

time scale of these eddies is `/u. Since the energy is in the order of u2, the

rate of energy transfer (or dissipation rate) per unit mass ε is of order u3/`.

For the largest scale, the length scale `0 and the velocity scale u0 are relevant

to the characteristic size and velocity scale of the turbulent flow and they are

independent of the viscosity. These are called “outer scales.” The idea of the

energy cascade has been again considered and greatly developed by Kolmogorov
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(1941a). He hypothesized that the small scales are statistically isotropic even

though the large scales are anisotropic due to the boundary condition of the flow

and the smallest scales depend only on two parameters, which are the dissipation

rate ε and the viscosity ν. Therefore, from these hypotheses, the only forms for

the smallest length, time, and velocity scales are η ≡ (ν3/ε)1/4, τ ≡ (ν/ε)1/2,

and v ≡ (νε)1/4 respectively. These smallest scales in turbulence are well known

as the “Kolmogorov microscales” or “inner scales.” They are the smallest scales

before the energy is dissipated by the viscosity. One easy way to derive these

forms of the smallest scales is by using dimensional analysis. For instance, from

Kolmogolov’s hypothesis we can write η = νnεm, where n and m are possibly

fractional powers, which we do not know yet, and we already know the units of

ν, which are [L]2/[T ], and ε, which are [L]2/[T ]3. (Note that [L] and [T ] stand for

the units of length and time, respectively.) Considering the units on both left and

right hand sides, [L] = ([L]2/[T ])n([L]2/[T ]3)m. If we compare the powers of the

units in the both sides, the equation is true when 1 = 2n + 2m and 0 = n + 3m.

Finally we obtain n = 3/4 and m = −1/4, which is the same as the form that

Kolmogorov got for the smallest length scale. We can also use a similar process

to get the smallest time and velocity scales.

Another important hypothesis for turbulence given by Kolmogorov is that

in every turbulent flow the statistics of the motion of scale ` in the range `0 �

` � η, called the “inertial range”, have a universal form, which can be only

determined by ε and does not depend on ν. For the range of smaller scales than

the inertial range, in which the viscosity affects the motion, we call this range the

“dissipation range.”
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Now we consider the spectrum in the inertial range. Usually we can write

ū2 =

∫ ∞

0

S(k)dk, (2.1)

where S(k) is the wave number spectrum and k is magnitude of the wave vector

(here we assume that the turbulence is isotropic so the spectrum depends on

the magnitude k only). Kolmogorov said that the spectrum in the initial range

should depend on ε and, of course, on k. Thus, from dimensional analysis, it is

found that

S(k) ∝ ε2/3k−5/3, (2.2)

where `−1
0 � k � η−1. Then the spectrum of turbulence looks like that in

Figure 2.1. This relation is universal for all turbulence and has been known as

“Kolmogorov’s k−5/3 law.” We call a spectrum of turbulence that obeys this

theory a “Kolmogorov spectrum.” Kolmogorov’s theory has been confirmed by

many laboratory experiments and observations of turbulence in the oceans and

atmosphere. The k−5/3 law is easily observed for phenomena at large Reynolds

number because they have a wide inertial range.

2.3 Solar Wind and Interplanetary Magnetic Field

The solar wind is an ionized gas, or plasma, continuously flowing out from

the Sun in all directions. The solar wind is not uniform but is rather a turbulent

flow, since the Sun is active and always supplies the energy to the solar wind. It is

composed of protons, electrons, and minor ions such as helium, carbon, nitrogen,

and oxygen ions . The region where the solar wind originates is the corona, the

outer atmosphere of the Sun. Because the temperature of the corona is very high

and the Sun’s gravity cannot hold on to it, the material from the corona expands
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Figure 2.1: The spectrum of turbulence from Kolmogorov’s theory.

into interplanetary space. However, the speed of the solar wind is not the same

in all directions, as shown in Figure 2.2. The speed of the solar wind from the

region where we observe coronal streamers and coronal loops, typically near the

Sun’s equator, is slower than from the regions with nearly radial magnetic fields,

called coronal holes. For the slow wind, the speed is approximately 400 km/s

near the Earth and the wind is highly variable, while the fast wind is at about

800 km/s and not highly variable. The solar wind expands through the entire

solar system; therefore, its speed and density decrease when the distance from

the Sun increases. The speed of the solar wind slows down slightly as it moves

away from the Sun until it is terminated at the end of the solar system, where
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the solar wind impacts the interstellar wind.

Figure 2.2: Fast and slow solar wind observed by the Ulysses spacecraft under
the solar minimum conditions. The lines are interpreted as a polar plot of solar
wind speed vs. direction and the picture shows the superposition of an extreme
ultraviolet view of solar magnetic field lines and coronal streamer observations at
different radii. The speed of the solar wind at low latitudes was slower than at
higher latitudes (McComas et al. 1998).

The plasma that emanates with the solar wind also carries out the mag-

netic field from the Sun, then called the “interplanetary magnetic field (IMF).”

Since the magnetic field is frozen in the solar wind everywhere in the solar system,
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Figure 2.3: The structures of the solar wind and the interplanetary magnetic
field.

the IMF receives characteristics from the solar wind too, e.g., the characteristics

of turbulence. While the Sun rotates, the solar wind is escaping continuously from

the Sun in approximately the radial direction and one foot of an interplanetary

magnetic field line is tied to the Sun. Therefore, the shape of an IMF line looks



13

like an Archimedean spiral with fluctuations due to the turbulence as shown in

Figure 2.3. The shape of IMF lines is similar to the streamlines of water from

a garden sprinkler and the flow direction of the solar wind is comparable with

the flow of water. Figure 2.2 the example of the direction of the IMF during

the minimum activity of solar cycle. The direction of the IMF is different for

northern and southern hemispheres. If the direction of the IMF is outward for

the northern hemisphere, it is inward for the southern hemisphere. This is be-

cause the magnetic field of the Sun is different from the dipole magnetic field of

the Earth. The magnetic polarities (north and south polarities) of the Sun are

distributed over the entire surface of the Sun. Near each pole, there is one domi-

nant polarity. From Figure 2.2, the outward magnetic polarity is the majority in

the northern hemisphere and the inward magnetic polarity is a majority in the

southern hemisphere. Near the equator, there are both polarities. That is why

we often find magnetic loops of the Sun near the equator and open magnetic field

lines near the poles. The footpoints are not fixed due to convection and differen-

tial rotation within the Sun as well as solar activity, moving the Sun’s field lines

until the opposite polarity dominates every 11 years (the solar cycle). However,

the structure of the solar wind at solar maximum is much more complicated than

during solar minimum (McComas et al. 2002). Instead of the solar wind flowing

uniformly fast at high latitudes as during the solar minimum, it is slower and

more highly variable at solar maximum. The corona holes at the poles shrink

and finally disappear. The mixed polarities can also be found at high latitude.

The magnetic field on the surface of the Sun becomes chaotic before the new

cycle begins with a switch of magnetic field polarities.

Since northern and southern hemispheres have opposite magnetic polar-
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ities, the surface where the interplanetary magnetic field change suddenly is a

current sheet. This is located near the ecliptic plane but is wavy like a skirt (see

Figure 2.4). The magnetic field in space is important to study because it affects

the high energy particles released from the Sun, called solar energetic particles

or SEPs. Since most SEPs are charged particles, they follow the magnetic field

lines in helical orbits as shown in Figure 2.5. Thus, there is a connection between

particle transport and the random walk of magnetic field lines in space.

Figure 2.4: Schematic diagram of the structure of the current sheet. (Image
credit: NRC, 2004)

2.4 The 2D+Slab Model of Magnetic Field Tur-

bulence

The two-component model was motivated by the observation that solar

wind fluctuations are concentrated at nearly parallel and nearly perpendicular

wave numbers (Matthaeus, Goldstein, & Roberts 1990). For the parallel com-
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Figure 2.5: Orbit of a charged particle following a turbulent magnetic field line.
The thick line is the particle trajectory and the thin line is the magnetic field
line.

penent, the wave vector is parallel to the direction of the mean field and the

fluctuation of the magnetic field in this component is perpendicular to both the

parallel wave vector and the mean field. This is motivated by Alfvénic or slab-

like waves in the solar wind propagating along the mean field. We call this

component the “slab” component. Another component, which is motivated by

laboratory experiments, is called “two-dimensional (2D)” turbulence, which has a

wave vector perpendicular to the mean magnetic field. The magnetic fluctuation

in this component is also perpendicular to both the wave vector and the mean

field. This component gives long correlation lengths in the direction of the mean

field. The analysis of solar wind data by Matthaeus, Goldstein, & Roberts (1990)

showed that the power spectrum of the solar wind turbulence is composed of

these two components. Furthermore, the two-component model provides a good

explanation of the parallel transport of SEPs (Bieber et al. 1994; Bieber, Wan-
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ner, & Matthaeus 1996; Dröge 2000), providing a solution to the long-standing

discrepancy between theoretical and observed scattering mean free paths.

In the 2D+slab model of magnetic field turbulence, we assume

~B = ~B0 +~b(x, y, z), (2.3)

where ~B0 is a constant mean field in the z direction and ~b is the transverse

fluctuation. The magnetic field that we consider is static and homogeneous.

That means the field does not depend on time and the statistical properties of the

magnetic field are invariant under translations. The fluctuation~b is perpendicular

to the mean field and 〈~b〉 must be zero. According to the two-component model,

the fluctuation in real space can be divided into two parts. In the slab component

of turbulence, ~bslab depends only on z, the coordinate along the mean field while

~b2D for the 2D turbulence depends only on the perpendicular coordinates, x and

y. Thus the fluctuation can be written as

~b(x, y, z) = ~b2D(x, y) +~bslab(z). (2.4)

For the two-dimensional component, we can write

~b2D(x, y) = ~∇× [a(x, y)ẑ] , (2.5)

where aẑ is a vector potential for the 2D component and a(x, y) can be called the

potential function.

The slab and 2D fields are illustrated in Figures 2.6 and 2.7, respectively.

From the definition of the slab field, the fluctuation depends only on z. Therefore,

if we consider the slab fluctuation in the x-y plane at each z,~bslab is the same along

that plane but different from the field on other planes as shown in Figure 2.6.

From (2.5), we can write 2D turbulence as ~b2D = ~∇a(x, y)× ẑ. From this relation,
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Figure 2.6: Illustration of the slab fluctuation, which depends only on the z
coordinate. The arrows demonstrate the slab fluctuation ~bslab.

we can clearly see that the 2D field must be in the direction perpendicular to the

gradient of the potential function and also to the z direction. Therefore, the

direction of the 2D field must be along the equipotential line of a(x, y) as shown

in Figure 2.7. A 2D field that has a positive value of a(x, y) is in a counter-

clockwise direction while one that has a negative value has a clockwise direction.

Finally, from (2.3) and (2.4), we again write the total magnetic field,

~B = B0ẑ +
[
b2D
x (x, y) + bslab

x (z)
]
x̂

+
[
b2D
y (x, y) + bslab

y (z)
]
ŷ. (2.6)

The total magnetic field for the two-component model includes the mean field,

slab and 2D fields together, so it would be more complicated than when we
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Figure 2.7: Schematic contour plot of a(x, y). The solid arrows show the 2D

field, ~b2D, and the dashed arrows show examples of the directions of ~∇a(x, y) for
both positive and negative potential functions. The 2D field must lie along the
equipotential lines of the potential function. For a positive potential function,
the 2D field is in a counter-clockwise direction, while a 2D field having a negative
potential function is in the clockwise direction.

consider only slab or only 2D fields. The details of the 2D+slab turbulent field,

such as how to generate the turbulent field and examples of 2D and slab field

lines, will be discussed further in Chapter 3.
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2.5 Correlation Function and Power Spectrum

Since we consider a turbulent magnetic field for which the field itself

is random, it is hard to directly write the magnetic field as a function at each

position. Therefore, we need statistical quantities to describe the random field.

The only part that is a random quantity in our magnetic model is the fluctuation

~b. One property that we already know from the previous section is 〈~b〉 = 0, where

〈 〉 denotes the ensemble average, which is not enough information to describe

the random system. An important statistical quantity that can give us the in-

formation on the spatial structure is the “two-point correlation” or “correlation

function.” It is defined by

Rij(~x,~r) = 〈bi(~x)bj(~x + ~r)〉, (2.7)

where i and j are x, y, and z components. For homogeneous turbulence, the

correlation function is independent of ~x, so we can write

Rij(~r) = 〈bi(0)bj(~r)〉. (2.8)

The correlation function tells us how the magnetic field at two different points

is correlated. For example, if we consider any two points in the system, and

let the vector between these two points be ~r, when we calculate the correlation

function in (2.8), the correlation function gives a high value when the magnetic

field of these two points still in the same direction and it gives a low value or

nearly zero when there is little or no relation between ~b at those two points. The

magnetic field at a given point ~x should correlate more highly with itself than

with that at other points. For example, if we consider the correlation function of

the x-component, the highest value is

Rxx(0) = 〈b2
x〉. (2.9)
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The Fourier transform of the correlation function is called the “power

spectrum” Pij(~k),

Pij(~k) =
1(√
2π

)3

∫ ∞

−∞
Rij(~r) exp(i~k · ~r)d3~r, (2.10)

where ~k is the wave vector. We can rewrite the correlation function as the inverse

Fourier transform,

Rij(~r) =
1(√
2π

)3

∫ ∞

−∞
Pij(~k) exp(−i~k · ~r)d3~k, (2.11)

and from (2.9) and (2.11), we can obviously see that

〈b2
x〉 =

1(√
2π

)3

∫ ∞

−∞
Pxx(~k)d3~k. (2.12)

In our model, we have slab and 2D components for magnetic fluctuations, so the

correlation functions for 2D and slab fluctuations are

R2D
ij (x, y) = 〈b2D

i (0, 0)b2D
j (x, y)〉 (2.13)

and

Rslab
ij (z) = 〈bslab

i (0)bslab
j (z)〉. (2.14)

We can also find the power spectra for 2D and slab components,

P 2D
ij (kx, ky) =

1

2π

∫ ∞

−∞

∫ ∞

−∞
R2D

ij (x, y) exp [i(kxx + kyy)] dxdy (2.15)

and

P slab
ij (kz) =

1√
2π

∫ ∞

−∞
Rslab

ij (z) exp(ikzz)dz. (2.16)

The 2D fluctuation can be written in terms of the potential function a(x, y),

which is also a random function. The power spectrum corresponding to the

autocorrelation 〈a(0, 0)a(x, y)〉 is A(kx, ky), that is,

〈a(0, 0)a(x, y)〉 =
1

2π

∫ ∞

−∞

∫ ∞

−∞
A(kx, ky) exp [−i(kxx + kyy)] dkxdky. (2.17)
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Considering (2.5) in wave vector space, it is

~b2D(kx, ky) = −i~k × [a(kx, ky)] ẑ. (2.18)

Eq. (2.18) yields

bx(kx, ky) = −ikya(kx, ky) (2.19)

by(kx, ky) = ikxa(kx, ky), (2.20)

and the relationship between P 2D
ii and bi(kx, ky) is

P 2D
ii (kx, ky) =

1

2πV
|bi(kx, ky)|2, (2.21)

where V is the total volume. Substituting (2.19) and (2.20) into (2.21), we have

P 2D
xx (kx, ky) = k2

yA(kx, ky) (2.22)

P 2D
yy (kx, ky) = k2

xA(kx, ky), (2.23)

where A(kx, ky) = |a(kx, ky)|2/(2πV ).

In practice, we specify the power spectrum instead of the correlation

function because we can understand the implied physics. We will discuss more

about the power spectrum we use in the next section and in Chapter 3.

2.6 Correlation Length

Other interesting quantities that are related to the correlation function

and power spectrum are the length scales in slab and 2D turbulence. This section

shows the derivation of the relationship between the correlation length (`c) for

slab turbulence and parallel coherence length (`z). Another length scale that we

should understand is the ultrascale (λ̃), a length scale in 2D turbulence, which
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is related to the perpendicular coherence length (`⊥). We first evaluate the slab

correlation length, defined by

`c =

∫ ∞
0

Rslab
xx (z)dz

Rslab
xx (z = 0)

. (2.24)

Now from equation (2.9), Rslab
xx (z = 0) is 〈b2

x,slab〉, the mean-square fluctuation

δb2
x,slab. One interpretation of equation (2.24) is that the area of the rectangle

`c ×Rslab
xx (0) equals the area under the Rslab

xx (z) plot as shown in Figure 2.8.

Figure 2.8: The correlation function Rslab
xx (z) and its relationship with the corre-

lation length `c.

The power spectrum, the Fourier transform of the correlation function,

can then be written as

P slab
xx (kz) =

1√
2π

∫ ∞

−∞
Rslab

xx (z) exp(ikzz)dz. (2.25)
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Therefore, we can also write the correlation function in terms of the power spec-

trum

Rslab
xx (z) =

1√
2π

∫ ∞

−∞
P slab

xx (kz) exp(−ikzz)dkz. (2.26)

The function we use for the slab power spectrum in numerical simulations is

P slab
xx =

C1

[1 + (kz`z)2]5/6
, (2.27)

where C1 is constant that can be calculated if we know the turbulence energy

and `z is the coherence length which is associated with k0z = 1/`z, where the

spectrum bends over to the inertial range (similar to `0 in Figure 2.1). From

(2.24), we rewrite the correlation function in terms of the power spectrum so it

becomes

`c =
1√
2π

∫ ∞
0

∫ ∞
−∞ P slab

xx (z) exp(−ikzz)dkzdz

δb2
x,slab

. (2.28)

Integrating over z and using δ(k) =
∫ ∞
−∞ exp(−ikx)dx/(2π), we get

`c =

√
π

2

∫ ∞
−∞ P slab

xx (kz)δ(kz)dkz

δb2
x,slab

(2.29)

=

√
π

2

P slab
xx (0)

δb2
x,slab

. (2.30)

From (2.27), we can see that P slab
xx (kz = 0) = C1. Therefore we have to

find the constant C1 in terms of `z and replace it into (2.30). Since

Rslab
xx (0) =

1√
2π

∫ ∞

−∞
P slab

xx (z)dkz, (2.31)

we substitute the function of P slab
xx as (2.27) into (2.31):

δb2
x,slab =

1√
2π

∫ ∞

−∞

C1

[1 + (kz`z)2]5/6
dkz (2.32)

C1 =

√
2πδb2

x,slab∫ ∞
−∞ [1 + (kz`z)2]−5/6 dkz

. (2.33)
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From Gradshteyn & Ryzhik (1980, p. 341),∫ ∞

0

xµ−1

(p + qxν)n+1dx =
1

νpn+1

(
p

q

)µ
ν Γ

(
µ
ν

)
Γ

(
1 + n− µ

ν

)
Γ (1 + n)

, (2.34)

where 0 < µ/ν < n + 1, p 6= 0, q 6= 0. In (2.33), we use µ = 1, ν = 2, n = −1/6,

p = 1, and q = (`z)
2. Therefore∫ ∞

−∞

1

[1 + (kz`z)2]5/6
dkz =

1

`z

Γ(1
2
)Γ(1

3
)

Γ(5
6
)

. (2.35)

Then

C1 =

√
2πΓ(5

6
)

Γ(1
2
)Γ(1

3
)
δb2

x,slab`z, (2.36)

and substituting C1, which is P slab
xx , into (2.30), we have

`c =
Γ(5

6
)π

Γ(1
2
)Γ(1

3
)
`z (2.37)

= 0.747`z. (2.38)

Then the relationship between `c and `z is

`c = 0.747`z. (2.39)

Next, we consider two other length scales: the ultrascale (λ̃) and perpen-

dicular coherence length (`⊥). Since the definition of the ultrascale (see more

details in section 2.7) is

λ̃ ≡

√
〈a2〉
〈b2

2D〉
, (2.40)

we can write this in terms of the power spectrum A(k⊥), P 2D
xx , and P 2D

yy as

λ̃ =

√
1
2π

∫ ∞
−∞

∫ ∞
−∞ A(k⊥)dkxdky

1
2π

∫ ∞
−∞

∫ ∞
−∞(P 2D

xx + P 2D
yy )dkxdky

. (2.41)

Here, in numerical work, we use the power spectrum A(k⊥) for 2D turbulence as

A(k⊥) =
C2

[1 + (k⊥`⊥)2]7/3
, (2.42)
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where `⊥ is the perpendicular coherence length, which is associated with k0⊥ =

1/`⊥ (similar to `0 in Figure 2.1).

Note that the forms in (2.27) and (2.42) roll off to a constant at low k, and

far above k0z and k0⊥ they follow a Kolmogorov law, with the omnidirectional

power spectrum (OPS) varying as k−5/3. To see this, note that for slab (1D)

fluctuations the OPS is simply P slab
xx +P slab

yy , which has the correct dependence, and

for 2D fluctuations at a given magnitude k⊥, the OPS ∝ k⊥(P 2D
xx + P 2D

yy ) = k3
⊥A,

which varies as k
−5/3
⊥ for large k⊥.

Next, we evaluate the numerator and the denominator in (2.41). We

obtain ∫ ∞

−∞

∫ ∞

−∞
A(k⊥)dkxdky = C2

∫ 2π

0

∫ ∞

0

k⊥

[1 + (k⊥`⊥)2]7/3
dk⊥dθ

=
C2π

`2
⊥

∫ ∞

0

1

[1 + (k⊥`⊥)2]7/3
d(k⊥`⊥)2

=
C2π

`2
⊥

∫ ∞

0

1

(1 + U)7/3
dU

=
C2π

`2
⊥

3

4
(2.43)

and∫ ∞

−∞

∫ ∞

−∞
(P 2D

xx + P 2D
yy )dkxdky = C2

∫ 2π

0

∫ ∞

0

A(k⊥)k2
⊥k⊥dk⊥dθ

=
C2π

`4
⊥

∫ ∞

0

(k⊥`⊥)2

[1 + (k⊥`⊥)2]7/3
d(k⊥`⊥)2

=
C2π

`4
⊥

∫ ∞

0

U

(1 + U)7/3
dU

=
C2π

`4
⊥

∫ ∞

0

[
1

(1 + U)4/3
− 1

(1 + U)7/3

]
dU

=
C2π

`4
⊥

9

4
, (2.44)



26

where U = (k⊥`⊥)2. Substituting (2.43) and (2.44) into (2.41), we finally have

the relation between λ̃ and `⊥ as

λ̃ = 0.577`⊥. (2.45)

Thus we can see that the correlation length and ultrascale depend on only coher-

ence lengths and the shape of the power spectrum that we use.

2.7 Field Line Random Walk

To calculate the diffusion perpendicular coefficient of the field lines in

2D+slab turbulence is the objective of this section. The calculation was first per-

formed by Matthaeus et al. (1995). This version of the derivation was published

by Ruffolo, Matthaeus, and Chuychai (2004).

A magnetic field line is defined as a curve that is tangent everywhere to

the magnetic field ~B. If ~dl is an arc length, the lines of force are defined by the

differential equation,

~dl × ~B = 0. (2.46)

In Cartesian coordinates, ~dl is (dx, dy, dz) and ~B is (Bx, By, Bz). The equation

of the magnetic field line can be determined by (2.46). From the differential

equation, we have

dx

Bx

=
dy

By

=
dz

Bz

. (2.47)

In our model, we have ~B = B0ẑ + bxx̂ + byŷ, so we obtain

dx

bx

=
dy

by

=
dz

B0

. (2.48)

From (2.48), we can calculate the perpendicular displacements ∆x and ∆y as

∆x(∆z) = x(∆z)− x(0) =

∫ ∆z

0

bx(x
′(z′), y′(z′), z′)

B0

dz′ (2.49)
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∆y(∆z) = y(∆z)− y(0) =

∫ ∆z

0

by(x
′(z′), y′(z′), z′)

B0

dz′. (2.50)

The definition of the diffusion of field lines is similar to the diffusion of

the random walk motion of particles, that is

〈∆x2〉 = 2κ∆t, (2.51)

where 〈∆x2〉 is the mean-square displacement of the particles, κ is the diffusion

coefficient of the particles, and ∆t is time. The diffusion coefficient appears in

the diffusion equation,

∂f

∂t
= κ∇2f, (2.52)

where f is the distribution function. Thus, in general, we can defined the per-

pendicular diffusion coefficient of the field lines as

D⊥ =
〈(∆~x⊥)2〉

4∆z
, (2.53)

where ∆~x⊥ is the perpendicular displacement. This definition also obeys the

diffusion equation

∂f

∂z
= D⊥

(
∂2f

∂x2
+

∂2f

∂y2

)
. (2.54)

Eq. (2.54) states that we are considering the diffusion of the density of magnetic

field lines in perpendicular directions as it evolves along the distance z. To clearly

understand how the magnetic field lines diffuse along the distance z, imagine that

we are looking at a snapshot of the field lines in many representations of the

turbulent magnetic field at each distance z. Therefore, we can view each field

line as a point in the x-y plane at a given z. Suppose f stands for the density of

those field lines. The diffusion coefficient tells us how much these points spread

out when the distance z changes.
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We here assume the turbulence as isotropic, that is, 〈(∆x)2〉 = 〈(∆y)2〉.

The perpendicular diffusion coefficient of the field lines is defined as

D⊥ =
〈(∆x)2〉

2∆z
. (2.55)

Thus we calculate 〈(∆x)2〉 from (2.49),

〈(∆x)2〉 =
1

B2
0

∫ ∆z

0

∫ ∆z

0

〈bx(x
′(z′), y′(z′), z′)bx(x

′′(z′′), y′′(z′′), z′′)〉dz′dz′′.

(2.56)

We define ∆x′ = x′′ − x′, ∆y′ = y′′ − y′ and ∆z′ = z′′ − z′ and let the magnetic

turbulence be homogeneous. Then (2.56) becomes

〈(∆x)2〉 =
1

B2
0

∫ ∆z

0

∫ ∆z−z′

−z′
〈bx(0, 0, 0)bx(∆x′(∆z′), ∆y′(∆z′), ∆z′)〉d∆z′dz′.

(2.57)

Continuing with the derivation, note that Lagrangian correlation func-

tions such as 〈bx(x
′, y′, z′)bx(x

′′, y′′, z′′)〉 differ from standard (Eulerian) correlation

functions; in a Lagrangian ensemble average over representations of the magnetic

turbulence, the positions themselves depend on the representation. However,

it is possible to separate the statistics of the magnetic fluctuations from those

of individual trajectories when the two positions are separated by more than a

coherence length in the parallel or perpendicular direction. (Over smaller dis-

tances this is not necessarily accurate, e.g., straight line trajectories, with one

spatial distribution, are associated with higher magnetic correlation than bend-

ing trajectories, which have a different spatial distribution.) This approximation,

known as Corrsin’s independence hypothesis (Corrsin 1959; Salu & Montgomery

1977; see also McComb 1990) can be expressed either in wave-vector space (as in

Matthaeus et al. 1995) or in position space.



29

Here we demonstrate the implementation of Corrsin’s hypothesis in po-

sition space. We consider the Lagrangian correlation function to be the Eulerian

correlation function, Rxx ≡ 〈bx(0, 0, 0)bx(x, y, z)〉, weighted by the conditional

probabilities of finding ∆x′ and ∆y′ after a given ∆z′:

〈bx(0, 0, 0)bx(∆x′(∆z′), ∆y′(∆z′), ∆z′)〉

=

∫ ∞

−∞

∫ ∞

−∞
Rxx(∆x′, ∆y′, ∆z′)P (∆x′|∆z′)P (∆y′|∆z′)d∆x′d∆y′ (2.58)

〈∆x2〉 =
1

B2
0

∫ ∆z

0

∫ ∆z−z′

−z′

∫ ∞

−∞

∫ ∞

−∞
Rxx(∆x′, ∆y′, ∆z′)

× P (∆x′|∆z′)P (∆y′|∆z′)d∆x′d∆y′d∆z′dz′, (2.59)

where we invoke the statistical independence of ∆x′ and ∆y′.

Another key assumption is that the condition probability distributions

are Gaussian,

P (∆x′|∆z′) =
1√
2πσ2

x

exp

[
−(∆x′)2

2σ2
x

]
P (∆y′|∆z′) =

1√
2πσ2

y

exp

[
−(∆y′)2

2σ2
y

]
(2.60)

where σ2
x = 〈∆x2〉 and σ2

y = 〈∆x2〉 are the variance of the distributions. Further-

more, we assume the variances are diffusive and statistically axisymmetric in the

sense that

〈(∆x)2〉 = 〈(∆y)2〉 = 2D⊥ |∆z′| , (2.61)

where D⊥ is the desired perpendicular diffusion coefficient. The distributions

in equation (2.60) guarantee the statistical independence assumed in equation

(2.59). For slab or two-component turbulence, these assumptions are accurate
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for sufficiently large ∆z, by the central limit theorem. A check on the validity

of the result is that 〈∆x2〉 should be proportional to ∆z in that limit, and as

∆z decreases, violation of that proportionality indicates the limit of validity of

the diffusion approximation. For example, at small ∆z, over which ~b is nearly

constant, there is a “free-streaming” régime where field lines have nearly straight-

line trajectories and 〈∆x2〉 ∝ (∆z)2.

So far, our calculation of ∆x2 has not yet specified the nature of the

magnetic turbulence. Now let us focus on axisymmetric, two-component 2D+slab

turbulence:

Rxx(∆x′, ∆y′, ∆z′) = Rslab
xx (∆z′) + R2D

xx (∆x′, ∆y′) (2.62)

or in terms of power spectra,

Rslab
xx (∆z′) =

1√
2π

∫ ∞

−∞
P slab

xx (kz)e
−ikz∆z′dkz

R2D
xx (∆x′, ∆y′) =

1

2π

∫ ∞

−∞

∫ ∞

−∞
P 2D

xx (kx, ky)e
−ikx∆x′e−iky∆y′dkxdky. (2.63)

Then substituting equations (2.62) and (2.63) into equation (2.59), and separating

slab and 2D contributions, we have

〈∆x2〉slab =
1√
2π

1

B2
0

∫ ∞

−∞
P slab

xx (kz)

∫ ∆z

0

∫ ∆z−z′

−z′

(∫ ∞

−∞
P (∆x′|∆z′)d∆x′

)
×

(∫ ∞

−∞
P (∆y′|∆z′)d∆y′

)
e−ikz∆z′d∆z′dz′dkz (2.64)

〈∆x2〉2D =
1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞
P 2D

xx (kx, ky)

∫ ∆z

0

∫ ∆z−z′

−z′

(∫ ∞

−∞
e−ikx∆x′P (∆x′|∆z′)d∆x′

)
×

(∫ ∞

−∞
e−iky∆y′P (∆y′|∆z′)d∆y′

)
d∆z′dz′dkxdky. (2.65)

For the slab component of turbulence, in which Rslab
xx does not depend on ∆x′ or

∆y′, the conditional probabilities simply integrate to 1, yielding

〈∆x2〉slab =
1√
2π

1

B2
0

∫ ∞

−∞

∫ ∆z

0

∫ ∆z−z′

−z′
P slab

xx (kz)e
−ikz∆z′d∆z′dz′dkz. (2.66)
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For the 2D component, we have∫ ∞

−∞
e−ikx∆x′P (∆x′|∆z′)d∆x′ =

∫ ∞

−∞

e−ikx∆x′√
4πD⊥|∆z′|

exp

[
− (∆x′)2

4D⊥|∆z′|

]
d∆x′

= e−D⊥k2
x|∆z′|, (2.67)

and with the analogous formula for the ∆y′ integral, we obtain

〈∆x2〉2D =
1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞

∫ ∆z

0

∫ ∆z−z′

−z′
P 2D

xx (kx, ky)e
−D⊥(k2

x+k2
y)|∆z′|d∆z′dz′dkxdky.

(2.68)

So far this derivation is equivalent to that of Matthaeus et al. (1995), except that

we consider the exact limits of the ∆z′ integration, not approximating the limits

as ±∞.

Now we may carry out the integration over ∆z′ and z′ in equations (2.66)

and (2.68), to obtain

〈∆x2〉slab =
1√
2π

1

B2
0

∫ ∞

−∞

2[1− cos(kz∆z)]

k2
z

P slab
xx (kz)dkz (2.69)

〈∆x2〉2D =
1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞

2∆zP 2D
xx (kx, ky)

D⊥(k2
x + k2

y)

[
1 +

e−D⊥(k2
x+k2

y)∆z − 1

D⊥(k2
x + k2

y)∆z

]
dkxdky

=
1

2π

1

B2
0

2∆z

D⊥

∫ ∞

−∞

∫ ∞

−∞

P 2D
xx (kx, ky)

k2
⊥

[
1− g(D⊥k2

⊥∆z)
]
dkxdky, (2.70)

where k2
⊥ ≡ k2

x + k2
y, and g(u) ≡ (1 − e−u)/u behaves as a low-pass filter, i.e.,

g(u) ≈ 1 for u � 1 and monotonically declines to zero as u → ∞. We then

obtain an expression for the perpendicular diffusion coefficient for a single field

line, D⊥ ≡ 〈∆x2〉/(2∆z):

D⊥ =
1√
2π

1

B2
0

∫ ∞

−∞

[1− cos(kz∆z)]

k2
z∆z

P slab
xx (kz)dkz

+
1

2π

1

B2
0

1

D⊥

∫ ∞

−∞

∫ ∞

−∞

P 2D
xx (kx, ky)

k2
⊥

[
1− g(D⊥k2

⊥∆z)
]
dkxdky.

(2.71)
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Note that this formula is implicit in the sense that D⊥ appears on both sides of the

equation, and non-perturbative in the sense that it applies for any P slab
xx and P 2D

xx .

Note also that a diffusion coefficient is only a valid concept when 〈∆x2〉 ∝ ∆z,

i.e., when this expression for D⊥ is constant in ∆z. Next, we will show that this

is indeed the case for sufficiently large ∆z.

Equation (2.71) can be interpreted further when we consider that most

observed power spectra of magnetic turbulence have power concentrated below

and in the vicinity of a certain scale k0, which is associated with a coherence

scale, ` = 1/k0. Now if there is no 2D component, we have

Dslab
⊥ =

1√
2π

1

B2
0

∫ ∞

−∞

[1− cos(kz∆z)]

k2
z∆z

P slab
xx (kz)dkz. (2.72)

Note that as ∆z →∞,

1− cos(kz∆z)

k2
z∆z

→ πδ(kz) (2.73)

and

Dslab
⊥ =

√
π

2

P slab
xx (0)

B2
0

. (2.74)

This dependence, originally derived by Jokipii & Parker (1968), is approximately

true for large ∆z, i.e., ∆z � `z = 1/k0z, where `z is a parallel coherence length,

provided that P slab
xx is roughly constant for kz � k0z. Equation (2.74) can also be

expressed as

Dslab
⊥ =

〈b2
x〉slab

B2
0

`c (2.75)

for the correlation length `c.

Next considering the limit of vanishing slab turbulence, we have D⊥ =

D2D
⊥ , and

(D2D
⊥ )2 =

1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞

P 2D
xx (kx, ky)

k2
⊥

[
1− g(D⊥k2

⊥∆z)
]
dkxdky. (2.76)
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(A note on notation: D2D
⊥ refers to the perpendicular random walk in the limit

of no slab turbulence, while 〈∆x2〉2D refers to the contribution of 2D turbulence

even if slab turbulence is present.) Since g acts as a low-pass filter, (1 − g) acts

as a high-pass filter, which is close to 1 except that it becomes small within a

“hole” in (kx, ky) space, for k⊥ .
√

1/(D⊥∆z). As ∆z → ∞, the width of this

hole decreases, and our expression for D2D
⊥ is equivalent to that of Matthaeus et

al. (1995). The effect of the hole around k⊥ = 0 is negligible if its size is small

compared with k0⊥, so the expression

D2D
⊥ =

√
1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞

P 2D
xx (kx, ky)

k2
⊥

dkxdky (2.77)

is valid for k2
0⊥D⊥∆z � 1, i.e., 〈∆x2〉 � `⊥, for perpendicular excursions greater

than the scale `⊥ = 1/k0⊥. Referring to the flux function (vector potential mag-

nitude) a(x, y) for the 2D turbulence (see section 2.5), we have

P 2D
xx (kx, ky) = k2

yA(k⊥) and P 2D
yy (kx, ky) = k2

xA(k⊥), (2.78)

where A(k⊥), the (axisymmetric) power spectrum of a(x, y), is defined as the

Fourier transform of the correlation function 〈a(0, 0)a(x, y)〉. Then P 2D
xx +P 2D

yy =

k2
⊥A, and assuming axisymmetry, the integral of P 2D

xx /k2
⊥ is half that of A. Thus

we can relate D2D
⊥ to the variance of a(x, y):

D2D
⊥ =

√
1

2π

1

2B2
0

∫ ∞

−∞

∫ ∞

−∞
A(k⊥)dkxdky =

√
〈a2〉
2B2

0

, (2.79)

and finally we can define the “ultrascale”

λ̃ ≡

√
〈a2〉
〈b2〉2D

, (2.80)

again yielding a form:

D2D
⊥ =

λ̃√
2

√
〈b2〉2D

B0

. (2.81)
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By way of an analogy with hydrodynamic correlation functions (Batchelor 1953)

we see that λ̃ is the length associated with the curvature of the 〈aa′〉 correlation

at zero separation (see eq. [2.80]), and therefore may be thought of as the Taylor

microscale or “inner scale” of the 〈aa′〉 correlation function.

In summary, substituting equations (2.72) and (2.76) into equation (2.71)

gives

D⊥ = Dslab
⊥ +

(D2D
⊥ )2

D⊥
D⊥ =

Dslab
⊥
2

+

√(
Dslab
⊥
2

)2

+ (D2D
⊥ )2, (2.82)

for Dslab
⊥ and D2D

⊥ as in equations (2.75) and (2.81), respectively (Matthaeus et

al. 1995). We recall that this derivation assumes a diffusive random walk of the

field line, which is only valid in the régime where 〈∆x2〉 ∝ ∆z. This is true of the

results for large ∆z as given above, and evaluating 〈∆x2〉 based on this formula

for D⊥ verifies that the range of validity is for
√
〈∆x2〉 and ∆z greater than the

respective coherence lengths. This built-in check of the range of validity arises

from not approximating the limits of d∆z′ integration as ±∞. Equation (2.71)

agrees with previous results while also providing a built-in check on the régime of

validity. This will be important in the derivations of the non-axisymmetric field

line random walk in Chapter 4 and the field-line separation in Chapter 5.



Chapter 3

Numerical Simulations

From the previous chapter, we can see that a key objective of the study

of the random walk of turbulent field lines is to find the diffusion coefficients.

An analytical method for studying the axisymmetric field line random walk was

already shown in Section 2.7 (see also Ruffolo, Matthaeus, & Chuychai 2004),

which reproduces the calculation of Matthaeus et al. (1995). In this chapter,

we will present numerical techniques to simulate the axisymmetrically turbulent

magnetic field lines and then directly compute their diffusion coefficients. To

obtain the magnetic field lines, we first generate the turbulent magnetic field in the

simulation box. The shapes of 2D and slab spectra are set in this part. The next

section shows how to solve the field line equations by numerical methods. After we

solve the field line equations, the outputs are positions along field line trajectories.

Then we calculate the diffusion coefficients for pure slab and 2D+slab cases from

the simulation data and compare them with the theoretical values. Moreover,

the effects of the simulation box, representations of turbulent fields, and suitable

length scale for simulated field lines are also discussed in this chapter.

3.1 Generating Turbulent Magnetic Fields

From (2.48), we can write the differential equation for the magnetic field

line as

dx

dz
=

bx(x, y, z)

B0

dy

dz
=

by(x, y, z)

B0

. (3.1)
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In order to solve the field line equations, we need to know the function of the

magnetic field at each position. Since the system we consider is random and

turbulent, it is not appropriate to specify the function for a magnetic field directly

in position space. Therefore, the magnetic field components on the right hand

sides of the field line equation are generated in wave number space (k-space)

before conversion to real space. We instead define the power spectrum as a

function in k-space, which is the Fourier transform of the magnetic correlation

function Rij(~r) = 〈bi(0)bj(~r)〉. The spectrum that we usually use for the magnetic

turbulence is a Komolgorov spectrum over a wide range of wave numbers. The

magnetic fluctuations in (3.1) are composed of slab and 2D turbulence. Because

the slab turbulence depends only on z and the 2D turbulence depends on x and

y positions, we separately generate them in kz and (kx,ky) spaces, respectively.

After that, the magnetic field in Fourier space is converted to position space

by an inverse fast Fourier transform. For numerical computation, we cannot

generate the magnetic fluctuations continuously in space due to the limitation of

the computer. Thus the magnetic field is constructed only on the grid points in

the simulation box. To avoid bias due to a periodicity effect (we will discuss this

effect again in Section 3.3), we have to generate the magnetic field in a large (but

finite) box. Therefore, in this part, the parameters that we need to input are the

sizes in x, y, and z directions of the simulation box (Lx, Ly, and Lz), the number

of grid points (Nx, Ny, and Nz), the total root-mean-squared fluctuation (δb),

the fraction of 2D and slab energy, the shapes of the 2D and slab power spectra,

and coherence lengths (`z and `⊥).

For slab turbulence, we set the power spectrum for simulations as

P slab
xx (kz) = P slab

yy (kz) =
Cslab

[1 + (kz`z)2]5/6
, (3.2)
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where Cslab is a normalization constant that depends on the slab energy and `z

is the parallel coherence length. From the function of the slab spectrum, the slab

magnetic fluctuations in kz space are

bslab
x (kz) =

√
P slab

xx (kz) exp [iϕ(kz)] (3.3)

bslab
y (kz) =

√
P slab

yy (kz) exp [iϕ(kz)] , (3.4)

where ϕ is a random phase number and kz is a discrete number which is kz =

j2π/Lz, for j = 1, 2, 3, . . ., Nz/2 − 1. Eqs. (3.3) and (3.4) are used only for

kz > 0. The possible positive kz-modes for slab turbulence lie between 2π/Lz

and Nzπ/Lz. We consider not only the fluctuations at positive kz-modes, but

also the negative ones. The magnetic field in real space that we need is real, so

the condition for the Fourier transform is bi(−kz) = [bi(kz)]
∗, where i refers to

the x or y component. For the case of j = Nz/2, with kz = Nzπ/Lz, for a discrete

(periodic) FT we have

bslab
i (kz) = bslab

i (−kz)

= bslab
i (kz)

∗, (3.5)

so we instead use

bslab
i (kz = πNz/Lz) =

√
P slab

ii cos ϕ(kz). (3.6)

Since we use the inverse fast Fourier transform, the number of grid points Nz

needs to be in the form 2N . Figure 3.1 shows an example of the slab power

spectrum of (3.2). Next we pass bslab
x (kz) and bslab

y (kz) to inverse fast Fourier

transforms in one dimension. What we obtain is bslab
x (z) and bslab

y (z) on the grid

points, which means z = j(Lz/Nz), where j = 0, 1, 2, . . . , Nz − 1.
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A(k⊥) =
C2D

[1 + (k⊥`⊥)2]7/3
. (3.7)

According to (2.18), the 2D fluctuations in (kx,ky) are

b2D
x (kx, ky) = −iky

√
A(k⊥) exp [iϕ(kx, ky)] (3.8)

b2D
y (kx, ky) = ikx

√
A(k⊥) exp [iϕ(kx, ky)] , (3.9)

For 2D turbulence, we instead specify the power spectrum A(kx, ky) be-

cause the power spectra P 2D
xx (kx, ky) and P 2D

yy (kx, ky) can be written in terms of

A(kx, ky) as shown by the relations (2.22) and (2.23). For the axisymmetric case,

we set A(kx, ky) to be rotationally invariant in the kx − ky plane. The contours

of constant A(kx, ky) are circles. The function of A(kx, ky) that we usually use

in this work is in the form of (2.42), where ϕ(kx, ky) is a random phase and

ϕ(−kx,−ky) = −ϕ(kx, ky) for the real values in b2D
x (x, y) and b2D

y (x, y). Here, kx

and ky are also discrete numbers, which are kx = n(2π/Lx) and ky = m(2π/Ly),

where n = 1, 2, 3, . . . , Nx/2 and m = −Ny/2, . . . ,−1, 0, 1, 2, 3, . . . , Ny/2, and the

factor exp[iϕ(kx, ky)] is converted to cos[ϕ(kx, ky)] where appropriate [see eq.

(3.6)]. Note that Nx and Ny also need to be integer powers of 2. After that we

use the inverse fast Fourier transform in two dimensions to transform them to

b2D
x (x, y) and b2D

y (x, y) which are on the grid points in the x-y plane of the sim-

ulation box. Furthermore, the inverse Fourier transform of the power spectrum

A(kx, ky) yields the potential function a(x, y). Figure 3.2 illustrates contour plots

of the potential function a(x, y) associated with various functions A(k⊥) and var-

ious values of `⊥. From this figure, we can see that the shape of the spectrum

affects the contour plot of the 2D potential function and the size of 2D islands
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Figure 3.1: Example of a slab power spectrum [Eq. (3.2)].
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Figure 3.2: Contour plots of 2D turbulence and their spectra. Note that all length
scales in the figures (A)-(F) are in units of `z, which is 0.027 AU.
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Figure 3.3: Shape of the 2D spectrum for Figure 3.2(A).

Figure 3.4: Shape of the 2D spectrum for Figure 3.2(B).
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Figure 3.5: Shape of the 2D spectrum for Figure 3.2(C).

Figure 3.6: Shape of the 2D spectrum for Figure 3.2(D).
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Figure 3.7: Shape of the 2D spectrum for Figure 3.2(E).

Figure 3.8: Shape of the 2D spectrum for Figure 3.2(F).
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depends on `⊥ and λ̃. The plots of |b2D
x (k⊥)|2 and k⊥ in Figures 3.3 to 3.8 come

from the summation of |b2D
x (kx, ky)|2 over all directions in the interval at each

k⊥. This quantity is proportional to the omnidirectional power spectrum (OPS),

which we discussed before in Section 2.6.

3.2 Tracing the Magnetic Field Lines

Our initial aims of the numerical simulations are to trace the magnetic

field lines in 2D+slab turbulence and to calculate the diffusion coefficients. In

(3.1), we substitute 2D and slab fluctuations into b(x, y, z). Thus, for field line

tracing, we numerically solve the field line equations,

dx

dz
=

bslab
x (z) + b2D

x (x, y)

B0

dy

dz
=

bslab
y (z) + b2D

y (x, y)

B0

. (3.10)

To solve the differential equations of field lines, what we have to know are the

initial positions (x0,y0,z0) of each field line and the function of the magnetic field

at any position (x,y,z). From the previous section, we have the 2D and slab

magnetic fields only on a real-space grid in the simulation box. Therefore, we

can compute the magnetic field at any position from nearest known points on the

grid by using linear interpolation for slab turbulence and bi-linear interpolation

to estimate the magnetic field at any position (x,y,z). Outside the simulation

box, we repeat the magnetic field inside the simulation box that we generate as

a periodic function due to the Fourier transform.

For evaluation of the trajectories of field lines, we use a fourth-order

Runge-Kutta method with adaptive time stepping regulated by a fifth-order error

estimate step (Press et al. 1992) to solve the field line equations (3.10). With
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this method, we can set the required accuracy (racc), related to the relative error

between a fifth-order Runge-Kutta and the embedded fourth-order Runge-Kutta

methods. The outputs from solving field line equations are positions (x,y,z) along

field line trajectories.

The numerical code that we use was developed by the group of Prof.

William H. Matthaeus at Bartol Research Institute, University of Delaware, and

I was a member of the development team. This code is a parallel implementa-

tion of a versatile algorithm for computation of streamlines, magnetic field lines,

or charged particle trajectories (see Appendix A for a test of the code). The

code works by programming the master node to pass out “jobs” to the worker

nodes. Each job includes the initial data and some parameters. Load balancing

is achieved in a standard way: When a node has finished a job, it asks the master

if there is another job to do. The results of each job are written to disk.

Figures 3.9, 3.10, and 3.11 show samples of magnetic field trajectories in

pure slab, pure 2D, and 2D+slab fields, respectively. We can clearly see from

Figure 3.9 that the magnetic field lines in pure slab turbulence depend only on

the z-component, not on x- or y-components. A field line in pure 2D turbulence

follows a contour of the 2D potential function, which depends only on x and y

coordinates. Therefore, the features of field lines in 2D+slab turbulence are a

kind of combination between slab and 2D fields. Neither slab itself nor 2D itself

is realistic because the field lines in slab turbulence are completely independent

of x and y, while the field lines in the 2D turbulence are not diffusive at all.

For 2D+slab turbulence, there is a field line random walk as observed in space

as we already explained in Chapter 2. Finally, we again summarize the steps of

numerical simulations by the diagram in Figure 3.12.
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Figure 3.9: Example of two trajectories of magnetic field lines in pure slab tur-
bulence.
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Figure 3.10: Example of a trajectory of a magnetic field line in pure 2D turbu-
lence.
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Figure 3.11: Example of a magnetic field line in 2D+slab turbulence.
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Figure 3.12: Diagram of steps in the field line simulations.
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3.3 The Diffusion Coefficients: Comparison be-

tween Numerical and Theoretical Results

After we trace the magnetic field lines and get their positions, we ana-

lyze the data by plotting the trajectories or calculating the diffusion coefficients.

For the diffusion coefficient computation, we should have a sufficient set of mag-

netic field lines and realizations to obtain good statistics. Thus, in our work, we

usually trace many field lines (over 1,000 lines) for random initial positions and

realizations of 2D turbulence in the simulation box. In this section, we show two

cases of field line random walk computations. The first is for slab turbulence,

in which the field line trajectories are purely diffusive, and another case is for

2D+slab, a case that is close to the nature of the interplanetary magnetic field.

In this section, the length scales are all in parallel correlation scale units.

3.3.1 Computation of Field Line Random Walk for Slab
Turbulence

For the pure slab case, we generate 1,000 field lines in a large box with

uniformly random initial positions of field lines in the box. To avoid the periodic

effect, we set Lz = 100, 000`z and trace the field lines to only 1/40 of the box

length. The number of grid points in the z direction (Nz) is 222 points. The

Kolmogorov spectrum at high k has been used for slab turbulence, according to

Pxx(kz) = Pyy(kz) =
C

[1 + (kz`z)2]5/6
. (3.11)

In the simulations, we set `z = 1 and vary δb/B0 = 0.1, 0.3, 0.5, 0.7, and 0.9.

After we simulate the field lines for each case, we directly compute 〈∆x2〉 for

each ∆z from the data. That is we collect all (∆x)2 values for each ∆z from the
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field line data and then average them. For calculations over a limited range of z,

0 < z < zmax, we can compare field line locations at pairs of z values separated

by 0 < ∆z < zmax. For small ∆z, we have more samples than for large ∆z, or

we can say that we obtain the better statistics for small ∆z than for large ∆z.

Figure 3.13 shows how we have better statistics for smaller ∆z. Next we plot the

graph between 〈(∆x)2〉 and ∆z such as in Figure 3.14. If we plot Figure 3.14

in a log-log scale, shown as Figure 3.15, we can identify a free streaming region,

〈(∆x)2〉 ∝ (∆z)2, at ∆z . `c. Figure 3.16 illustrates the periodic effect when

we trace the magnetic field lines over more than a simulation box (using periodic

boundary conditions). To avoid this, we normally trace the field lines over only

a few percent of the box length. After we have the data of 〈(∆x)2〉 vs. ∆z,

we calculate the derivative at each ∆z, which is called the “running diffusion

coefficient,” D̃x. We compare it with the theoretical value,

Dslab
⊥ =

`cδb
2

2B2
0

. (3.12)

To easily see the comparison between theoretical and numerical values, we make

another plot that is the partial average of the running diffusion coefficient. The

partial average is simply 〈∆x2〉/(2∆z). It is the average of every earlier running

diffusion coefficient up to the ∆z we consider. If the running diffusion coefficient

is nearly constant from 0 to ∆z, the partial average is statistically more accurate.
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Figure 3.13: Schematic of a simulated field line. The dotted line represents the
data from the simulations at each z. Suppose we trace a field line over only 10d,
where d is the print out step size. We can see that the number of samples for
∆z = 1d is equal to ten while for ∆z = 10d there is only one sample for this field
line.

Figure 3.14: Example of the plot between 〈(∆x)2〉 of 1,000 field lines and ∆z
when we set Nz = 222, Lz = 100,000`z and δb/B0 = 0.5.
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Figure 3.15: Illustration of the free streaming region, 〈∆x2〉 ∝ (∆z)2, when
∆z . `c.

Figure 3.16: Periodicity effect when we trace the magnetic field lines over three
simulation boxes. Here, we set Nz = 222, Lz = 10,000`z and δb/B0 = 0.5. We
can obviously see that the relation between 〈(∆x)2〉 and ∆z is not linear for large
∆z. It is back to zero every one box length. Usually we avoid this numerical
artifact by using only a few percent of the box length Lz.



54

A comparison between theory and numerical simulations is shown in Ta-

ble 3.1 and Figure 3.17. The running diffusion coefficient of each case and the

partial averages are shown in Figures 3.18-3.22. In Table 3.1, we show diffusion

coefficients from two versions of the theory. One is the diffusion coefficient from

the theory calculated from the integral Fourier transform like we presented in

Chapter 2, which are the correlation length (`c) and the ultrascale (λ̃) calculated

from the integral Fourier transform such as equations (2.30) and (2.41), respec-

tively. Another one is the diffusion coefficient from discrete theory in which the

~k-integrals are replaced by discrete sums over ~k modes used in the simulations.

For the discrete theory, we can compute the diffusion coefficient for the slab com-

ponent by using (2.30) but instead of considering the power spectrum at zero

wave number, we use the power spectrum at the discrete kz modes which are

closest to zero wave number from the magnetic field data in kz space. The dif-

fusion coefficient from simulations is the average between the partial average of

the running diffusion coefficients in x and y directions at ∆z = 500.

Table 3.1: Comparison between diffusion coefficients from theory and simulation.

δb/B0 D⊥ D⊥ D⊥
theory discrete theory simulation

0.1 0.0037 0.0039 0.0039
0.3 0.0336 0.0351 0.0351
0.5 0.0934 0.0976 0.0974
0.7 0.1830 0.1913 0.1913
0.9 0.3025 0.3163 0.3157

From the results, we can see that the diffusion coefficients from numerical

simulations of field line tracing basically agree with the theoretical values. From

the running diffusion coefficient plot, we can observe free streaming behavior at

the beginning (∆z � `c = 0.747`z) and diffusive behavior for long ∆z (∆z �
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Figure 3.17: Comparison of D⊥ from theory and from numerical simulations
versus δb2/B2

0 .

`c). The large fluctuations in the running diffusion coefficient plot occur near

the maximum ∆z that we simulate because the number of data that we use to

calculate the statistics for the diffusion coefficient is much smaller than for short

∆z. The slight difference between the continuous and the discrete theories occurs

since we directly compute the discrete theory from available wave vector modes

in the generated magnetic field data while, in the continuous theory, we consider

the continuous spectrum over all kz space. The values of the diffusion coefficients

from the simulations are closer to the discrete theory than to the continuous

theory that uses Fourier integrals. This is implies that the difference between

simulations and continuous theory is mostly due to discretization error.
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Figure 3.18: Diffusion coefficients from simulations (solid lines) and expected
values from discrete theory (dashed lines) for δb/B0 = 0.1.
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Figure 3.19: Diffusion coefficients from simulations (solid lines) and expected
values from discrete theory (dashed lines) for δb/B0 = 0.3.



58

Figure 3.20: Diffusion coefficients from simulations (solid lines) and expected
values from discrete theory (dashed lines) for δb/B0 = 0.5.
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Figure 3.21: Diffusion coefficients from simulations (solid lines) and expected
values from discrete theory (dashed lines) for δb/B0 = 0.7.
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Figure 3.22: Diffusion coefficients from simulations (solid lines) and expected
values from discrete theory (dashed lines) for δb/B0 = 0.9.
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3.3.2 Computation of Field Line Random Walk for
2D+Slab Turbulence

For 2D+slab turbulence, we trace 1,000 field lines in 200 realizations of the

2D field (5 field lines for each realization). The box sizes are Lz = 100,000`z

with Nz = 222 points and Lx = Ly = 300`z and Nx = Ny = 4,096 points and

we generate each field line over 1/100 of Lz. The magnetic power spectra for

2D+slab turbulence are

P slab
xx (kz) = P slab

yy (kz) =
C1[

1 + (kz`z)
2]5/6

(3.13)

P 2D
xx (kx, ky) =

C2k
2
y[

1 + (k⊥`⊥)2]7/3
(3.14)

P 2D
yy (kx, ky) =

C2k
2
x[

1 + (k⊥`⊥)2]7/3
, (3.15)

where k⊥ =
√

k2
x + k2

y, C1 and C2 are normalization constants, and `z and `⊥ are

characteristic scale lengths. These kinds of spectra become Kolmogorov spectra

at high k. For 2D spectra, they are associated with

A(k⊥) =
C2

[1 + (k⊥`⊥)2]7/3
. (3.16)

where A(k⊥) is the Fourier transform of the autocorrelation function of the vector

potential. In the simulations, we set `z = 1 and `⊥ = 0.1. First, we vary δb/B0 =

0.3, 0.5, and 0.9 and fix fs = 0.2 (fs = δb2
slab/δb

2 is the fraction of slab energy).

Then we vary the slab fraction fs = 0.2, 0.5, 0.9 and fix δb/B0 = 0.5. When

we get the field lines, we calculate the diffusion coefficient and compare with the

theoretical result (Matthaeus et al. 1995),

D⊥ =
Dslab
⊥
2

+

√(
Dslab
⊥
2

)2

+ (D2D
⊥ )

2
, (3.17)
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where Dslab
⊥ = `c δb2

slab/(2B
2
0) and D2D

⊥ = λ̃ δb2D/(
√

2B0), where `c is the cor-

relation length, λ̃ is the ultrascale, which is equal to
(
〈a2〉/(δb2)2D

)1/2
, and

δbslab =
√
〈b2

slab〉 and δb2D =
√
〈b2

2D〉 are the root-mean-squared turbulent mag-

netic fields of slab and 2D components, respectively. From the spectra (3.13),

(3.14) and (3.15), we get the relationships `c = 0.747`z and λ̃ = 0.577`⊥.

Tables 3.2 and 3.3 show the comparison between the diffusion coefficients

from the numerical simulations (D⊥), which come from the average of Dx and Dy

at ∆z = 500, with the theoretical values for a continuous spectrum and a discrete

spectrum when we vary δb/B0 and fs. For the 2D component, we can write the

diffusion coefficient from the discrete theory as

D2D
⊥ =

(∑
k⊥

|~b2D(~k⊥)|2

2k2
⊥B2

0

)1/2

. (3.18)

The error reported in the Tables is the difference between D⊥ from discrete theory

and D⊥ from the simulations. The results are plotted on a linear scale as Figures

3.23 and 3.24. The running diffusion coefficients are shown in Figures 3.25-3.29.

The 2D+slab simulations are more consistent with the discrete theory

than the continuous theory that uses integral Fourier transforms. That is because,

in the simulations, it is impossible to produce a power spectrum to infinitesimal

∆k. For the 2D turbulence part, we are limited by the memory of the computer

to treat Nx and Ny no greater than 4,096 points each. Therefore, we suggest

comparing the simulations with the discrete theory. The errors compared with

the discrete theory are within 15%, similar to the level of agreement obtained by

Gray et al. (1996), so we can conclude that the simulations agree with the theory.

In order to obtain this agreement, we have to ensure that we use a simulation box

and realizations of 2D turbulence that are large enough and trace the magnetic

field lines to only a few percent of the box length.
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Figure 3.23: Comparison of D⊥ from theory and numerical simulations versus
δb/B0, for fs = 0.2.

Figure 3.24: Comparison of D⊥ from theory and numerical simulations versus fs,
for δb/B0 = 0.5.



64

Figure 3.25: The solid lines show the diffusion coefficient from the simulations of
each component and the dashed lines show the value expected from continuous
theory (dashed lines) and from discrete theory (dotted lines) for δb/B0 = 0.3 and
fs = 0.2.
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Figure 3.26: The solid lines show the diffusion coefficient from the simulations of
each component and the dashed lines show the value expected from continuous
theory (dashed lines) and from discrete theory (dotted lines) for δb/B0 = 0.5 and
fs = 0.2.
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Figure 3.27: The solid lines show the diffusion coefficient from the simulations of
each component and the dashed lines show the value expected from continuous
theory (dashed lines) and from discrete theory (dotted lines) for δb/B0 = 0.9 and
fs = 0.2
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Figure 3.28: The solid lines show the diffusion coefficient from the simulations of
each component and the dashed lines show the value expected from continuous
theory (dashed lines) and from discrete theory (dotted lines) for δb/B0 = 0.5 and
fs = 0.5.
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Figure 3.29: The solid lines show the diffusion coefficient from the simulations of
each component and the dashed lines show the value expected from continuous
theory (dashed lines) and from discrete theory (dotted lines) for δb/B0 = 0.5 and
fs = 0.9.
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Table 3.2: Comparison between the diffusion coefficient from theory and simula-
tions for Eslab : E2D = 20:80 when we vary δb/B0.

δb/B0 D⊥ D⊥ D⊥ % error
theory discrete theory simulation

0.3 0.0148 0.0187 0.0184 1.63
0.5 0.0298 0.0363 0.0375 3.47
0.9 0.0749 0.0861 0.0962 11.73

Table 3.3: Comparison between the diffusion coefficient from theory and simula-
tions for δb/B0 = 0.5 when we vary fs.

fs D⊥ D⊥ D⊥ % error
theory discrete theory simulation

0.9 0.0845 0.0861 0.0906 5.25
0.5 0.0508 0.0556 0.0598 7.46
0.2 0.0298 0.0363 0.0375 3.47



Chapter 4

Non-axisymmetric
Field Line Random Walk

4.1 Introduction

Although magnetic fluctuation properties in a turbulent plasma are usu-

ally assumed to be axisymmetric with respect to the mean field, there are indi-

cations that the variances of the fluctuation vectors may be non-axisymmetric in

some cases of interest (Jokipii 1973; Jokipii et al. 1995; Burger & Hattingh 1998).

Particular interest in the non-axisymmetric perpendicular diffusion and field line

random walk derives from recent studies that suggest a possible role of enhanced

latitudinal transport of cosmic rays at high heliographic latitudes (Jokipii et

al. 1995; Burger & Hattingh 1998). The generalization to non-axisymmetry is

immediate in quasilinear theory, since the diffusion coefficient is linear in the

variances, but in general this is not in this case. In this chapter we develop a

theory for the non-axisymmetric field line random walk in a more general non-

perturbative scheme (Matthaeus et al. 1995) and perform the numerical simula-

tions for several cases to verify the theory. The approach is useful for general

transverse turbulence, although we apply it explicitly here to a two-component

model of fluctuations that has been useful in solar wind and cosmic ray scattering

studies (Matthaeus et al. 1990; Bieber et al. 1994, 1996). Our principal results are

a general framework for the non-axisymmetric field line random walk as a set of

coupled bi-quadratic equations, and perhaps more usefully, closed-form solutions
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for several cases. The latter should find immediate application in heliospheric

scattering problems such as cosmic ray modulation.

4.2 Analytic theory

The calculation of ensemble average diffusion coefficients is the objective

of this chapter. For the non-axisymmetric case, the diffusion coefficients in x and

y direction are defined as

Dx =
〈(∆x)2〉

2∆z
(4.1)

Dy =
〈(∆y)2〉

2∆z
. (4.2)

where 〈(∆x)2〉 6= 〈(∆y)2〉. We can explicitly make the parallel correlation length

(`c) and slab fluctuations (δbslab) different in the x and y directions to make

an anisotropic slab field. For 2D turbulence, the power spectrum A(kx, ky) for

the axisymmetric case depends only on k⊥ =
√

k2
x + k2

y, i.e., it is constant along

circles in (kx, ky) space. To consider non-axisymmetric 2D turbulence, we suggest

a form that is instead constant along ellipses in (kx, ky) space. For the analytic

formulation, we still follow Matthaeus et al. (1995) and Ruffolo, Matthaeus, and

Chuychai (2004) as we presented in Section 2.7 in order to obtain the diffusion

coefficients. Therefore, we can write

〈∆x2〉 =
1

B2
0

∫ ∆z

0

∫ ∆z−z′

−z′

∫ ∞

−∞

∫ ∞

−∞
Rxx(∆x′, ∆y′, ∆z′)

× P (∆x′|∆z′)P (∆y′|∆z′)d∆x′d∆y′d∆z′dz′ (4.3)

and

〈∆y2〉 =
1

B2
0

∫ ∆z

0

∫ ∆z−z′

−z′

∫ ∞

−∞

∫ ∞

−∞
Ryy(∆x′, ∆y′, ∆z′)

× P (∆x′|∆z′)P (∆y′|∆z′)d∆x′d∆y′d∆z′dz′. (4.4)
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Here, Rxx and Ryy are different and we assume the probabilities in equa-

tions (4.3) and (4.4) to be Gaussian distributions as

P (∆x′|∆z′) =
1√
2πσ2

x

exp

[
−(∆x′)2

2σ2
x

]
(4.5)

P (∆y′|∆z′) =
1√
2πσ2

y

exp

[
−(∆y′)2

2σ2
y

]
, (4.6)

where σ2
x and σ2

y are the variances in x and y components. For the non-axisymmetric

field line random walk, we again apply the diffusion approximation for the vari-

ances, which are

σ2
x = 〈(∆x)2〉 = 2Dx |∆z′| (4.7)

σ2
y = 〈(∆y)2〉 = 2Dy |∆z′| . (4.8)

Therefore (4.5) and (4.6) are

P (∆x′|∆z′) =
1√

4πDx|∆z′|
exp

[
− (∆x′)2

4Dx|∆z′|

]
(4.9)

P (∆y′|∆z′) =
1√

4πDy|∆z′|
exp

[
− (∆y′)2

4Dy|∆z′|

]
. (4.10)

After that we integrate (4.3) and (4.4) over ∆z′ and z′ and transform the corre-

lation function in Fourier space. Finally, we obtain the coupled equations for Dx

and Dy as

Dx =
〈(∆x)2〉

2∆z
=

1√
2π

1

B2
0

∫ ∞

−∞

1− cos(kz∆z)

k2
z∆z

P slab
xx (kz)dkz

+
1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞

P 2D
xx (kx, ky)

(Dxk2
x + Dyk2

y)

[
1− g

[
(Dxk

2
x + Dyk

2
y)∆z

]]
dkxdky

(4.11)

Dy =
〈(∆y)2〉

2∆z
=

1√
2π

1

B2
0

∫ ∞

−∞

1− cos(kz∆z)

k2
z∆z

P slab
yy (kz)dkz

+
1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞

P 2D
yy (kx, ky)

(Dxk2
x + Dyk2

y)

[
1− g

[
(Dxk

2
x + Dyk

2
y)∆z

]]
dkxdky.

(4.12)
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When we choose a large ∆z, (4.11) and (4.12) become

Dx −Dslab
x =

1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞

P 2D
xx (kx, ky)

(Dxk2
x + Dyk2

y)
dkxdky (4.13)

Dy −Dslab
y =

1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞

P 2D
yy (kx, ky)

(Dxk2
x + Dyk2

y)
dkxdky, (4.14)

where

Dslab
x =

√
π

2

P slab
xx (0)

B2
0

=
`xfsxδb

2

B2
0

(4.15)

Dslab
y =

√
π

2

P slab
yy (0)

B2
0

=
`y(1− fsx)δb

2

B2
0

. (4.16)

where `x and `y are the correlation lengths in x and y directions respectively and

fsx is the fraction of slab energy in the x direction, fsx = 〈b2
x〉slab/〈b2〉.

For the axisymmetric case, A(kx, ky) is constant along circles of constant√
k2

x + k2
y in (kx, ky) space. For the non-axisymmetric case, we assume an ellipse

with a major axis β and a minor axis α. Then, we can say that A(kx, ky) is con-

stant along ellipses in (kx, ky) space of constant
√

k2
x/α

2 + k2
y/β

2. See Figure 4.1

for a comparison between axisymmetric and non-axisymmetric cases. Therefore,

for this case, A can be written as a function of
√

k2
x/α

2 + k2
y/β

2. Rewriting

equations (4.13) and (4.14) in terms of A,

Dx −Dslab
x =

1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞

k2
yA
(√

k2
x/α

2 + k2
y/β

2
)

(Dxk2
x + Dyk2

y)
dkxdky (4.17)

Dy −Dslab
y =

1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞

k2
xA
(√

k2
x/α

2 + k2
y/β

2
)

(Dxk2
x + Dyk2

y)
dkxdky. (4.18)

Then we transform kx to k′x = kx/α and ky to k′y = ky/β. The meaning of this

is that we are looking at contours of A in (k′x, k
′
y) space in which the shape of

the contour is a circle. This facilitates the integration. Therefore the equations
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Figure 4.1: Contours of constant power A(kx, ky) of the 2D potential function for
the axisymmetric case and for the type of non-axisymmetric 2D turbulence we
consider.

above become

Dx −Dslab
x =

1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞

k2
yA(
√

k′2x + k′2y )

(Dxα2k′2x + Dyβ2k′2y )
d(αk′x)d(βk′y) (4.19)

Dy −Dslab
y =

1

2π

1

B2
0

∫ ∞

−∞

∫ ∞

−∞

k2
xA(
√

k′2x + k′2y )

(Dxα2k′2x + Dyβ2k′2y )
dk′xdk′y. (4.20)

Next, write (4.19) and (4.20) in polar coordinates in k-space, where k′⊥ =
√

k′2x + k′2y ,

k′x = k′⊥ cos θ, and k′y = k′⊥ sin θ:

Dx −Dslab
x =

αβ

2πB2
0

∫ 2π

0

∫ ∞

0

β2k′2⊥ sin2 θA(k′⊥)

(Dxα2k′2⊥ cos2 θ + Dyβ2k′2⊥ sin2 θ)
k′⊥dk′⊥dθ

=
αβ

2πB2
0Dx

(
α

β

)2 ∫ ∞

0

A(k′⊥)k′⊥dk′⊥

∫ 2π

0

1

cot2 θ +
(

Dy

Dx

)(
β2

α2

)dθ

(4.21)

Dy −Dslab
y =

αβ

2πB2
0

∫ 2π

0

∫ ∞

0

α2k′2⊥ cos2 θA(k′⊥)

(Dxα2k′2⊥ cos2 θ + Dyβ2k′2⊥ sin2 θ)
k′⊥dk′⊥dθ
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=
αβ

2πB2
0Dx

∫ ∞

0

A(k′⊥)k′⊥dk′⊥

∫ 2π

0

1

1 +
(

Dy

Dx

)(
β2

α2

)
tan2 θ

dθ.

(4.22)

Since
∫∞

0
[1/(cot2 θ+ρ2)]dθ = 2π/[ρ(ρ+1)] and

∫∞
0

[1/(1+ρ2 tan2 θ)]dθ = 2π/(1+

ρ) where ρ = (
√

Dy/Dy)(β/α) in our integrals, we get

Dx −Dslab
x =

(
αβ

2πB2
0

∫ ∞

0

A(k′⊥)k′⊥dk′⊥

)
β2

α2Dx

1(√
Dy

Dx

) (
β
α

) (
1 +

(√
Dy

Dx

) (
β
α

))
(4.23)

Dy −Dslab
y =

(
αβ

2πB2
0

∫ ∞

0

A(k′⊥)k′⊥dk′⊥

)
1

Dx

1(
1 +

(√
Dy

Dx

) (
β
α

)) .

(4.24)

Equations (4.23) and (4.24) become(
Dx −Dslab

x

) (
Dy + (α/β)

√
DxDy

)
=

(
αβ

B2
0

∫ ∞

0

A(k′⊥)k′⊥dk′⊥

)
(4.25)

(
Dy −Dslab

y

) (
Dx + (β/α)

√
DxDy

)
=

(
αβ

B2
0

∫ ∞

0

A(k′⊥)k′⊥dk′⊥

)
. (4.26)

Considering the quantity on the right hand side, let us call it

I =
αβ

B2
0

∫ ∞

0

A(k′⊥)k′⊥dk′⊥. (4.27)

Transforming k′⊥ back to k′x and k′y coordinates and then back again to kx and

ky,

I =
αβ

2πB2
0

∫ ∞

0

A(k′⊥)k′⊥dk′⊥

∫ 2π

0

dθ

=
αβ

2πB2
0

∫ ∞

−∞

∫ ∞

−∞
A(k′⊥)dk′xdk′y

=
1

2πB2
0

∫ ∞

−∞

∫ ∞

−∞
A(kx, ky)dkxdky

=
〈a2〉
B2

0

=

(
λ̃

b2D

B0

)2

= 2(D2D
⊥ )2 (4.28)
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where λ̃ is called the “ultrascale” [see equation (2.80)].

Finally we get the coupled equations for non-axisymmetric case

(
Dx −Dslab

x

)(
Dy +

α

β

√
DxDy

)
= I

(
Dy −Dslab

y

)(
Dx +

β

α

√
DxDy

)
= I. (4.29)

This set of equations also covers the axisymmetric case. For that case,

we set α = 1 and β = 1, so the coupled equations reduce to

Di =
Dslab

i

2
+

√(
Dslab

i

2

)2

+ (D2D
⊥ )2. (4.30)

To make the coupled equations (4.29) simpler for applications, we set α to

1/
√

ξ and β to
√

ξ , where ξ is an ellipticity parameter related to the anisotropy

of 2D turbulence (ξ2 = D2D
x /D2D

y ). That means that when we increase the major

axis in the y direction, the minor axis in the x direction is decreased to conserve

the area inside the ellipse contour. This case gives us a symmetry between Dx

and Dy. Therefore, the general coupled equations become (Ruffolo, Chuychai, &

Matthaeus 2001)

(
Dx −Dslab

x

)(
Dy +

√
DxDy

ξ

)
= I

(
Dy −Dslab

y

) (
Dx + ξ

√
DxDy

)
= I. (4.31)

These equations are straightforward to solve numerically for a given case of in-

terest. Furthermore, it is possible to scale diffusion coefficients according to D⊥

and anisotropies according to ξ to reduce the above to equations that depend on

only two parameters, allowing their limiting behavior to be readily eludicated.
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4.3 Interpretation

While the coupled bi-quadratic equations (4.31) are not difficult to solve,

for certain physical limits there are closed-form solutions with interesting in-

terpretations. There are certain physical inputs one should specify for a given

application, e.g., for solar modulation of galactic cosmic rays in different parts

of the heliosphere, or anomalous cosmic ray acceleration at different parts of the

solar wind termination shock. The “user” of this calculation should specify:

B0, the mean magnetic field,

δb, the root-mean-squared turbulent magnetic field,

fs, the slab fraction of turbulent energy,

η2 ≡ fsx/fsy, the slab anisotropy,

`x, the correlation length of δbslab
x ,

`y, the correlation length of δbslab
y ,

λ̃, the ultrascale (of 2D turbulence), and

ξ, the anisotropy of 2D turbulence (ξ2 = D2D
x /D2D

y ).

In many applications, direct measurements of these quantities are not

available, so one must make educated guesses or ad hoc approximations. Here we

present solutions of the general equations (4.31) for specific limits and approxima-

tions. Naturally, the simplest approximation is that either slab or 2D turbulence

can be neglected. For the case that 2D turbulence is absent, we recover the Jokipii
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and Parker (1968) results for slab turbulence,

Dslab
i =

`ifsiδb
2

B2
0

(i = x, y), (4.32)

where `i and fsi are the correlation length and fraction of turbulent energy, re-

spectively, of the i-component of slab turbulence. We also can write Dslab
x and

Dslab
y in terms of η and fs instead of fsi:

Dslab
x =

η2

η2 + 1

`xfsδb
2

B2
0

(4.33)

Dslab
y =

1

η2 + 1

`yfsδb
2

B2
0

. (4.34)

Eqs. (4.33) and (4.34) yield η2 = Dslab
x /Dslab

y when `x = `y. In limit that the slab

fraction goes to zero, we have the field line diffusion coefficients

D2D
x = ξD2D

⊥

D2D
y =

1

ξ
D2D
⊥

D2D
⊥ =

λ̃δb√
2B0

. (4.35)

Then we obviously see that ξ =
√

D2D
x /D2D

y .

Let us return to the case where 2D and slab turbulence are both present.

If η and ξ are not known, a simple approximation is to set them equal (η = ξ). Let

us also set `x = `y. Thus we implicitly know that the anisotropy δ =
√

Dx/Dy is

also equal to ξ. Therefore, equations (4.31) decouple to these two equations:(
Dx −

ξ2

ξ2 + 1

`xfsδb
2

B2
0

)(
Dx

ξ2

)
=

I

2
(4.36)(

Dy −
1

ξ2 + 1

`yfsδb
2

B2
0

)(
ξ2Dy

)
=

I

2
. (4.37)
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The solutions for this case are

Dx =
1

2


(

ξ2

ξ2 + 1

`xfsδb
2

B2
0

)
+

√(
ξ2

ξ2 + 1

`xfsδb2

B2
0

)2

+ 4ξ2 (D2D
⊥ )

2

(4.38)

Dy =
1

2


(

1

ξ2 + 1

`xfsδb
2

B2
0

)
+

√(
1

ξ2 + 1

`xfsδb2

B2
0

)2

+ 4
(D2D

⊥ )
2

ξ2

 . (4.39)

The above solutions for Dx and Dy reduce to the form obtained by Matthaeus

et al. (1995) as in (4.30). Furthermore, if all other input values are fixed but η

and ξ both tend to 0 or ∞, then from (4.38) and (4.39) it can be shown that

the 2D contribution dominates. That is, when ξ tends to zero, Dx → ξD2D
⊥ and

Dy → D2D
⊥ /ξ and when ξ goes to ∞, Dx → ξD2D

⊥ and Dy → D2D
⊥ /ξ. Thus

if one employs such limits, say in the outer heliosphere where field fluctuations

might become increasingly anisotropic (e.g., if “frozen in” the solar wind), then

one must also use Di ∝ D2D
⊥ ∝ δbi/B0 (see eq. [2.81]).

For convenience in analyzing the coupled equations (4.31), we can rewrite

all variables to compare with the 2D part, yielding

D′
⊥ =

D⊥

D2D
⊥

, Ds
⊥
′ =

Dslab
⊥

D2D
⊥

, (4.40)

δ′ =
δ

ξ
, η′ =

η

ξ
, (4.41)

where we define D⊥, D2D
⊥ , and Dslab

⊥ as the geometric means
√

DxDy,
√

D2D
x D2D

y ,

and
√

Dslab
x Dslab

y , respectively. Thus, for input values of Ds
⊥
′ and η′, we have two

coupled equations with two known parameters and two unknown parameters D′
⊥

and δ′,

D′
⊥

(
1

δ′
+ 1

)
(δ′D′

⊥ − η′Ds
⊥
′) = 2 (4.42)

D′
⊥(δ′ + 1)

(
D′
⊥

δ′
− Ds

⊥
′

η′

)
= 2. (4.43)
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Now suppose that η →∞, while ξ is fixed. Since

Ds
⊥
′ =

√
2`

λ̃

η

η2 + 1

fs√
1− fs

δb

B0

(4.44)

η′Ds
⊥
′ =

√
2`

λ̃

η2

η2 + 1

1

ξ

fs√
1− fs

δb

B0

(4.45)

Ds
⊥
′

η′
=

√
2`

λ̃

ξ

η2 + 1

fs√
1− fs

δb

B0

, (4.46)

where `x = `y = `, the terms Ds
⊥
′/η′ and Ds

⊥
′η′ go to zero and a constant,

respectively. Then the coupled equations become

D′
⊥

(
1

δ′
+ 1

)
(δ′D′

⊥ − η′Ds
⊥
′) = 2 (4.47)

D′
⊥(δ′ + 1)

(
D′
⊥

δ′

)
= 2. (4.48)

For this case, if Ds
⊥
′η′ � 1 which implies Dslab

x � D2D
x , the equations above are

D′
⊥

(
1

δ′
+ 1

)
(δ′D′

⊥) = 2

D′
⊥(δ′ + 1)

(
D′
⊥

δ′

)
= 2.

The solutions are D′
⊥ ≈ 1 and δ′ ≈ 1. That is, when η →∞ and Dslab

x << D2D
x ,

the diffusion coefficients tend to 2D values (Di ≈ D2D
i ). If instead Ds

⊥
′η′ � 1

which implies Dslab
x � D2D

x , considering (4.47) we know that D′
⊥δ′ must be greater

than Ds
⊥
′η′ because the left hand side of that equation needs to be positive. Thus

δ′ > Ds
⊥
′η′/D′

⊥. From (4.48), we can write

δ′ =
D′2
⊥

2−D′2
⊥

(4.49)

and also

D′
⊥ =

√
2

1 + 1/δ′
. (4.50)
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Substituting (4.49) into (4.47), we see that

(δ′ − 1)D′
⊥ = η′Ds

⊥
′ � 1. (4.51)

Here we know from (4.49) that 0 ≤ D′
⊥ <

√
2, so δ′ � 1. Therefore, from

(4.50) and (4.51), we obtain D′
⊥ ≈

√
2 and δ′ ≈ Ds

⊥
′η′/
√

2. Converting these to

diffusion coefficients, the solutions for the case where η → ∞ and Dslab
x � D2D

x

are Dx ≈ Dslab
x and Dy ≈ 2D2D

x D2D
y /Dslab

x , which is much lower than D2D
y . The

increased slab turbulence in the x-direction leads to decreased y-diffusion. That

means when Dslab
x makes Dx very large, it decorrelates the random flights in the

y direction and also decreases the mean free path in the y direction and Dy. If

η instead goes to zero, the roles of x- and y-components are reversed. That is if

Dslab
y � D2D

y , then the diffusion coefficients tend to 2D values. If, on the other

hand, Dslab
y � D2D

y , then Dy ≈ Dslab
y and Dx ≈ 2D2D

x D2D
y /Dslab

y , which is much

lower than D2D
x .

Finally, we consider the case where ξ → ∞ for fixed η. If Dslab
⊥ � D2D

⊥ ,

then Di ≈ Dslab
i . If Dslab

⊥ � D2D
⊥ , then Dy ≈ Dslab

y while Dx ≈ 2D2D
x D2D

y /Dslab
y ,

which is again much lower than D2D
x .

4.4 Numerical Confirmation

In the numerical work, we simulate field lines in a large box in which the

magnetic field is turbulent in order to compute the x- and y- diffusion coefficients.

For field line tracing, we numerically solve the field line equations,

dx

dz
=

bx

B0

and
dy

dz
=

by

B0

. (4.52)

The magnetic field components on the right hand sides are generated in wave

number space (k-space) before conversion to real space. Thus, first, we have
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to specify the magnetic power spectrum in k-space. The steps to simulate the

non-axisymmetric field lines are same as we presented in Chapter 3 except that

we adapt the magnetic field generating routine to produce the non-axisymmetric

fields.

4.4.1 2D and Slab Spectra

In order to simulate non-axisymmetric turbulence, we construct the

power spectra differently in x and y directions. For slab turbulence, we set the

power spectrum for simulations as

P slab
ii (kz) =

Cslab
i

[1 + (kz`zi)2]5/6
, (i = x, y), (4.53)

where Cslab
i is a normalization constant of the i-component which depends on

the turbulence energy in x and y directions for slab part, and `zi is the parallel

correlation scale of the i-component. For the 2D component, we instead specify

power spectrum A(kx, ky) because the power spectra P 2D
xx and P 2D

yy can be written

as

P 2D
xx (kx, ky) = k2

yA(kx, ky)

P 2D
yy (kx, ky) = k2

xA(kx, ky). (4.54)

Then axisymmetry of 2D turbulence would imply that A depends only on the

magnitude k⊥ =
√

k2
x + k2

y, i.e., would be constant along circles in (kx, ky) space.

Here, for non-axisymmetric 2D turbulence, we suggest a form in which A is

instead constant along ellipses in (kx, ky) space, with an ellipticity parameter ξ

defined as the aspect ratio as shown in Figure 4.2. Thus we can write A as a

function of k′⊥ =
√

ξk2
x + k2

y/ξ. The function of A that we use for simulation is

A(k′⊥) =
C2D

[1 + (k′⊥`⊥)2]7/3
. (4.55)
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Figure 4.2: Contours of constant power of the 2D potential function for the ax-
isymmetric case and for the type of non-axisymmetric 2D turbulence we consider
in terms of the ellipticity parameter ξ.

This form of the 2D spectrum also permits the axisymmetric case when ξ = 1.

Now we have the spectra of magnetic turbulence. The relations between

the magnetic field fluctuations and power spectra are

bslab
x (kz) =

√
P slab

xx eiφ(kz) (4.56)

bslab
y (kz) =

√
P slab

yy eiφ(kz) (4.57)

b2D
x (kx, ky) = −iky

√
A(kx, ky)e

iφ(kx,ky) (4.58)

b2D
y (kx, ky) = ikx

√
A(kx, ky)e

iφ(kx,ky), (4.59)

where φ is a random phase number. After we have the magnetic fluctuations in

k-space, we use inverse Fourier transforms to convert them to real space. Now

we have the 2D and slab fluctuations in the simulation box. Next, the field line

equation is solved by a fourth-order Runge-Kutta method with adaptive step
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size control. After we get the positions of each field line, yielding the diffusion

coefficients, we calculate 〈∆x2〉 and 〈∆y2〉 from the field line data and compute

the running diffusion coefficients, i.e., the slope at each ∆z in a plot of 〈∆x2〉 or

〈∆y2〉 vs. 2∆z. The diffusion coefficient values from the numerical results come

from the partial average of the running coefficient at ∆z much greater than the

correlation length. To ensure that we have enough of a sample for good statistics

and to avoid periodicity effects, we randomly set starting points of the field lines

in the box, change 2D realizations for every simulation, and trace the field lines

to only a few percent of the box size.

4.4.2 Simulations and Results

To verify the theory, we perform the simulations for three cases. For

the first case, we confirm the theory for pure non-axisymmetric slab turbulence.

In the second case, we simulate field lines in 2D+slab models that are non-

axisymmetric only in the 2D component but isotropic in the slab component

(Dslab
x = Dslab

y ). In the last case, the field lines are simulated in both non-

axisymmetric 2D and slab fields. The results from simulations are compared

with the discrete theory.

Case I: Non-axisymmetric Slab Turbulence without a 2D Component

We set Lx = Ly = Lz = 100, 000`zx and trace the field lines over only 2.5%

of Lz. For the number of grid points, we set Nz = 222 ≈ 4 million. The parameters

governing anisotropy for this case are fx, `zx, and `zy. In the axisymmetric case,

we usually set `zx = `zy = 1 and fx = fy = 0.5, where fx = 〈b2
x〉slab/〈b2〉slab and

fy = 〈b2
y〉slab/〈b2〉slab. Thus if we change these three parameters to other values,

the system becomes non-axisymmetric. In this simulation we set δb/B0=0.5 as a
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constant for all runs. Their values and differences are shown in Table 4.1. Clearly

the simulation results match the theory quite closely.

Table 4.1: Discrete theory and simulation results for the diffusion coefficients and
their differences when we vary fx, `zx, for `zy.

Run fx `zx `zy Dx Dy Dx Dy ∆Dx ∆Dy

theory theory sim. sim. (%) (%)

1 0.50 1.0 1.0 0.09762 0.09762 0.09591 0.09632 -1.75 -1.33
2 0.25 1.0 1.0 0.04881 0.14644 0.04879 0.14400 -0.04 -1.67
3 0.75 1.0 1.0 0.14644 0.04881 0.14859 0.04815 +1.47 -1.35
4 0.50 1.0 2.0 0.09762 0.19200 0.09717 0.19738 -0.46 +2.80
5 0.50 1.0 0.5 0.09762 0.05016 0.09989 0.04875 +2.33 -2.81
6 0.50 2.0 1.0 0.19200 0.09762 0.19011 0.09640 -0.98 -1.25
7 0.50 0.5 1.0 0.05016 0.09762 0.04941 0.09661 -1.50 -1.03
8 0.75 1.0 2.0 0.14644 0.09600 0.14338 0.09625 -2.09 +0.26

Case II: Non-axisymmetric 2D Turbulence with Axisymmetric Slab

Turbulence

We keep all parameters for the slab component constant and axisymmet-

ric, i.e., fx = 0.5fs, where fs is the fraction of slab energy, `zx=1, and `zy=1,

and vary only the ellipticity ξ of A(kx, ky). Figure 4.3 shows the relationship

between the spectrum A(kx, ky) and potential function a(x, y) when we vary ξ.

Therefore, in theory, Dslab
x = Dslab

y and they are constant for all of these runs.

Moreover we set `⊥ = 1 and δb/B0 = 0.5, and perform two sets of simulations.

One is for Eslab : E2D = 20:80 and another one is for Eslab : E2D = 80:20. For

the simulations, we trace 1,000 field lines in the large box with Lz = 100, 000`zx

and Lx = Ly = 200`zx and the numbers of grid points are Nx = Ny = 4, 096

and Nz = 222. The 2D realization is changed for every field line and the starting

position of field lines is chosen randomly in the box. Tables 4.2 and 4.3 indicate
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the numerical and theoretical values and the errors when we vary the ellipticity ξ

for 20:80 and 80:20 cases. The theoretical values and numerical results for those

two cases are plotted as Figures 4.4 and 4.5. For Eslab : E2D = 20:80, we add two

columns with kurtosis values of each component, which are κx = 〈∆x4〉/〈∆x2〉2

and κy = 〈∆y4〉/〈∆y2〉2, to test for Gaussian distributions, which have a kur-

tosis of 3. We conclude that all kurtosis values are consistent with Gaussian

distributions.

Table 4.2: Comparison between numerical results and theoretical results of the
diffusion coefficients for 20% slab and 80% 2D energies when ξ is varied.

Run ξ Dx Dy Dx Dy ∆Dx ∆Dy κx = κy =

theory theory sim. sim. (%) (%) 〈∆x4〉
〈∆x2〉2

〈∆y4〉
〈∆y2〉2

1 0.25 0.0550 0.4038 0.0556 0.3767 +1.15 -6.72 2.90 3.05
2 1/3 0.0711 0.3748 0.0722 0.3449 +1.60 -7.98 3.00 3.01
3 0.5 0.1053 0.3172 0.1016 0.2771 -3.50 -12.64 3.01 2.95
4 2/3 0.1392 0.2692 0.1340 0.2386 -3.77 -11.36 3.15 3.05
5 1.0 0.2000 0.2000 0.1812 0.1778 -9.43 -11.10 3.09 2.97
6 1.5 0.2692 0.1392 0.2350 0.1310 -12.70 -5.88 3.04 3.01
7 2.0 0.3172 0.1053 0.2897 0.1021 -8.68 -3.02 2.98 2.93
8 3.0 0.3748 0.0711 0.3535 0.0699 -5.68 -1.73 3.02 2.95
9 4.0 0.4038 0.0550 0.3758 0.0572 -6.94 +4.07 3.02 2.89
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Table 4.3: Comparison between numerical results and theoretical results of the
diffusion coefficients for 80% slab and 20% 2D energies when ξ is varied.

Run ξ Dx Dy Dx Dy ∆Dx ∆Dy

theory theory sim. sim. (%) (%)

1 0.25 0.0923 0.1508 0.0894 0.1651 -3.20 +9.44
2 1/3 0.0991 0.1574 0.0984 0.1653 -0.69 +5.06
3 0.5 0.1122 0.1595 0.1155 0.1688 +2.91 +5.84
4 2/3 0.1241 0.1554 0.1283 0.1636 +3.38 +5.27
5 1.0 0.1418 0.1418 0.1439 0.1448 +1.51 +2.16
6 1.5 0.1554 0.1241 0.1640 0.1275 +5.58 +2.72
7 2.0 0.1597 0.1123 0.1653 0.1119 +3.49 -0.41
8 3.0 0.1574 0.0991 0.1700 0.0981 +8.02 -0.93
9 4.0 0.1508 0.0923 0.1622 0.0904 +7.51 -2.09
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Figure 4.3: Relationship between the autocorrelation A(kx, ky) and the potential
function a(x, y). The scales of the A(kx, ky) plot indicate the number of modes
in (kx,ky) space and the contour plots of a(x, y) in the right panel are only small
pieces cut from the large simulation area.
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Figure 4.4: Diffusion coefficients from theory and simulations for Eslab : E2D =
20 : 80 when we vary only the ellipticity ξ.
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Figure 4.5: Diffusion coefficients from theory and simulations for Eslab : E2D =
80 : 20 when we vary only the ellipticity ξ.
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Case III: Non-axisymmetric Slab and 2D Turbulence

To be sure that the theory also works for the various cases in which both

the slab and 2D turbulence are non-axisymmetric, we vary the parameters that

cause non-axisymmetry of the 2D+slab turbulent field. We use the box size and

other parameters as in case II but vary fx/fs, `zx, `zy, and ξ. Table 4.4 shows

the results for this case.

Table 4.4: Discrete theory and simulation values and their differences when we
vary all non-axisymmetry parameters.

Eslab : fx `zx `zy ξ Dx Dy Dx Dy ∆Dx ∆Dy

E2D theory theory sim. sim. (%) (%)

20:80 0.25 1.0 1.0 1.0 0.18260 0.21824 0.15744 0.20091 -13.78 -7.94
20:80 0.5 1.0 2.0 1.0 0.18881 0.22193 0.17234 0.20854 -8.72 -6.03
20:80 0.75 1.0 2.0 2.0 0.30971 0.11456 0.30420 0.10064 -1.78 -12.15
80:20 0.25 1.0 1.0 1.0 0.09353 0.19602 0.09823 0.19983 +5.02 +1.94
80:20 0.5 1.0 2.0 1.0 0.14387 0.19154 0.13487 0.21980 -6.26 +14.75
80:20 0.75 1.0 2.0 2.0 0.19869 0.10668 0.21412 0.10718 +7.77 +6.10

4.5 Summary

We analytically derive the diffusion coefficients in x and y directions

for the non-axisymmetric field line random walk with using homogeneity, the

diffusion approximation, and Corrsin’s independent hypothesis. For slab turbu-

lence, we make the parallel correlation lengths and slab fluctuations different in

x and y directions and we suggest the form that the power spectrum A(kx, ky)

is constant along ellipses in (kx, ky) space for the 2D turbulence. The solution is

non-perturbative and in the simple form of coupled bi-quadratic equations. We

also show the closed-form expressions for special cases of interest in the helio-
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spheric transport of charge particles, such as solar modulation of cosmic rays and

particle acceleration at a nearly perpendicular shock.

For the numerical simulations, we can see that the numerical results and

theory have very good agreement. For the first case, pure non-axisymmetric slab

turbulence, the simulations agree very well with the theory. The differences are

less than 3%. It is interesting to note the discrepancy between simulations and

theory when Eslab : E2D = 20 : 80 and the field is non-axisymmetric only in

the 2D component. This is large (9%-13%) when ξ is near 1 and it drops when

ξ � 1 and ξ � 1. Moreover, the discrepancy in the direction that gives a

large diffusion coefficient is always greater than that in the direction that gives

a small number. When we decrease the fraction of turbulent energy in the 2D

component to 20% (Eslab : E2D = 80 : 20), the differences between theory and

numerical results decrease. It seems that the 2D energy affects the discrepancy

between theory and simulations. However, the differences are still within 15%,

which is similar that obtained in Gray et al. (1996). Furthermore, the theory is

also verified in the case where both slab and 2D turbulence are non-axisymmetric.

According to the numerical simulations, the theory of field line random walk in

non-axisymmetric 2D and slab turbulence, which is based on the assumptions

of homogeneity, a Gaussian distribution and the diffusion approximation, and

Corrsin’s independent hypothesis, works very well. In addition, the topology of

the potential function of 2D turbulence is important for further understanding of

the diffusion of field lines. Finally, the theory and numerical simulations can be

applied to various astrophysical situations, especially in the solar wind, in order

to study the diffusion of the field lines and charged particles.



Chapter 5

Field Line Separation

5.1 Introduction

The random walk of individual magnetic field lines relative to the mean

magnetic field and the rate of separation of nearby field lines are key issues in

defining the topology and structure of random magnetic fields in magnetohy-

drodynamic (MHD) turbulence. The statistics of such a random walk are often

central to understanding the diffusion of energetic charged particles perpendic-

ular to the mean magnetic field in astrophysical plasmas (Jokipii 1966; Jokipii

& Parker 1968). Perpendicular diffusion is an important component of the solar

cycle dependent modulation of Galactic cosmic rays (Parker 1965; Moraal 1976;

Cane et al. 1999; Reinecke et al. 2000). Determining the rate of perpendicular

diffusion of energetic particles in the heliosphere may be crucial in distinguish-

ing between two popular models for explaining the dramatic observations by the

ULYSSES spacecraft of apparent corotating interaction region (CIR) modulation

of Galactic and anomalous cosmic rays (Kunow et al. 1995; McKibben et al. 1995;

Simpson et al. 1995) and acceleration of low energy electrons and ions (Sanderson

et al. 1995; Simnett et al. 1995) at higher heliospheric latitudes than where CIRs

were observed, i.e., the models of Kóta & Jokipii (1995) and Fisk (1996). Other

issues of energetic particle transport in the heliosphere may rely upon details of

perpendicular diffusion, such as the poor access of Galactic cosmic rays into a

corona mass ejection (Cane et al. 1994) that can account for the deep minima
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of Forbush decreases, or energetic particle acceleration at a nearly perpendicular

shock (Jokipii 1987; Jokiipi et al. 1993; Kirk et al. 1996; Jones et al. 1998).

On the other hand, there are also situations in which the behavior of

distributions of energetic charged particles might be better understood in terms

of the mutual separation of field lines than by the random walk of individual field

lines (Jokipii 1973). Indeed for an initially concentrated distribution of particles

(assumed to be following field lines) to spread in the directions perpendicular to

the mean magnetic field requires that the field lines threading the distribution

mutually separate; a correlated wandering of nearby field lines would just displace

the particle distribution without distorting it. Figure 5.1 illustrates the random

walk perpendicular to the mean field (∆x), the displacement between nearby field

lines (X ≡ x2−x1), and their separation ∆X ≡ X−X0. In the extreme case that

two turbulent field lines are completely decorrelated, the mean squared separation

would be twice the mean squared random walk. On the other hand, two nearby

field lines could follow highly correlated trajectories with a mutual separation

much lower than the displacement from the mean field, as represented by the

lower two field lines in Figure 5.1. Therefore field line separation is a sensitive

probe of the dissimilarity of nearby field lines and the transverse structure of

magnetic turbulence.

One application of calculating the field line separation is to address the

long-recognized phenomenon of “channeling” or sudden changes in the fluxes

of solar energetic particles (SEP), which has been revisited by recent, detailed

measurements of Mazur et al. (2000), who refer to such events as “dropouts.”

These are presumably due to sudden changes in magnetic connection to a spatially

localized injection region. This picture requires that field lines that are adjacent
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Figure 5.1: Illustration of the magnetic field line random walk perpendicular to
the mean field (∆x), displacement between nearby field lines (X ≡ x2− x1), and
their separation (∆X ≡ X −X0). The present work calculates the mean squared
separation vs. distance along the mean field.

when near the Sun remain confined to localized flux tubes out to distances ∼ 1

AU along the mean field.

In particular, Mazur et al. (2000) identify episodes of dramatic SEP in-

tensity changes on an average timescale of 3 hr, corresponding to a spatial (lon-

gitudinal) scale of 0.03 AU. Giacalone et al. (2000) point out that if there is

effectively no turbulent random walk, one can understand dropouts in terms

of the field line random walk due to photospheric motions. This leads to the

question: Why is there no apparent turbulent random walk? There certainly is

turbulence in the interplanetary medium. One might expect a longitudinal diffu-
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sion of field lines (due to the 2D component of solar wind fluctuations) to a scale

of (∆x)rms =
√

2D⊥∆z, where the diffusion coefficient of the turbulent random

walk is D⊥ = (b/B0)(λ̃/
√

2) (Matthaeus et al. 1995) and λ̃ is the “ultrascale” or

“mesoscale,” inferred from observations to be ∼ 0.2 AU (Matthaeus, Smith, &

Bieber 1999). For a typical root-mean-squared turbulent magnetic field of half

the mean field, b = 0.5B0, the expected longitudinal scale of the turbulent ran-

dom walk is 0.37 AU, which would wash out the observed dropouts. One possible

explanation might be that the separation of nearby field lines, which controls the

spread of particles from a small injection region near the Sun, could be much

slower than the turbulent random walk relative to the mean field, as illustrated

in Figure 5.1. This issue, which will be discussed again in Section 5.5, is just one

example of an astrophysical problem related to the separation of nearby magnetic

field lines.

The theory of the separation of adjacent field lines has been examined

by Jokipii (1973) and Zimbardo et al. (1984). This issue has been recognized

as relevant to physical processes in fusion plasmas (e.g., Rechester & Rosenbluth

1978; Kadomtsev & Pogutse 1979; Isichenko 1991a, 1991b), the solar corona (e.g.,

Similon & Sudan 1989), energetic particle transport in the heliosphere (Erdős

et al. 1997, 1999), cosmic ray transport and acceleration in the Galaxy (Barge,

Millet, & Pellat 1984; Chandran 2000), and thermal conduction in galaxy clusters

(Maron, Chandran, & Blackman 2004). Much attention has been devoted in

the past to description of the exponential separation of field lines (Rechester &

Rosenbluth 1978; Kadomtsev & Pogutse 1979), in the régime of small separation

before the field lines undergo independent random walks, owing to the relationship

of that phenomenon to mixing in ergodic theory (Zaslavsky & Chirikov 1972) and
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stochastic instability in general. In the present paper we will be mainly concerned

with régimes of diffusive behavior, although we will comment on the relationship

between these two views of field line separation. The length scale along the

mean field over which field lines separate by a perpendicular coherence scale is

relevant to incompressible MHD turbulence (Goldreich & Sridhar 1997; Lithwick

& Goldreich 2001).

Apart from the observational issues discussed above, there are also a num-

ber of theoretical issues that provide motivation for reconsidering field line sepa-

ration in a “realistic” (or, at least, observationally motivated) three-dimensional

model magnetic field. For example, one feature of turbulence structure that has

become recognized in recent years (Jones et al. 1998) is that models that are

one dimensional (“slab”) or that admit even one ignorable coordinate give rise

to pathological statistical representations of particle transport. There are also

indications that the stochastic instability of field lines has a character in models

having small numbers of coherent modes that contrasts strongly with its charac-

ter in a continuum of incoherent modes (Rax & White 1992). It is reasonable to

anticipate that such differences would impact the onset and nature of diffusion.

One is cautioned, then, that some properties that emerge from simplified models

of field line separation should not be taken as rigorous, especially in the light of

better understood properties from observations and turbulence simulations. An

example is the rather general identification of the correlation scale with the ex-

ponential separation scale (e.g., Sagdeev et al. 1988), although this is not a well

understood relationship (Recheter & Rosenbluth 1978). Similarly, the identifica-

tion of the correlation scale of magnetic fluctuations with the correlation scale of

the spatial gradients of the fluctuations (Isichenko 1991a) is manifestly incorrect
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for turbulence having distinct inner and outer scales. Moreover for homogeneous

turbulence, the correlation scale of derivatives, i.e., the Taylor microscale, may

differ from the fluctuation correlation scale by orders of magnitude (Batchelor

1953). This difference is at least three or four orders of magnitude in the solar

wind (Matthaeus & Goldstein 1982). Finally we note that the realm of applica-

bility of the perturbative quasi-linear (QLT) limit is often expressed (Isichenko

1991a) in terms of a dimensionless (Kubo) number R = (b/B0)(λ‖/λ⊥), where

λ‖ and λ⊥ are, respectively, correlation scales in the directions parallel to and

perpendicular to the large scale mean magnetic field B0. QLT is supposed to be

accurate when R << 1. While qualitatively correct, we can see that a criterion

based solely upon R cannot be complete, in view of the fact that the contri-

bution to field line diffusion due to a quasi-two-dimensional component of the

turbulence (Matthaeus et al. 1995) depends upon not λ⊥ but a distinct scale

(the “ultrascale,” see below) that characterizes large-scale transverse magnetic

structure.

In the following sections we re-examine the theory of the separation of

adjacent field lines in astrophysical MHD turbulence, in light of improved un-

derstanding of solar wind turbulence in recent years (Matthaeus, Goldstein, &

Roberts 1990; Bieber et al. 1994). We consider field line separation in two-

component turbulence consisting of a slab component that varies only along the

mean field, as well as a two-dimensional component that varies only in the two

transverse directions, which has been shown to serve as a useful model of solar

wind turbulence (Bieber, Wanner, & Matthaeus 1996). This turbulence model

can also be viewed as a concrete example that is representative of anisotropic

turbulence in general, i.e., turbulence that varies differently along or perpendic-
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ular to the mean magnetic field. We proceed using a non-perturbative approach

similar to that which has been used previously (Matthaeus et al. 1995; Gray

et al. 1996) to examine the field line random walk. The main development of

the analytical theory for the field line separation has been done by Assoc. Prof.

David Ruffolo and Prof. William H. Matthaeus. The analytic results are verified

by computer simulations, which is the part on which I concentrated. We then

consider their astrophysical implications. We already published this work in the

Astrophysical Journal (Ruffolo, Matthaeus, & Chuychai 2004).

5.2 Analytic theory

In this section, we derive the separation of two magnetic field lines in two-

component 2D+slab turbulence. Now we consider the lateral coordinates of two

different field lines, x1(z), y1(z), x2(z), and y2(z), expressing the displacement

between them by X ≡ x1 − x2 and Y ≡ y1 − y2 (see Figures 5.1 and 5.2).

Without loss of generality, we consider X(z = 0) = X0 and Y (z = 0) = 0, i.e.,

the x-direction is defined to be along the displacement between the two field lines

at z = 0. Then the separation of the field lines is expressed as the change in

displacement, (∆X, ∆Y ), as a function of distance ∆z along the mean magnetic

field.

Note that although the turbulence can be assumed to be statistically ho-

mogeneous and axisymmetric in position space (x, y), the same cannot be said

for displacement space (X, Y ) (see Figure 5.3). In particular, when considering

the correlation between the 2D component of the turbulent field, ~b2D, at the po-

sitions of the two field lines, there is a fundamental difference between a distance

much less than `⊥ (strong correlation) and a distance much greater than `⊥ (weak



101

Figure 5.2: Schematic of two random field lines and definition of various quanti-
ties.

correlation). When we define the initial displacement as (X0, 0), then the sep-

aration in the two directions, ∆X and ∆Y , need not be statistically identical,

as we will show mathematically in this section. Physically, ∆X initially repre-

sents a changing distance between the two field lines, while ∆Y initially implies

a changing orientation of the displacement (Figure 5.3). After a large ∆z, when√
〈∆X2〉 and

√
〈∆Y 2〉 are both much greater than `⊥, the separation becomes

axisymmetric, with
√
〈∆X2〉 ≈

√
〈∆Y 2〉.

Let us first treat ∆X, the x-separation between two field lines after a

distance ∆z, which can be expressed as (Jokipii 1973):

∆X = ∆x1 −∆x2 =
1

B0

∫ ∆z

0

[bx(x
′
1, y

′
1, z

′)− bx(x
′
2, y

′
2, z

′)]dz′. (5.1)

Then we have

〈∆X2〉 =
1

B2
0

∫ ∆z

0

∫ ∆z

0

〈bx(x
′
1, y

′
1, z

′)bx(x
′′
1, y

′′
1 , z

′′)〉dz′dz′′
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Figure 5.3: Schematic of the separation of field lines, i.e., the change in displace-
ment (X, Y ) between two field lines for a small initial displacement (X0, 0). a)
2D turbulence is strongly correlated only for displacements within the dashed
circle, of less than a perpendicular coherence length `⊥. Panels b-d illustrate
the distribution of field line displacements with increasing ∆z. b) Slow diffusive
separation. c) Superdiffusive separation. d) Fast diffusive separation.

+
1

B2
0

∫ ∆z

0

∫ ∆z

0

〈bx(x
′
2, y

′
2, z

′)bx(x
′′
2, y

′′
2 , z

′′)〉dz′dz′′

− 1

B2
0

∫ ∆z

0

∫ ∆z

0

〈bx(x
′
1, y

′
1, z

′)bx(x
′′
2, y

′′
2 , z

′′)〉dz′dz′′

− 1

B2
0

∫ ∆z

0

∫ ∆z

0

〈bx(x
′
2, y

′
2, z

′)bx(x
′′
1, y

′′
1 , z

′′)〉dz′dz′′. (5.2)
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From the symmetry of “1” and “2” indices, we have

〈∆X2〉 = 2I11 − 2I12, (5.3)

where we define

I11 = 〈∆x2〉 =
1

B2
0

∫ ∆z

0

∫ ∆z

0

〈bx(x
′
1, y

′
1, z

′)bx(x
′′
1, y

′′
1 , z

′′)〉dz′dz′′, (5.4)

I12 =
1

B2
0

∫ ∆z

0

∫ ∆z

0

〈bx(x
′
1, y

′
1, z

′)bx(x
′′
2, y

′′
2 , z

′′)〉dz′dz′′. (5.5)

Since slab fluctuations are independent of x and y coordinates, the contributions

of slab turbulence to I11 and I12 are equal. Thus the direct slab contributions to

〈∆X2〉 cancel, which makes sense because in pure slab turbulence the two field

lines maintain a constant relative displacement at all z. This leaves us with

〈∆X2〉 = 2〈∆x2〉2D −
2

B2
0

∫ ∆z

0

∫ ∆z

0

〈b2D
x (x′1, y

′
1, z

′)b2D
x (x′′2, y

′′
2 , z

′′)〉dz′dz′′. (5.6)

An equation for 〈∆Y 2〉 can be obtained by the substitutions ∆X → ∆Y , ∆x →

∆y, and bx → by; with the assumption of axisymmetry in x and y, we have

〈∆x2〉 = 〈∆y2〉. Note that although the direct slab contributions have cancelled,

the presence of slab turbulence still affects the results in that both terms on

the right hand side of (5.6) implicitly involve the total perpendicular diffusion

coefficient, D⊥ = 〈∆x2〉/(2∆z) (including the slab contribution).

The calculation of the field line separation for a given ∆z proceeds as in

Section 2.7. With the assumption of homogeneity, and again treating ∆X first,

〈∆X2〉 = 2〈∆x2〉2D

− 2

B2
0

∫ ∆z

0

∫ ∆z−z′

−z′
〈b2D

x (0, 0, 0)b2D
x (∆x′2 −X ′, ∆y′2 − Y ′, ∆z′)〉d∆z′dz′.

(5.7)
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Suppressing “2” subscripts, and using the simplified notation X ′ → X, Y ′ → Y ,

and z′ → z, we have

〈∆X2〉 = 2〈∆x2〉2D

− 2

B2
0

∫ ∆z

0

∫ ∆z−z

−z

〈b2D
x (0, 0, 0)b2D

x (∆x′ −X, ∆y′ − Y, ∆z′)〉d∆z′dz.

(5.8)

Here the displacement between x′′2 and x′1 is expressed in terms of displacements

from a common point x′2 as shown in Figure 5.2. Then Corrsin’s hypothesis and

the assumption of independence of X and Y displacements allow us to write

〈∆X2〉 = 2〈∆x2〉2D −
2

B2
0

1

2π

∫ ∞

−∞

∫ ∞

−∞
P 2D

xx (kx, ky)

×
{∫ ∆z

0

[∫ ∆z−z

−z

(∫ ∞

−∞
e−ikx∆x′P (∆x′|∆z′)d∆x′

)
×

(∫ ∞

−∞
e−iky∆y′P (∆y′|∆z′)d∆y′

)
d∆z′

] [∫ ∞

−∞
eikxXP (X|z)dX

]
×

[∫ ∞

−∞
eikyY P (Y |z)dY

]
dz

}
dkxdky. (5.9)

We can evaluate the three square-bracketed expressions in turn, making

use of Gaussian and diffusive conditional probability distributions. In the first,

the ∆x′ and ∆y′ integrals (inside parentheses) can be evaluated as in (2.67), after

which the ∆z′ integral is straightforward:∫ ∆z−z

−z

(∫ ∞

−∞
e−ikx∆x′P (∆x′|∆z′)d∆x′

) (∫ ∞

−∞
e−iky∆y′P (∆y′|∆z′)d∆y′

)
d∆z′

=
1

D⊥k2
⊥

(
2− e−D⊥k2

⊥(∆z−z) − e−D⊥k2
⊥z

)
. (5.10)

For the second bracketed expression, we note that X = X0 + ∆X, where X0 is

the initial displacement between the two field lines. Then∫ ∞

−∞
eikxXP (X|z)dX = eikxX0

∫ ∞

−∞
eikx∆XP (∆X|z)d∆X

= eikxX0e−Dsxk2
xz, (5.11)
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again making use of (2.67), where Dsx ≡ 〈∆X2〉/(2∆z) is the diffusion coefficient

for the x-separation of two magnetic field lines. The third bracketed expression

is similar: ∫ ∞

−∞
eikyY P (Y |z)dY = e−Dsyk2

yz. (5.12)

We note that defining the initial displacement as (X0, 0) breaks the axisymmetry

of ∆X and ∆Y (see also Figure 5.3), so Dsx and Dsy may be distinct.

Substituting (2.70), (2.78), and (5.10)-(5.12) into (5.9), and performing

the z-integration, we obtain a complete expression for 〈∆X2〉:

〈∆X2〉 =
8∆z2

〈∆x2〉
1

2πB2
0

∫ ∞

−∞

∫ ∞

−∞

k2
yA(k⊥)

k2
⊥

{
1− g

(
〈∆x2〉k2

⊥/2
)

− eikxX0

[
g

(
〈∆X2〉k2

x/2 + 〈∆Y 2〉k2
y/2

)
− 1

2
g′

(
〈∆X2〉k2

x/2 + 〈∆Y 2〉k2
y/2, 〈∆x2〉k2

⊥/2
)

−1

2
g

(
〈∆X2〉k2

x/2 + 〈∆Y 2〉k2
y/2 + 〈∆x2〉k2

⊥/2
)]}

dkxdky,

(5.13)

where g′(u, v) ≡ (e−u − e−v)/(v − u) is a two-dimensional low-pass filter that

approaches 1 when and only when both u � 1 and v � 1. The analogous

expression for 〈∆Y 2〉 is

〈∆Y 2〉 =
8∆z2

〈∆x2〉
1

2πB2
0

∫ ∞

−∞

∫ ∞

−∞

k2
xA(k⊥)

k2
⊥

{
1− g

(
〈∆x2〉k2

⊥/2
)

− eikxX0

[
g

(
〈∆X2〉k2

x/2 + 〈∆Y 2〉k2
y/2

)
− 1

2
g′

(
〈∆X2〉k2

x/2 + 〈∆Y 2〉k2
y/2, 〈∆x2〉k2

⊥/2
)

−1

2
g

(
〈∆X2〉k2

x/2 + 〈∆Y 2〉k2
y/2 + 〈∆x2〉k2

⊥/2
)]}

dkxdky,

(5.14)
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which differs from 〈∆X2〉 only in that k2
yA(k⊥) is replaced by k2

xA(k⊥).

In terms of diffusion coefficients, we have

Dsx =
2

D⊥

1

2πB2
0

∫ ∞

−∞

∫ ∞

−∞

k2
yA(k⊥)

k2
⊥

{
1− g

(
D⊥k2

⊥∆z
)

− eikxX0

[
g

(
Dsxk

2
x∆z + Dsyk

2
y∆z

)
− 1

2
g′

(
Dsxk

2
x∆z + Dsyk

2
y∆z, D⊥k2

⊥∆z
)

−1

2
g

(
Dsxk

2
x∆z + Dsyk

2
y∆z + D⊥k2

⊥∆z
)]}

dkxdky. (5.15)

and

Dsy =
2

D⊥

1

2πB2
0

∫ ∞

−∞

∫ ∞

−∞

k2
xA(k⊥)

k2
⊥

{
1− g

(
D⊥k2

⊥∆z
)

− eikxX0

[
g

(
Dsxk

2
x∆z + Dsyk

2
y∆z

)
−1

2
g′

(
Dsxk

2
x∆z + Dsyk

2
y∆z, D⊥k2

⊥∆z
)

−1

2
g

(
Dsxk

2
x∆z + Dsyk

2
y∆z + D⊥k2

⊥∆z
)]}

dkxdky. (5.16)

5.3 Interpretation

Fortunately the low-pass filters g and g′ facilitate the interpretation of

the general behavior of the mean squared separation between two magnetic field

lines, described by 〈∆X2〉 and 〈∆Y 2〉 as functions of distance along the mean

field, ∆z. The behavior of 〈∆X2〉 is summarized in Table 5.1; that of 〈∆Y 2〉 is

similar.
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Table 5.1: Types of Separation of Two Magnetic Field Lines in Two-Component Turbulence

Random walk and separationa Distance range Type of separation

`2
⊥ � 〈∆x2〉 and 〈∆X2〉 Long ∆z Fast diffusive separation
〈∆X2〉 ∼ `2

⊥ � 〈∆x2〉 Intermediate ∆z Superdiffusive
(only for D2D

⊥ � Dslab
⊥ )

〈∆X2〉 � `2
⊥ � 〈∆x2〉 Intermediate ∆z Slow diffusive separation

(only for D2D
⊥ � Dslab

⊥ )
〈∆x2〉 and 〈∆X2〉 . `2

⊥ Short ∆z Non-diffusiveb

a〈∆x2〉 is the mean squared “random walk,” the perpendicular displacement of a single magnetic
field line relative to the mean field. 〈∆X2〉 is the mean squared separation between two magnetic
field lines. See also Figure 5.1.

bIf D2D
⊥ � Dslab

⊥ , non-diffusive behavior applies at a short distance ∆z . `z regardless of the
magnitudes of 〈∆x2〉 and 〈∆X2〉.
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The interpretation presented in this section has been confirmed by numer-

ical evaluation of (2.64), (2.65), (5.13), and (5.14) with the Mathematica program

(Wolfram Research, Inc.). Results for specific numerical examples are shown in

Figures 5.4 and 5.5; see Appendix B for details, including the turbulence parame-

ters. Figure 5.4 shows 〈∆x2〉 and 〈∆X2〉 as a function of ∆z, with a log-log scale,

so diffusive behavior corresponds to lines of slope 1, with the diffusion coefficient

as half the intercept at log ∆z = 0. Régimes of diffusive behavior are highlighted

with solid lines. Figure 5.5 shows diffusion coefficients Dsx and Dsy as a function

of ∆z, so here diffusive behavior corresponds to the flat portions of the curves.

We must point out that the assumptions underlying our quantitative derivation

are invalid if the behavior is non-diffusive. However, we can draw the qualitative

conclusion that superdiffusive behavior “connects” the two diffusive régimes in

Figures 5.4b and 5.5.

The régimes of behavior of the mean squared separation are controlled

by the low-pass filters g and g′. The arguments of g and g′ depend on quantities

such as 〈∆x2〉k2
⊥ or 〈∆X2〉k2

x, and the kx and ky integrals are dominated by the

region with k⊥ . k0⊥, so the different régimes of behavior are defined by whether

〈∆x2〉 and 〈∆X2〉 are greater or less than the perpendicular coherence length

squared, `2
⊥ = 1/k2

0⊥.

First we consider the case where 〈∆x2〉 � `2
⊥ and 〈∆X2〉 � `2

⊥, which

occurs at long distances ∆z. In this case, all the g′ and g terms tend to zero, and

we have

〈∆X2〉 = 〈∆Y 2〉 = 2〈∆x2〉2D

Dsx = Dsy = 2
(D2D

⊥ )2

D⊥
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Figure 5.4: Examples of the field line random walk 〈∆x2〉 and separation 〈∆X2〉
as a function of ∆z, the distance along the mean magnetic field. The random
walk is dominated by a) the 2D component of turbulence, b) the slab component
of turbulence. Solid lines indicate diffusive behavior, dashed lines indicate su-
perdiffusion. Dotted lines, for reference, show the extension of the long-distance
behavior. Ordinates in units of `2

⊥, abscissae in units of `c. (See text for details.)

=
1

D⊥

〈a2〉
B2

0

=
λ̃2

D⊥

〈b2〉2D

B2
0

. (5.17)

We see that in the long-distance limit, the field line separation is axisymmetric,

independent of the starting displacement X0, and diffusive with a diffusion coef-

ficient twice as great as the 2D contribution to the random walk. This behavior,

which we refer to as fast diffusive separation, can be seen in the long-distance

régimes of Figures 5.4 and 5.5. Note that for the case of a slab-dominated random
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Figure 5.5: Coefficients of diffusive separation, Dsx (thick lines) and Dsy (thin
lines), as a function of ∆z for the slab-dominated case of Figure 5.4b and various
initial displacements X0, with x-quantities in units of `⊥ and z-quantities in units
of `c.

walk (Dslab
⊥ � D2D

⊥ ),

Dsx = Dsy ≈
2λ̃2

`c

〈b2〉2D

〈b2〉slab
, (5.18)

and for a 2D-dominated random walk we have

Dsx = Dsy ≈ λ̃

√
2〈b2〉2D

B0

. (5.19)

To understand these results for fast diffusive separation, recall from Sec-

tion 5.1 that if two turbulent field lines were completely uncorrelated, undergoing

independent random walks, the mean squared separation 〈∆X2〉 would be twice

the mean squared random walk 〈∆x2〉 of one field line. In the 2D+slab model of

turbulence, only the 2D component decorrelates in the perpendicular directions,

so we can understand why the fast diffusive separation in the long-distance limit
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is twice as great as the 2D contribution to the random walk. Since this régime

involves large separations and decorrelation of the 2D turbulence at the two field

lines, as shown in Figure 5.3d, we can also understand why this behavior is ax-

isymmetric (with 〈∆X2〉 = 〈∆Y 2〉) and independent of the initial displacement

between the field lines, X0.

Paradoxically, equation (5.17) implies that when the slab turbulent en-

ergy 〈b2〉slab is increased, D⊥ increases and the coefficient of diffusive separation

decreases (as does the 2D contribution to D⊥; see eq. [2.82]). This is illustrated

by Figures 5.4a and 5.4b, which differ only in the amplitude of slab turbulence

(see Appendix B for details). An interpretation of this effect is that rapid lateral

excursions due to slab turbulence quickly decorrelate the “random flights” in the

relative excursions of the two field lines, ∆X and ∆Y . The random flights depend

on 2D turbulence and hence x and y, which change more rapidly with increased

slab turbulence. This yields a shorter mean free z-distance in the motion of one

field line relative to another, hence the lower coefficient of diffusive separation.

Now let us consider what happens as ∆z decreases. In the long-distance

limit, we have fast diffusive separation where 〈∆X2〉 = 2〈∆x2〉2D. In the case

where the 2D component dominates the random walk, D2D
⊥ & Dslab

⊥ , we indeed

have 〈∆X2〉 ≈ 2〈∆x2〉. That implies that these two quantities both reach `2
⊥ at

about the same distance ∆z (Figure 5.4a). When 〈∆x2〉 . `2
⊥ and 〈∆X2〉 . `2

⊥,

then the low-pass filters g and g′ switch on, our expressions for 〈∆x2〉2D and

〈∆X2〉 instead vary as (∆z)2, and our derivation is no longer valid in this régime.

This indeed happens at short distances ∆z even if the 2D component does not

dominate the random walk. Physically, we expect such behavior in the “free-

streaming” limit where ~b is nearly unchanged in direction. Such non-diffusive
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behavior, the last case listed in Table 5.1, can be seen at low ∆z in Figures 5.4

and 5.5.

Therefore, when the 2D component dominates the random walk, the two

quantities 〈∆X2〉 and 〈∆x2〉 are of the same order of magnitude. On the other

hand, if the slab component dominates the random walk, we can have the field

line random walk much greater than the field line separation, because the slab

fluctuations directly contribute to the former but not the latter. Furthermore, it

is possible to have

〈∆X2〉 � `2
⊥ � 〈∆x2〉, (5.20)

which is intermediate to the short-distance and long-distance régimes described

above. In this case, two nearby field lines follow highly correlated trajectories

with a mutual separation much lower than the displacement from the mean field,

as represented by the lower two field lines in Figure 5.1. We refer to this behavior

as “slow diffusive separation.”

Referring to (5.13-5.16), and recalling that the integrals are dominated

by k⊥ . k0⊥ = 1/`⊥, we have g′ → 0 and g → 0, with the exception that

g(〈∆X2〉k2
⊥/2) → 1, so

Dsx =
2

D⊥

1

2πB2
0

∫ ∞

−∞

∫ ∞

−∞

k2
yA(k⊥)

k2
⊥

(
1− eikxX0

)
dkxdky (5.21)

Dsy =
2

D⊥

1

2πB2
0

∫ ∞

−∞

∫ ∞

−∞

k2
xA(k⊥)

k2
⊥

(
1− eikxX0

)
dkxdky. (5.22)

Recall that A is the power spectrum of a(x, y), i.e., the Fourier transform of the

autocorrelation function 〈a(0, 0)a(x, y)〉. Thus the directionally averaged coeffi-

cient of slow diffusive separation is

Ds ≡
Dsx + Dsy

2
=

1

D⊥

〈a2〉 − 〈a(0, 0)a(X0, 0)〉
B2

0

. (5.23)
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This expression for Ds varies linearly with the autocorrelation of the flux

function a at the initial displacement between the field lines, and has a direct

physical interpretation. If the field lines are initially far apart with X0 � `⊥,

so that the correlation 〈a(0, 0)a(X0, 0)〉 → 0, then we recover the expression

for fast diffusive separation (eq. [5.17]). Physically, this refers to the separation

between two field lines for uncorrelated 2D turbulence (and perfectly correlated

slab turbulence, at the same z coordinate), and there is no difference from the

fast diffusive separation régime. On the other hand, for X0 . `⊥, field lines are

initially close together with a substantial correlation in the flux function a, and

the coefficient of diffusive separation is slower in this régime.

Transforming (5.23) to obtain

Ds =
1

D⊥

〈[a(X0, 0)− a(0, 0)]2〉
2B2

0

, (5.24)

we see that this expression is also related to the mean squared difference between

a at the positions of the two field lines. Note that a(X0, 0) − a(0, 0) can be

interpreted as
∫ 2

1
~b2D ·n̂d`, where d` is the line element along any curve connecting

the locations of field lines 1 and 2 and n̂ is the 2D normal to that curve, i.e., the

2D magnetic flux threading any such curve. There is an interesting similarity

between this expression and (5.17) for fast diffusive separation, which will be

explored further in a future report.

Another property of slow diffusive separation is that it is non-axisymmetric,

i.e., 〈∆Y 2〉 > 〈∆X2〉. Recalling that the axisymmetry is broken by defining the

initial displacement as (X0, 0), ∆X initially refers to the change in the distance

between the two field lines, while ∆Y implies a changing orientation of the dis-

placement (Figure 5.3). Mathematically, in the limit of small X0, and with a



114

transformation to polar coordinates (k⊥, ϕ), equations (5.21) and (5.22) become

Dsx =
1

D⊥

X2
0

2πB2
0

[∫ 2π

0

sin2 ϕ cos2 ϕdϕ

] ∫ ∞

0

k3
⊥A(k⊥)dk⊥

Dsy =
1

D⊥

X2
0

2πB2
0

[∫ 2π

0

cos4 ϕdϕ

] ∫ ∞

0

k3
⊥A(k⊥)dk⊥. (5.25)

The bracketed integrals are (1/4)π and (3/4)π, respectively, so for small X0 the

ratio of 〈∆Y 2〉 to 〈∆X2〉 is 3 : 1. Using the relation k2
⊥A = P 2D

xx + P 2D
yy , we have

Dsx =
1

8

1

D⊥

〈b2〉2D

B2
0

X2
0

Dsy =
3

8

1

D⊥

〈b2〉2D

B2
0

X2
0 , (5.26)

or in terms of the correlation of a, we have

Dsx =
1

2

1

D⊥

〈a2〉 − 〈a(0, 0)a(X0, 0)〉
B2

0

Dsy =
3

2

1

D⊥

〈a2〉 − 〈a(0, 0)a(X0, 0)〉
B2

0

. (5.27)

Note that when 〈a2〉 − 〈a(0, 0)a(X0, 0)〉 is expanded in terms of X0, odd terms

vanish by symmetry and the leading term is of order X2
0 . Numerical values of

Dsx and Dsy are shown in Figure 5.5 for various values of X0 (in units of `⊥).

Figure 5.3 also illustrates the transition between slow diffusive separation

and fast diffusive separation, for a slab-dominated random walk and for X0 . `⊥.

When the two field lines are closer than `⊥, the 2D fluctuations are strongly

correlated, leading to slow diffusive separation. The distribution of the field

line separation is non-axisymmetric, preferentially changing the direction of the

displacement instead of the distance. This is related to the motion of field lines

subject to 2D turbulence: at any given position, two field lines are typically both

rotating around the same 2D “island.” The mutual random walk is suppressed by
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the temporary confinement of field lines within a perpendicular coherence length.

When the distance is of order `⊥, the 2D fluctuations decorrelate and the rate of

separation increases. This is a régime of superdiffusion that bridges between the

slow diffusive separation and fast diffusive separation (also seen in Figures 5.4

and 5.5). Then for distances much greater than `⊥ one obtains the long-distance

limit of fast diffusive separation, which is axisymmetric and independent of X0.

The various régimes of field line separation of summarized in Table 5.1.

In Figure 5.5, it is seen that the onset of superdiffusive behavior occurs

at a certain ∆z value, independent of X0. This is similar to the behavior of the

mean separation vs. z in Figure 2 of Maron et al. (2004). This can be understood

in terms of a universal curve of 〈R2〉 vs. z, defined by the following ansatz:

d〈R2〉
dz

= 4 Ds(〈R2〉). (5.28)

Here the function Ds(〈R2〉) is a running diffusion coefficient, related but not

necessarily identical to the diffusion coefficient derived earlier, and 〈R2〉 refers to

the mean squared distance between the two field lines,

〈R2〉 ≡ 〈X2〉+ 〈Y 2〉 = X2
0 + 〈∆X2〉+ 〈∆Y 2〉. (5.29)

The value of Ds(〈R2〉) is set to Ds(X
2
0 ) from the slow diffusive separation régime

(in which 〈∆X2 + ∆Y 2〉 � X2
0 and 〈R2〉 ≈ X2

0 ) as given by (5.23). The above

ansatz proposes that Ds is a function only of 〈R2〉 and not on the details of

the displacement distribution, which is particularly accurate for slow diffusive

separation and the onset of superdiffusion [e.g., equation (5.26) shows that Ds ∝

X2
0 , so replacing X2

0 by the mean 〈R2〉 leaves Ds nearly unchanged]. Then the

choice of X0 is viewed as the choice of a starting point (z0, 〈R2〉 = X2
0 ) along

the universal curve, with 〈∆X2 + ∆Y 2〉 = 〈R2〉 − X2
0 and ∆z = z − z0. This
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model can approximately reproduce the results in Figure 5.5 for slow diffusive

separation and the onset of superdiffusion. In that range, using D⊥ ≈ Dslab
⊥ and

from (2.75) and (5.26), we have

Ds(〈R2〉) =
〈b2〉2D

〈b2〉slab

〈R2〉
2`c

, (5.30)

and solving (5.28) we obtain

〈R2〉 = X2
0e

∆z/`g

〈∆X2 + ∆Y 2〉 = X2
0

(
e∆z/`g − 1

)
, (5.31)

where the exponential growth length along the mean magnetic field,

`g =
`c

2

〈b2〉slab

〈b2〉2D
, (5.32)

marks the end of the approximately linear dependence of 〈∆X2 + ∆Y 2〉 on ∆z,

i.e., the end of slow diffusive separation. In this way, the onset of superdiffusion

can be viewed as part of a process of exponential growth of 〈R2〉 as a function of

z, which is an example of stochastic instability. The result (eq. [5.32]) amounts

to a calculation of the Kolmogorov-Lyapunov length (Rechester & Rosenbulth

1978) for a slab-dominated two-component magnetic field turbulence mode.

5.4 Numerical confirmation

To confirm the conclusions of these analytic calculations, we also devel-

oped computer simulations of field line separation in 2D+slab turbulence. While

the simulations inevitably involve some discretization and statistical errors, they

do avoid the key assumptions of the analytic work (Corrsin’s hypothesis, Gaussian

probability distributions, and diffusive separation) and thus provide an indepen-

dent check of their validity. Computer simulations are also useful for examining
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the régimes in which our analytic expressions are not valid, i.e., where the field

line separation is not diffusive. The basic methods and results are presented here,

and more technical details can be found in Chapter 3.

The simulations involved two steps:

1) Generating representations of slab and 2D turbulence with desired sta-

tistical properties, such as a power spectrum that follows the Kolmogorov power-

law over the inertial wavenumber range and rolls over in the energy-containing

range, as observed for solar wind turbulence (Jokipii & Coleman 1968). (See (3.2)

and (3.7) for mathematical expressions.) Random phases are used in wavenumber

space, followed by inverse fast Fourier transforms to obtain ~bslab(z) and ~b2D(x, y).

The transforms in z used 223 (≈ 8.4× 106) points, while the transforms in x and

y used 212 = 4096 points in each dimension.

2) Tracing magnetic field lines, i.e., solving the coupled ordinary differ-

ential equations

dx

dz
=

bx(x, y, z)

B0

dy

dz
=

by(x, y, z)

B0

. (5.33)

We used a fourth-order Runge-Kutta method with adaptive time stepping regu-

lated by a fifth-order error estimate step (Press et al. 1992). The Dsx and Dsy

values were based on averages over 1000 pairs of field lines, and each pair was for

a distinct realization of slab and 2D turbulence.

Now the key physical conclusions of the analytic work (Table 5.1) can

be checked using the computer simulations. In the 2D-dominated case, where

D2D
⊥ & Dslab

⊥ , we expect a non-diffusive (free-streaming) régime at short ∆z,

followed by fast diffusive separation at long ∆z (where 〈∆x2〉 & `2
⊥). The analytic

expression is expected to hold quantitatively for diffusive behavior in the long-
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distance limit; in particular, the fast diffusive separation rate should be given by

(5.17).

Figure 5.6: Coefficients of diffusive separation derived from computer simula-
tions, Dsx (thick solid line) and Dsy (thin solid line), compared with Dsx = Dsy

from analytic calculations (dashed line), as a function of ∆z, for a random walk
dominated by the 2D component of turbulence. Here we set the total fluctuation
to be B2

0/4 with a 50:50 ratio of slab to 2D energies. The long-distance limit is
the régime of fast diffusive separation.

Figure 5.6 shows a specific example of 2D-dominated behavior. Specifi-

cally, we used 〈b2〉2D = 〈b2〉slab = B2
0/8, X0 = 0.1339, and other parameters as in

Appendix B. These yield D2D
⊥ = 0.144 and Dslab

⊥ = 0.0625. The computational

box sizes were Lz = 106 `z and Lx = Ly = 200 `z. The simulation results for

Dsx (thick solid line) and Dsy (thin solid line) are compared with the analytic

predictions for Dsx and Dsy from (5.15) and (5.16), which are indistinguishable

in Figure 5.6 (dashed line). The difference of about 10% at large ∆z represents
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good quantitative agreement, given the simulation uncertainties. These include

the statistical uncertainty, as estimated from the difference between simulation

results for Dsx and Dsy and their stochastic variation with ∆z, and the discretiza-

tion error of about 6%, which we estimate by replacing continuous integration

over ~k in the analytic expressions with discrete sums over the ~k modes used in

the simulations. Note also that the analytic expression correctly identifies the ∆z

range where diffusive separation behavior begins, i.e., the lower limit of applica-

bility of the diffusion approximation.

Figure 5.7: Coefficients of diffusive separation derived from computer simula-
tions, Dsx (thick solid line) and Dsy (thin solid line), compared with Dsx = Dsy

from analytic calculations (dashed line), as a function of ∆z, for a random walk
dominated by the 2D component of turbulence. Here we set the total fluctuation
to be B2

0/4 with a 20:80 ratio of slab to 2D energies.The long-distance limit is
the régime of fast diffusive separation.

Another simulation with the same total turbulent energy but a 20:80 ra-
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tio of 〈b2〉slab to 〈b2〉2D in Figure 5.7 showed a similar level of agreement. Indeed,

agreement on the order of 15% was also found between computer simulations and

analytic calculations for the field line random walk (Gray et al. 1996). In addi-

tion to the long-distance limit, another noteworthy feature of our 2D-dominated

simulations is that in the free-streaming régime, there is non-axisymmetric sepa-

ration, Dsy > Dsx, reminiscent of the analytic results in the slow diffusive régime

for the slab-dominated case (see also Figure 5.3).

Figure 5.8: Coefficients of diffusive separation derived from computer simulations,
Dsx (thick solid line) and Dsy (thin solid line), compared with those from analytic
calculations (thick dashed line and thin dashed line, respectively), as a function
of ∆z, for a random walk dominated by the slab component of turbulence, in the
régime of slow diffusive separation.

The interesting features of analytic results for the slab-dominated case

(Dslab
⊥ >> D2D

⊥ ) are a régmine of non-axisymmetric slow diffusive separation, with

Dsy ≈ 3Dsx, followed by a superdiffusive transition to fast diffusive separation in
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the long-distance limit. (Note that the slow diffusion and onset of superdiffusion

can also be expressed as an exponential separation phase; see Section 5.3.) We

performed computer simulations for the same parameter values as in Figures 5.4b

and 5.5, with the exception that X0 was set to 0.01. The computational box sizes

were Lz = 2 × 106 `z and Lx = Ly = 200 `z. The comparison with analytic

calculations (Figure 5.8) demonstrates good agreement, with both simulation

and analytic values flattening over the same range of ∆z at the ratio Dsy/Dsx ≈

3. The difference of ∼ 15% is again of the same order as the statistical and

discretization errors in the simulations (the latter is estimated at 10 to 15%) and

is similar to that obtained by Gray et al. (1996).

Note that in the slab-dominated case, the slow diffusion and onset of su-

perdiffusion can also be expressed as an exponential separation phase (see Section

5.3). When fitting the computational results for 〈R2〉 = X2
0 + 〈∆X2〉 + 〈∆Y 2〉

to an exponential function of z, we find that the best fit is for 〈R2〉 = 9.97 ×

10−5 exp(z/6.57× 105) (see Figure 5.9). Referring to equation (5.31) and (5.32),

the analytic expectation is 〈R2〉 = X2
0 exp(z/`g), where for this case X2

0 = 10−4

and `g = 6.67×105. Thus, the analytic and numerical calculations agree to within

0.3% for the prefactor and to within 1.5% for the exponential growth length, `g.

5.5 Summary

We have developed an analytic formalism for the ensemble-averaged field

line random walk and separation that does not assume a long-distance limit, i.e.,

in which fluctuations between the two field lines have not completely decorrelated.

This is possible by retaining finite limits of integration in ∆z′. The results of the

analytic theory have been confirmed by numerical simulations, justifying the use



122

Figure 5.9: 〈R2〉 plot of the slab-dominated case as in Figure 5.8 (thick solid
line). The data have the best fit with the curve (dashed line) 〈R2〉 = 9.97 ×
10−5 exp(z/6.57× 105) .

of Corrsin’s hypothesis.

The analytic results we have derived are non-perturbative in the sense

that neither the total turbulent energy nor the turbulent energy of the slab or

the 2D component is constrained to be small. The results are also not restricted to

a specific functional form for the power spectrum. We are considering a particular

case of anisotropic turbulence, in which power in ~k-space is concentrated along

the parallel axis and (axisymmetrically) along the perpendicular plane.

With its idealized and clear separation of parallel and perpendicular fluc-
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tuations, the two-component magnetic turbulence model considered here is an

archetype of highly anisotropic turbulence, which also serves as a useful model of

turbulence in the solar wind (Matthaeus et al. 1990; Bieber et al. 1996) and has

helped to quantitatively explain solar energetic particle transport (Bieber et al.

1994). In comparison, in the work of Jokipii (1973) all the turbulence is taken to

decorrelate after a certain z-distance. In this sense it is like the slab component

in our work, but differs in that it also contributes to field line separation. The

results of Jokipii (1973) were generalized by Zimbardo et al. (1984) to other mean

field geometries.

Our overall picture of diffusive separation at long distances and non-

diffusive separation at short distances, with possible régimes of slow diffusion

and superdiffusion in between, is qualitatively consistent with that presented by

Isichenko (1991a, 1991b and references therein) for general magnetic turbulence.

As discussed in the previous section, the slow diffusion and onset of superdiffusion

in the mean squared separation 〈∆X2 +∆Y 2〉 can be identified as an exponential

growth of the mean squared distance between two field lines, 〈R2〉, as discussed by

various authors (e.g., Skilling et al. 1974; Rechester & Rosenbluth 1978; Krommes

1978; Similon & Sudan 1989; Isichenko 1991a, 1991b and references therein). It

was shown by Barghouty & Jokipii (1996) that the results of Jokipii (1973) can

also be interpreted in such terms. In terms of the separation of field lines, we

have shown that there is a régime that can be usefully considered as diffusive

and non-axisymmetric in the perpendicular directions (slow diffusive separation;

Figures 5.3-5.5 and 5.8).

In our detailed work for the particular case of two-component turbulence,

we find a criterion for different types of field line separation behavior that is
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somewhat different from that of Isichenko (1991a, 1991b). That work, as well

as Krommes (1978) and Kadomtsev & Pogutse (1979), stressed a parameter R

given (in our notation) by

R ∼ (
√
〈b2〉/B0)(`z/`⊥), (5.34)

sometimes called the Kubo number. On the other hand, our work identifies

régimes of behavior that depend on Dslab
⊥ /D2D

⊥ , the ratio of contributions to

the field line random walk, which are in turn related to the amplitude of each

component and the relevant distance scales. (Recall that D2D
⊥ contains λ̃, the

ultrascale, which is in general distinct from the perpendicular coherence scale

`⊥.) Both D⊥ and Ds have different dependences for Dslab
⊥ /D2D

⊥ � 1 or � 1

[compare equations (2.75) and (2.81), and equations (5.18) and (5.19)].

Can we reconcile the role of R in previous studies with the role of Dslab
⊥ /D2D

⊥

in our work? We note that the previous work that considered R as a key param-

eter did not specifically consider turbulence with very different amplitudes for

quasi-parallel and quasi-perpendicular wave vectors ~k, apparently making the

implicit assumption that those amplitudes are comparable. Indeed, the ratio

Dslab
⊥

D2D
⊥

=
〈b2〉slab/B2

0√
〈b2〉2D/B0

`c/2

λ̃/
√

2
(5.35)

reduces to R (modulo constants of order unity) in the case where 〈b2〉slab ∼

〈b2〉2D and λ̃ ∼ `⊥. Therefore, we suggest that the ratio of contributions to

D⊥ from quasi-parallel and quasi-perpendicular wave vectors ~k may be a more

general criterion for determining the behavior of field line separation in anisotropic

turbulence.

The exponential growth rate for the mean squared distance, which has

also been called the Kolmogorov entropy or topological entropy (see Appendix B
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of Isichenko 1991b), is also found to be different for various cases of magnetic tur-

bulence (Jokipii 1973; Barge et al. 1984; Similon & Sudan 1989; Isichenko 1991a,

1991b; Barghouty & Jokipii 1996; Maron et al. 2004), showing that general ex-

pressions are not always applicable to particular cases of interest. In our case

of two-component turbulence, the exponential growth length, given by (5.32), is

again related to the ratio between the amplitudes of slab and 2D components of

the turbulent magnetic field, not only correlation lengths and the overall ampli-

tude as suggested by Isichenko (1991a, 1991b).

Now let us return to a specific issue raised in Section 5.1: can observed

dropouts (i.e., sharp spatial gradients) of solar energetic particles be explained

by field line separation in the solar wind that is much slower than the field line

random walk? Apparently not, because observed particle motion and magnetic

turbulence in the solar wind are best modelled by a roughly 80:20 ratio in 2D:slab

turbulent energy (Bieber et al. 1994, 1996), and λ̃ is inferred from observations

to be ∼ 0.2 AU (Matthaeus et al. 1999), so the derived value of D2D
⊥ = 0.37

AU is about an order of magnitude higher than the slab contribution. This

corresponds to a 2D-dominated random walk, the case of Figure 5.4a, and we

expect fast diffusive separation (Ds ≈ 2D2D
⊥ ) for distances greater than a parallel

coherence length of ∼ 0.02 AU. Therefore, field line separation should correspond

to uncorrelated random walks of two field lines starting in the same region. An

alternative explanation of dropouts, corresponding to temporary trapping of field

lines near O-points in the turbulence, is presented in Chapter 6.

In conclusion, we use non-perturbative analytic techniques based on the

Corrsin independence hypothesis and computer simulations to investigate the

separation of magnetic field lines in a two-component model of anisotropic tur-
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bulence, which has proven to be a useful model of turbulence in the solar wind.

In the long-distance limit, we predict “fast diffusive separation” with a diffusion

coefficient Ds ≈ 2(D2D
⊥ )2/D⊥, where D⊥ refers to the perpendicular diffusion

(random walk) of field lines relative to the mean magnetic field, and D2D
⊥ is for

the case of vanishing slab turbulence. This has the counter-intuitive implication

that increasing slab turbulence leads to a smaller Ds. If the random walk is domi-

nated by the 2D component of turbulence, fast diffusive separation begins as soon

as the random walk reaches a perpendicular coherence length `⊥. However, if the

slab component dominates the random walk, there is more interesting behavior

at intermediate ∆z. We find non-axisymmetric, slow diffusive separation at a

rate related to the correlation of the flux function (vector potential) at the initial

separation, followed by superdiffusive separation at ∆z & `g, which increases up

to the fast diffusive separation rate. The length `g is identified with an exponen-

tial growth scale for the distance between neighboring magnetic field lines, which

is related to the relative amplitudes of the slab and 2D components.



Chapter 6

Conditional Statistics

6.1 Introduction and Observations

In general, energetic particles in space plasmas gyrate in helical orbits

around magnetic field lines, and transport parallel to the mean magnetic field is

more rapid than perpendicular transport (Parker 1963, p. 242). In particular, the

interplanetary magnetic field is dragged outward from the Sun in a spiral pattern

by the solar wind (Parker 1958), and the particles accelerated by violent events

at the Sun (such as solar flares and coronal mass ejections) can rapidly travel

to the observer when there is good magnetic connection between them. While

spatial inhomogeneities in solar energetic particle (SEP) distributions have been

known for decades, they have generally been reported as occasional, sharp fea-

tures attributed to magnetic discontinuities, including shocks, magnetic sector

boundaries, tangential discontinuities, fast/slow solar wind boundaries, large-

scale flux tubes, and magnetic clouds (e.g., Scholer & Morfill 1975; Evenson,

Meyer, & Yanagita 1982; Dröge, Wibberenz, & Klecker 1990; Sanderson et al.

2000). However, the “dropouts” recently observed by the Advanced Composition

Explorer (ACE) spacecraft for a large number of impulsive solar events occur

frequently (see Figure 6.1 in the left panel for examples of dropouts in impul-

sive solar flare events) and they are not correlated with the local interplanetary

magnetic field (Mazur et al. 2000). Averaging over 25 events, the dropouts are

associated with such small scales (∼ 0.03 AU) that they cannot be attributed
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to large-scale features and instead must be related to the small-scale structure

of the interplanetary magnetic field (Mazur et al. 2000). Indeed, we argue that

dropouts are a signature of the topology of magnetic turbulence in the solar wind

and therefore are relevant to understanding magnetohydrodynamic (MHD) tur-

bulence in general. Note that the dropouts cannot be observed in the energetic

particles from gradual events, which are believed to be accelerated over large ar-

eas by interplanetary shocks driven by coronal mass ejections (CMEs), such as

the event shown in the right panel of Figure 6.1.

In contrast, SEP from impulsive solar events serve as a good probe of

lateral transport (in solar latitude and longitude) because they arise from a local-

ized source (Reames, Cane, & von Rosenvinge 1990) associated with a group of

sunspots. Lateral transport requires transport perpendicular to the mean mag-

netic field as a function of time, which is in turn attributed to the random walk of

turbulent field lines as a function of distance along the mean field (Jokipii 1966).

That substantial lateral transport occurs over a timescale of days is dramatized

by recent observations of the same set of solar events by two spacecraft: the In-

terplanetary Monitoring Platform 8 (IMP-8) near Earth and Ulysses at 2 to 2.8

AU (see Figure 6.2 for the location of Ulysses during Day 250, 2000 - Day 17,

2001) (McKibben, Lopate, & Zhang 2001). The inferred magnetic footpoints of

the two spacecraft were nearly opposite in solar longitude and also very different

in solar latitude (equatorial for IMP-8 and near the South Pole for Ulysses). Fig-

ure 6.3 presents time-dependent SEP fluxes observed by IMP-8 and Ulysses that

were very similar (in absolute terms) during the decay phases of the majority of

the observed events. This indicates that SEP can undergo rapid lateral diffusion,

spreading throughout the inner solar system within a few days.
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Figure 6.1: Left panel: Two impulsive flare events observed by ACE spacecraft
which occurred during 1999 January 9-10. a) Energy of H-Fe ions (in units
of MeV/nucleon) vs. arrival time. b) The intensity was highly variable (on a
log scale). c) Interplanetary magnetic field angle in the geocentric solar ecliptic
(GSE) x-y plane. d) Interplanetary magnetic field angle normal to the GSE x-
y plane. Right panel: Example event of the solar energetic particles associated
with a CME and an interplanetary shock. a) Energy of oxygen ions (in units
of MeV/nucleon) vs. arrival time. b) The intensity variation was not observed
in this event. c) Interplanetary magnetic field angle in the GSE x-y plane. d)
Interplanetary magnetic field angle normal to the GSE x-y plane. (Image credit:
Mazur et al. 2000)
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Figure 6.2: The location of Ulysses during during Day 250, 2000 - Day 17, 2001.
(Image credit: McKibben et al. 2001)

Figure 6.3: Flux of∼ 30-70 MeV protons vs. time observed by IMP-8 and Ulysses.
The axes on the top show the Ulysses position and connection longitude relative
to that of the Earth. (Image credit: McKibben et al. 2001)
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6.2 Explanation of Dropouts

The perpendicular transport of a diffusive nature cannot explain both

the dropouts and the IMP-8/Ulysses observations; the latter, as well as previous

multispacecraft observations (e.g., Palmer 1982 and references therein), imply

such rapid diffusion that the small-scale dropouts would be washed out. It has

been proposed that fluid motions at the solar surface lead to a field line random

walk that is consistent with the dropouts (Giacalone, Jokipii, & Mazur 2000).

As will be shown below, that type of random walk is too slow to explain the

IMP-8/Ulysses observations.

Here we propose to reconcile these observations in terms of a two-component

model of solar wind turbulence that has provided a useful explanation of both

its magnetic statistics and the parallel transport of SEP. We show that in such a

model, a certain fraction of low-energy SEP is temporarily trapped within small-

scale topological structures in statistically homogeneous turbulence, ultimately

escaping to diffuse at a much faster rate. This view of perpendicular transport

can explain both the ACE observations of dropouts, over short timescales, and

the IMP-8/Ulysses observations of rapid dispersion after a few days.

We next consider the characteristics of the two-component model of mag-

netic turbulence. For pure 2D turbulence, with no slab component, magnetic field

lines can remain trapped near certain (x, y) coordinates because they always fol-

low contours of constant a. As an example, Figure 6.4 shows a contour plot of

a(x, y) for a specific representation of 2D turbulence that was generated to have

desired statistical properties. The “O” symbols in Figure 6.4 indicate O-points

[local maxima or minima in a(x, y)] where the contours remain trapped within

“islands” of the 2D turbulence (or filaments in three-dimensional space). We also
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indicate X-points, i.e., saddle points of a(x, y). This is an example of how tur-

bulence with homogeneous statistical properties can have small-scale topological

structure.

Figure 6.4: Contour plot of the potential function for a representation of the 2D
turbulence component. The magnetic field due to this component follows contours
of constant potential. Field lines near O-points are trapped within topological
“islands,” while field lines near X-points or outside islands rapidly travel to other
locations. In the solar wind, magnetic field lines undergo an additional random
walk due to the slab component of turbulence, which allows them to eventually
escape from islands surrounding O-points.

The ensemble average statistics of the field line random walk were cal-

culated by Matthaeus et al. (1995). A diffusion coefficient, D, is defined by

〈∆x2〉 = 2D∆z, where ∆x is the change in a perpendicular coordinate over a

distance ∆z along the mean field. Each turbulence component is associated with
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a value of D; the overall value is D = Dslab/2 +
√

(Dslab/2)2 + (D2D)2. Under

normal solar wind conditions, Dslab is very small (≈ 5 × 10−4 AU). The total

diffusion coefficient can be estimated from the IMP-8 and Ulysses data sets.

For most solar events shown by McKibben et al. (2001), the 30-70 MeV

proton time-intensity profiles at the two spacecraft are very similar, in shape as

well as absolute magnitude, immediately after the peak in particle intensity. Only

the event of 2000 November 8 (event 6 in Figure 6.3) shows a distinctly diffusive

rise at Ulysses before matching IMP-8 data in the decay phase. Therefore we

have fit this most diffusive event, using a Reid profile (Reid 1964) centered at

the Archimedean field line of the flare site at the radial distance of Ulysses (2.35

AU), to provide a lower bound on the particle diffusion coefficient κ⊥ (see the

details of fitting in Appendix C). Based on this conservative estimate, the IMP-

8 and Ulysses observations require an SEP perpendicular diffusion coefficient of

κ⊥ ≥ 1.3×1021 cm2 s−1, or κ⊥/β ≥ 4×1021 cm2 s−1, where β is the particle speed

divided by the speed of light. This is of the same order of magnitude as previous

estimates (e.g., Parker 1963; Palmer 1982). Using the field line random walk

concept (Jokipii 1966), which in itself yields an underestimate of D (Matthaeus

et al. 2003), one obtains a total field line diffusion coefficient of D > 0.02 AU,

which is much greater than Dslab.

Therefore, the 2D component of turbulence dominates the ensemble aver-

age field line diffusion, and ∆xrms =
√
〈∆x2〉 > 0.2 AU at Earth orbit. However,

such ensemble average statistics cannot apply to observations of dropouts, be-

cause the dropouts correspond to filamentation over ∼ 0.03 AU, which would be

completely washed out by such rapid diffusion.

Instead of ensemble average statistics, let us now consider conditional
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statistics, depending on the initial location of a magnetic field line. If a field line

is near an O-point, within an island of the 2D turbulence (see Figure 6.4), the

2D contribution to the random walk is suppressed. The field line is temporarily

trapped, with diffusion at the much slower rate characteristic of slab turbulence

(or even slower; see Section 6.3). On the other hand, magnetic field lines that

start outside islands are rapidly carried far away by the 2D turbulence.

In particular, suppose that particles are injected in a spatially localized

region, say a circle of radius ρ. Then z1 = ρ2/(4D) is a characteristic distance over

which field lines outside islands diffuse out of the circle. If an island has diameter

d, then z2 = d2/(16Dslab) is the typical distance along the mean field over which

field lines escape from the island, given diffusion due to the slab component. If

slab diffusion is weak, we can have z1 < zobs < z2, where zobs is the distance

of the observer. We suggest that dropouts are observed under these conditions.

Magnetic field lines (and the low-energy particles orbiting them) that start deep

within islands mostly remain trapped, while those outside the islands rapidly

escape from the injection region, leaving gaps with a low density of particles.

On the other hand, after a long distance (zobs > z2) essentially all field lines

have escaped their temporary topological traps, corresponding to rapid lateral

diffusion of field lines (with the ensemble average diffusion coefficient D) and of

particles.

This idea is confirmed by computer simulations that trace field line tra-

jectories in representations of 2D+slab turbulence for typical solar wind values,

using Cartesian geometry for simplicity. The field line random walk is then a

surrogate for particle gyrocenter motion. The simulations involved two steps:

1) Generating representations of slab and 2D turbulence with desired
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statistical properties, such as the observed Kolmogorov power-law spectrum over

the inertial wavenumber range (Jokipii & Coleman 1968), using the power spec-

trum as we presented in Chapter 3 and random phases, followed by inverse fast

Fourier transforms to obtain ~bslab(z) and ~b2D(x, y). The transform in z used

222 (≈ 4.2 × 106) points, representing a length of 25 AU. The transform in x

and y used 2048 points in each dimension, corresponding to a length of 2.5 AU.

The simulations in the present work were for parameters believed to correspond

to typical solar wind conditions: b/B0 = 0.5, fraction of slab turbulent energy

fs = 0.2 (following Bieber et al. 1994), slab correlation length `c = 0.02 AU,

and ultrascale of 2D turbulence λ̃ ≡
√
〈a2〉/〈b2〉2D = 0.06 AU. The ultrascale is

believed to roughly correspond to the size of the largest islands, and this value

corresponds to D = 0.02 AU, as a conservative lower limit. This lower limit is

consistent with a previous estimation of λ̃ (Matthaeus, Smith, & Bieber 1999).

2) Tracing magnetic field lines, i.e., solving the coupled ordinary differ-

ential equations

dx

dz
=

bx(x, y, z)

B0

dy

dz
=

by(x, y, z)

B0

. (6.1)

We use a fourth-order Runge-Kutta method with adaptive time stepping regu-

lated by a fifth-order error estimate step (Press et al. 1992).

Our computer simulations for several representations (several sets of ran-

dom phases), different values of λ̃, and different spectral forms at low wavenum-

ber yielded qualitatively similar results, including structures corresponding to

dropouts of ∼ 0.03 AU as in the ACE observations.

The results shown in Figure 6.5 demonstrate the behavior described above

and the realization of 2D turbulence is the same as in Figure 6.4. The upper left
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Figure 6.5: Scatter plot of the 10,000 locations of magnetic field lines that are
initially (at z = 0) located within a circle (simulating the region where particles
are injected due to an impulsive solar flare). At intermediate z values, field lines
within islands of the 2D turbulence (around the O-points shown in Figure 6.4)
remain trapped, while field lines in other regions spread rapidly. This explains
the filamentary distribution of particles as indicated by dropout features. At
large z values all field lines diffuse rapidly, explaining the Ulysses and IMP-8
observations of SEP diffusion throughout the inner solar system.

panel shows random initial locations within a circle, corresponding to the injec-

tion region where field lines are populated with SEP. Field lines are then traced

from those initial locations as a function of z. Subsequent panels, cross-sections at

longer distances along the mean field, show filamentary structures in the distribu-

tion of SEP. A spacecraft near Earth (z ≈ 1 AU) samples a transept through this

highly inhomogeneous distribution. The simulation results are consistent with

observed dropouts of ∼ 0.03 AU. At longer distances, essentially all field lines

(and particles) have diffused away, leading to the rapid propagation of particles

throughout the inner heliosphere at later times. Note that we identify dropouts
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Figure 6.6: Scatter plot of the 10,000 field lines which are initially distributed
uniformly through the entire simulation region. The field lines are still uniformly
random over any distance. This simulation corresponds to the energetic particles
from CME-driven and interplanetary shocks.

with topological structures that develop in solar wind turbulence, not with initial

motions at the solar surface. We see effects of islands of various sizes d due to

the self-similar nature of turbulence, including islands within islands, but those

much wider than ρ do not confine particles near the injection region.

Figure 6.6 shows simulation results corresponding to coronal mass ejection

(CME) events for which the dropouts cannot be observed. CME events have a

wide injection region (z1 > zobs). We set the initial positions of magnetic field lines

to be randomly distributed throughout the simulation region. Here we cannot

observe inhomogeneous pattern as observed in Figure 6.5. The distribution indeed

remains uniformly random at all distances, as required by Liouville’s theorem in

the context of our model. Therefore, the simulations also confirm that we should



138

not see the dropouts in this event.

This new view of the perpendicular transport of energetic particles in

space plasmas can also reconcile another pair of apparently conflicting obser-

vations. Impulsive solar events selected for a strong SEP electron increase were

shown to have a narrow distribution in solar longitude (Reames et al. 1990). This

indicates only limited lateral spreading for the bulk of SEP, which we attribute

to trapping within small-scale topological islands, representing a “core” region of

high particle density (Figure 6.7). On the other hand, recent spacecraft obser-

vations of Type III radio bursts and associated SEP indicate that SEP electrons

and ions can undergo broad lateral motion (up to ∼ 90◦ in solar longitude) during

their transport from the Sun to Earth orbit (Cane & Erickson 2003). In our view,

this laterally extended but less intense “halo” of SEP corresponds to particles on

field lines initially located outside local islands of 2D turbulence. (Note that par-

ticles observed by Ulysses do not necessarily correspond to this halo, as they may

have undergone lateral diffusion beyond 1 AU.) Indeed, the absence of these halo

SEP from the core region is manifest as dropouts.

Finally, we note that the problem considered here is directly analogous

with Hamiltonian flow of a dynamical system (in 2D phase space) with time-

dependent, random forcing (upon the substitutions a → H and z → t). There-

fore, our qualitative conclusions apply to such systems in general.

6.3 Inhibition of Random Walk by Systematic

Flow in Two Dimensions

In the two-component model of magnetic turbulence in the solar wind,

the slab component causes the field lines to undergo a random walk while the
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Figure 6.7: Illustration of interplanetary magnetic field lines populated with solar
energetic particles (SEP) from a localized source region near the Sun, as expected
for an impulsive solar flare. In the 2D+slab model of solar wind turbulence, some
field lines are trapped in filaments corresponding to the small-scale topology, i.e.,
islands of the 2D turbulence, out to Earth orbit, while interstitial field lines spread
laterally to large angular distances. This leads to the observed “core” region of
SEP with dropouts and an extended “halo” region.
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2D turbulence forces the field lines to follow contours of a constant 2D potential

function. The previous section showed that the trajectories of field lines depend

on the topology of the 2D potential function, and thus were able to explain the

filamentation underlying observed dropouts in solar energetic particles (Mazur

et al. 2000). The field lines near an O-point are temporarily trapped within 2D

islands and field lines near an X-point or outside the 2D islands rapidly travel to

other locations.

There are many questions arising from this problem, such as how the field

lines diffuse inside and outside the trapping boundaries, how we can define the

trapping boundary and what parameters affect the trapping boundary. Instead of

immediately examining this complex problem, here we study the field lines in the

simpler case of a systematic 2D field for which the potential function contours are

circles, and examine the behavior of field line trajectories when adding a turbulent

slab component. In addition to our finding that a strong 2D field can suppress

the slab diffusion, we provide an explanation in terms of quasilinear theory that

can help us to understand the field line trajectories in the general case.

6.3.1 Magnetic Field Model

We use a simple model to study the inhibition of the random walk of

magnetic field lines. The total magnetic field can be written as ~B(x, y, z) =

B0ẑ + ~b(x, y, z); where ~b is perpendicular to the mean field. The fluctuation is

the sum of the 2D the field and slab turbulence, which is

~b(x, y, z) = ~b2D(x, y) +~bslab(z). (6.2)

In general, we can write ~b2D(x, y) = ~∇ × a(x, y)ẑ, where a(x, y) is called the

potential function. From this relation, we can see that for the pure 2D case,



141

the field lines must follow the contour plot of a(x, y). Here we set a(x, y) as a

Gaussian function:

a(x, y) = A exp

[
−x2 + y2

2σ2

]
= A exp

[
− r2

2σ2

]
, (6.3)

where A is the maximum value at the center of the Gaussian and σ represents the

width of the Gaussian. Instead of the irregular contours of a(x, y) that we used

for turbulence earlier in this thesis, a contour of a(x, y) in this case [eq. (6.3)]

is simply a circle. Without the slab field, the field line trajectory is a helical

orbit along a cylinder of constant a(x, y) with a constant angular “velocity” (in

terms of the distance z) Ω2D = a(r0)/(B0σ
2), where r0 is the starting radius (see

Appendix D).

6.3.2 Diffusion Theory

For slab turbulence, the field line trajectories undergo a random walk

in space with the perpendicular diffusion rate Dslab = `cb
2
slab/(2B

2
0), where `c is

the correlation length and bslab is the root-mean-squared slab energy. The power

spectrum of slab turbulence for the i-component, P slab
ii , that we use in this model

is associated with the Kolmogorov spectrum, that is, at high wave number k the

power spectrum is proportional to k−5/3. We can also rewrite the slab diffusion

in terms of the power spectrum at zero wave number,

Dslab =

√
π

2

P slab
xx (kz = 0)

B2
0

. (6.4)

When 2D and slab fields are superimposed, the field lines do not follow

the contours of a(x, y) and are also not fully diffusive with the slab rate either.

The features of field line trajectories are a kind of combination between the pure

2D and pure slab cases. The field lines should be trapped near the center of
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the Gaussian and should rapidly diffuse when the field lines are at a distance

r � σ. If we consider the region where the 2D field is much stronger than the

slab component, we can apply quasi-linear theory to this problem. That means

we can assume the orbit of a field line is approximately a circle with angular

velocity Ω2D. From the two-component model of magnetic turbulence, we can

write ~bslab(z) = bslab
x (z)x̂ + bslab

y (z)ŷ and

x̂ = r̂ cos θ − θ̂ sin θ (6.5)

ŷ = r̂ sin θ + θ̂ cos θ (6.6)

ẑ = ẑ, (6.7)

so the slab fluctuation can be written as

~bslab(z) =
(
bslab
x (z) cos θ + bslab

y (z) sin θ
)
r̂ (6.8)

+
(
−bslab

x (z) sin θ + bslab
y cos θ

)
θ̂. (6.9)

We can rewrite the 2D part in polar coordinates as

~b2D(r) = −da(r)

dr
θ̂ =

ra(r)

σ2
θ̂, (6.10)

where a(r) is the Gaussian potential function. Therefore the field line equations

for this problem are

dr

dz
=

br

B0

=
bslab
x cos θ + bslab

y sin θ

B0

(6.11)

dθ

dz
=

1

r

bθ

B0

= − 1

rB0

da(r)

dr
+

bslab
y cos θ − bslab

x sin θ

rB0

(6.12)

= Ω2D +
bslab
y cos θ − bslab

x sin θ

rB0

. (6.13)

For the case that bslab � b2D, we can use quasi-linear theory (QLT) to find the

diffusion coefficient. That means the orbits of field lines undergo little change
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due to the slab field. Then ∆θ ≈ Ω2D∆z. Next we calculate 〈∆r2〉 from (6.11),

∆r =
1

B0

∫ ∆z

0

bslab
x (z) cos θ(z) + bslab

y (z) sin θ(z)dz (6.14)

〈∆r2〉 =
1

B2
0

∫ ∆z

0

∫ ∆z

0

〈(bslab
x (z′) cos θ(z′) + bslab

y (z′) sin θ(z′))

×(bslab
x (z′′) cos θ(z′′) + bslab

y (z′′) sin θ(z′′))〉dz′dz′′ (6.15)

Since 〈a + b〉 = 〈a〉+ 〈b〉 and θ is not a random variable,

〈∆r2〉 =
1

B2
0

∫ ∆z

0

∫ ∆z

0

[
〈bslab

x (z′)bslab
x (z′′)〉 cos θ(z′) cos θ(z′′)

+〈bslab
y (z′)bslab

y (z′′)〉 sin θ(z′) sin θ(z′′)

+〈bslab
x (z′)bslab

y (z′′)〉 cos θ(z′) sin θ(z′′)

+ 〈bslab
y (z′)bslab

x (z′′)〉 sin θ(z′′) cos θ(z′)
]
dz′dz′′. (6.16)

Let z′′ = z′ + ∆z′, so
∫ ∆z

0
dz′′ →

∫ ∆z−z′

−z′ d∆z′. Equation (6.16) becomes

〈∆r2〉 =
1

B2
0

∫ ∆z

0

∫ ∆z−z′

−z′
[Rxx(∆z′) cos θ(z′) cos θ(z′ + ∆z′)

+Ryy(∆z′) sin θ(z′) sin θ(z′ + ∆z′)

+Rxy(∆z′) cos θ(z′) sin θ(z′ + ∆z′)

+ Ryx(∆z′) sin θ(z′ + ∆z′) cos θ(z′)] d∆z′dz′, (6.17)

where Rij(∆z′) = 〈bslab
i (z′)bslab

j (z′ + ∆z′)〉 is the correlation function. Here our

system is isotropic and the statistics of bslab
x and bslab

y are not related; therefore

Rxx(∆z′) = Ryy(∆z′) and Rxy(∆z′) = Ryx(∆z′) = 0. Then

〈∆r2〉 =
1

B2
0

∫ ∆z

0

∫ ∆z−z′

−z′
Rxx(∆z′) [cos θ(z′) cos θ(z′ + ∆z′)

+ sin θ(z′) sin θ(z′ + ∆z′)] d∆z′dz′

=
1

B2
0

∫ ∆z

0

∫ ∆z−z′

−z′
Rxx(∆z′) cos [θ(z′ + ∆z′)− θ(z′)] d∆z′dz′

=
1

B2
0

∫ ∆z

0

∫ ∆z−z′

−z′
Rxx(∆z′) cos(Ω2D∆z′)d∆z′dz′. (6.18)
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Because Rxx(∆z′) ≈ 0 when ∆z′ � `c,

〈∆r2〉 =
1

B2
0

∫ ∆z

0

∫ ∞

−∞
Rxx(∆z′) cos(Ω2D∆z′)d∆z′dz′. (6.19)

Writing the correlation function in terms of the power spectrum,

Rxx(∆z′) =
1√
2π

∫ ∞

−∞
Pxx(kz)e

−ikz∆z′
dkz. (6.20)

Substituting (6.20) into (6.19),

〈∆r2〉 =
1√

2πB2
0

∫ ∆z

0

∫ ∞

−∞

∫ ∞

−∞
Pxx(kz)e

−ikz∆z′
cos(Ω2D∆z′)dkzd∆z′dz′. (6.21)

Since
∫∞
−∞ e−ikz∆z′

cos(Ω2D∆z′)d∆z′ = π
[
δ(kz + Ω2D) + δ(kz − Ω2D)

]
, the inte-

gral in (6.21) becomes

〈∆r2〉 =
1√

2πB2
0

∫ ∆z

0

∫ ∞

−∞
Pxx(kz)π

[
δ(kz + Ω2D) + δ(kz − Ω2D)

]
dkzdz′

=

√
π

2

∆z

B2
0

[
Pxx(−Ω2D) + Pxx(Ω

2D)
]
. (6.22)

Since the power spectrum is symmetric, Pxx(−Ω2D) = Pxx(Ω
2D). Finally, we have

〈∆r2〉 =
2∆z

B2
0

√
π

2
Pxx(Ω

2D). (6.23)

Thus the diffusion coefficient of the field line in radial direction is

Drr =
〈(∆r)2〉

2∆z
=

√
π

2

Pxx(Ω
2D)

B2
0

. (6.24)

Equation (6.24) tells us that the radial motion of field lines very deep

inside the 2D field is diffusive and associated with the slab power spectrum at the

wave number that resonates with the 2D angular velocity. In order to completely

study the behavior of field lines at various radii and distances, we need computer

simulations to trace the field lines in a Gaussian 2D field + slab turbulence and

examine their statistics.
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6.3.3 Numerical Experiments

We numerically study the field lines that start at different radii of the

Gaussian function a(x, y), including their behavior and how they spread in space.

We also confirm the quasilinear diffusion theory for the field lines near the center

of the Gaussian 2D field by numerical simulations. To get the field line trajec-

tories, we first generate 2D and slab fields. For the 2D field, we can directly

generate the magnetic field in real space from the 2D potential function as in

equation (6.3). For the slab turbulence field, we generate the field in wave num-

ber space, since the system is random and we know the shape of the slab power

spectrum, and then use an inverse fast Fourier transform to convert them back

to real space (see Section 3.1). For the slab spectrum, we use

Pii =
C

[1 + (kz`z)2]5/6
, (6.25)

where C is a normalization constant and `z is a coherence length which is related

to `c by `c = 0.747`z. The spectrum is flat when kz � 1/`z and it rolls over at

k0z = 1/`z. For kz � k0z, the shape of the spectrum is proportional to k−5/3,

which becomes a Kolmogorov spectrum, as shown in Figure 3.1.

In the next step, we solve the field line equations,

dx

dz
=

b2D
x + bslab

x

B0

,
dx

dz
=

b2D
y + bslab

y

B0

. (6.26)

We use a fourth-order Runge-Kutta method with adaptive time stepping reg-

ulated by a fifth-order error estimate step (Press et al. 1992). We randomly

generate 10,000 initial positions of the field lines starting at a particular radius

around the center of the Gaussian and trace the field lines by (6.26). The out-

puts from solving the field line equations are the positions (x, y, z) of the field

line trajectories.
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To confirm the diffusion theory [Eq. 6.24] when r � σ, we trace 10,000

field lines which start at a certain radius r = 5 and set σ = 10 for the strong

2D field. Figures 6.8 shows an example trajectory of a field line in this problem

presented in the x-y plane. We can see that the field line is temporarily trapped

in circular orbits around the 2D island, and then when it is outside the 2D island,

the trajectory becomes irregular due to the slab turbulence. Figure 6.9 is a plot of

radius r vs. distance z for the field line shown in Figure 6.8. For small z and 〈∆r2〉,

Drr is defined by 〈(∆r)2〉/(2z). Figure 6.10 shows the numerical calculation of

this ratio inside the boundary as eq. (6.24) compared with the theoretical value

for Drr. The numerical ratio initially matches the theory, and later deviates due

to the spread in the field line locations, i.e., no longer measuring diffusion at the

initial radius.

We perform more simulations to examine the spread of field lines in space

as defined by the function R′(z) = R(z)− R(0), where R(z) = 〈[x(z)− x̄(z)]2 +

[y(z)− ȳ(z)]2〉 and x̄, ȳ are the average positions at a given z. We can define the

effective diffusion coefficient Deff from R′(z),

Deff =
R′(z)

4z
. (6.27)

The effective diffusion coefficient Deff and Drr from (6.24) are related by

Deff = Drr +
r0

2

dDrr

dr0

. (6.28)

where r0 is the radius where the field lines start. Therefore, from QLT and the

spectrum we use in simulations, we expect two diffusive regions; one is where

the field lines start near the center of the Gaussian (r0 � σ) as we showed in

Figure 6.10 and another one is where the field lines start outside the 2D island
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Figure 6.8: Orbit in the x − y plane of a selected field line that lies deep in the
trapping island, showing the predominantly cyclic trajectory, which gradually is
transported out of the trapping region, whereupon the motion becomes highly
irregular, and is an almost unconstrained random walk.

(r0 � σ) as the slab rate. Figures 6.11 and 6.12 show the relationship between

the diffusion coefficients and r0 from theory.

From the simulation results, we found that for field lines starting inside

such a boundary, the diffusion of field lines systematically changes, with a delay

at the beginning due to the strong 2D field, while field lines starting outside the

boundary immediately diffuse at the slab rate, as in the R′ vs. z plot shown in

Figure 6.13. The suppression of diffusion arises because the rapid motion around

circles effectively decorrelates the radial component of the slab field. From the
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Figure 6.9: Plot of the radial coordinate r =
√

x2 + y2 of a field line vs. the
parallel coordinate. At short distances the radial position remains near its initial
value r = 15. After around z = 150 the field line breaks out of the trapping
structure and random walks with a much larger amplitude.

simulation results, there are two length scales that we are interested in; the

boundary of trapping rc and Lmax
trap which is calculated from Ltrap for each initial

radius. To evaluate both of them, we trace the straight line at long z in the R′(z)

plot, where it reflects the slab rate of diffusion, and find the x-intercept, which is

called Ltrap, for each initial radius r0. Next, we plot Ltrap vs. r0 and then fit the

low-r0 portion to a straight line. The Ltrap-intercept is identified as Lmax
trap and the

r0-intercept is called rc, as in Figure 6.12. After we fit the data, we obtain the

values of Lmax
trap and rc.
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Figure 6.10: Plot of 〈∆r2〉/(2z) vs. z, which confirms the theory at small radius,
where the dashed line is the theoretical value.

We also vary magnetic parameters such as `z, σ, b2D/B0, and bslab/B0 and

look at R′ plots. Note that in this part we define b2D and bslab as the root-mean-

squared 2D field and slab fluctuation, respectively. The trapping boundary for

this case, rc, depends only σ and `z and it is independent of b2D/B0 and bslab/B0,

as shown in Figures 6.15 and 6.16. From Figures 6.17 and 6.19, when we increase

σ and `z, the trapping boundary also increases. The trapping boundary rc and σ

are linearly related and can be fit with the function rc = 1.58σ+1.2. For example,

if σ = 1, we get rc ≈ 2.8. We also make the scatter plots for σ = 1 shown as

Figure 6.18. We can see from the simulation that the trapping boundary is very

sharp at r ≈ 2.5. It is close to the relation from the linear fit. Figure 6.19 shows

that rc vs. `z can be fit with the relation rc = 17.33`0.1
z . We also investigate Lmax

trap



150

Figure 6.11: Drr vs. r0 expected from quasilinear theory.

Figure 6.12: Deff vs. r0 as derived from Figure 6.11 by equation 6.28.
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Figure 6.13: R′(z) vs. z, showing how the field lines spread from starting points
near the center when we set σ = 10.

versus other parameters (Figures 6.21, 6.22, 6.23, and 6.24), and we can simply

estimate Lmax
trap by

Lmax
trap ≈ L2

0

[
(b2D/B0)

2]0.62[
(bslab/B0)

2]0.74

`0.5
z

σ1.5
. (6.29)

In conclusion, we apply quasi-linear theory to the problem of the magnetic

field line in the Gaussian 2D field plus slab turbulence. We find that the strong

2D field can inhibit the random walk of the field lines due to the slab component.

The field lines located near the maximum of the 2D potential function diffuse at

a lower rate than when they are outside the 2D island. The simulations show

that when we start the field lines inside the 2D island, the diffusion of field lines

systematically changes with a delay at the beginning due to the strong 2D field.
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Figure 6.14: Illustration of the definitions of rc and Lmax
trap for σ = 10 and `z = 1.

We found that the trapping boundary depends only on the topological scale σ of

the 2D island and the characteristic length scale `z of slab turbulence.

6.4 Summary

We try to reconcile the paradox of two types of SEP observations. One

is the observation of the dropout phenomena from the ACE spacecraft, in which

the density of SEPs in space is highly inhomogeneous and there is very little

lateral diffusion. In contrast, in Ulysses and IMP-8 observations, the SEPs seem

to spread rapidly throughout the entire inner the solar system within a few days,

with very a similar intensity at these two spacecraft located opposite sides of the
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Figure 6.15: Critical radius rc vs. b2
2D/B2

0 . The dashed line is the average value.
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Figure 6.16: Critical radius rc vs. b2
slab/B

2
0 . The dashed line is the average value.
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Figure 6.17: Critical radius rc vs. σ. The dashed line is the best linear fit to the
data.
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Figure 6.18: Snapshot of 10,000 field lines in Gaussian 2D field + slab turbulence
at each z. Here we set σ = 1 for the 2D field.
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Figure 6.19: Critical radius rc vs. `z. The dashed line is the best power-law fit.
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Figure 6.20: Critical radius rc vs. `z. The dashed line is the best logarithmic fit.
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Figure 6.21: Lmax
trap vs. b2

2D/B2
0 and the best power-law fit.
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Figure 6.22: Lmax
trap vs. b2

slab/B
2
0 and the best power-law fit.
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Figure 6.23: Lmax
trap vs. σ and the best power-law fit.
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Figure 6.24: Lmax
trap vs. `z and the best power-law fit.
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Sun. We propose the idea of conditional statistics of the turbulent magnetic field

lines in the two-component model to explain this contradiction. We assume that

the trajectories of the magnetic field lines represent the motion of the guiding

centers of the charged particles. The idea of the conditional statistics is that

magnetic field lines which are initially located near the local O-points of the 2D

islands are temporarily trapped and spread with a slower diffusion rate (∼ Dslab)

while the field lines starting near X-points rapidly diffuse like the two-dimensional

turbulence (∼ D). Thus, with these different rates of diffusion, we can estimate

the range of the observation of dropouts from knowing the sizes of injection regions

of SEPs and 2D islands. We confirm the idea by the numerical simulations. The

simulation results show that the dropout feature occurs over intermediate distance

scales and all magnetic field lines escape from 2D islands and undergo substantial

lateral diffusion in the long distance limit.

In Section 6.3, we still consider a 2D+slab model but we instead use a

systematic model for the 2D component, with contours of the potential function

as circles, to study the diffusion of the field lines inside and outside the trapping

boundary. The classical quasi-linear theory has been used for derivation of the

diffusion coefficient of field lines in the radial direction. We found that the strong

2D field can suppress the field line random walk, with diffusion at a much slower

rate than Dslab. When the field lines are far away from the 2D island, the diffusion

approaches the slab rate. We again use numerical simulations to explore the

behavior of the field lines for this simple case. The simulations show that the

boundary of trapping is sharp and depends on the length scales of slab and 2D

fields. Starting the field lines inside such boundary, the diffusion of the field lines

systematically changes with a delay at the beginning due to the strong 2D field.
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Furthermore, the simulations also confirm a quasilinear theory of suppression of

diffusion when the field lines are deeply inside the 2D island. We expect that this

study should also be relevant to a turbulent system as in Section 6.2. Finally, our

study of suppression of field line random walk is also useful for other applications,

such as any system that consists of a systematic flow in two dimensions that is

superimposed on a random walk process.



Chapter 7

Conclusions

We examine the magnetic field line random walk in the two-component

model of magnetic turbulence, which is a useful description of the solar wind

turbulence. The model includes a mean field in the z direction plus the transverse

fluctuations, which are a mixture of 2D and slab turbulence. We worked on both

theoretical and numerical analysis and also discussed the results with regard to

relevant observations from spacecraft. The work is separated into three topics:

the non-axisymmetric field line random walk, field line separation in axisymmetric

turbulence, and the conditional statistics of turbulent field lines.

We have developed theoretical formulae for the field line random walk

in non-axisymmetric turbulence and the field line separation in axisymmetric

turbulence. Since the system is turbulent, ensemble averaged statistics have been

considered. Our derivation is based on homogeneity, the diffusion approximation,

and Corrsin’s hypothesis, Our solutions are non-perturbative, which means we

can apply the formulae to an arbitrary amplitude of the fluctuations. We confirm

the theoretical derivation by the numerical simulations. We numerically solve the

field line equation by a fourth-order Runge-Kutta method with adaptive step size

control to trace the field line trajectories and then directly compute the statistics.

For the non-axisymmetric field line random walk we presented in Chap-

ter 4, we explicitly make the parallel correlation length (`c) and slab fluctuations

different in x and y components for anisotropic slab turbulence and, for 2D tur-

bulence, we set the contours of constant power spectrum A(kx, ky) along ellipses

in (kx, ky) space via a specific ellipticity parameter. We obtain the analytical
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solution in the simple from of coupled bi-quadratic equations for the diffusion co-

efficients in x and y directions. We also show closed-form expressions for special

cases. The simulations are performed for several cases to verify the theory. The

results have good agreement with theory. That means the approximations we

use for derivation of the theory work well for this problem. However, there are

some cases having some difference (not more than 15%) between theoretical and

numerical values, more than other cases, and this seems to be associated with

the increase of the 2D energy.

For the field line separation in Chapter 5, although we consider the dif-

fusion of the displacement between two adjacent field lines in axisymmetric tur-

bulence, the diffusion coefficients we derived are anisotropic. We found that

random field trajectories can separate in general through three regimes of the

behavior of the running diffusion coefficient: slow diffusive separation at short

distances, an intermediate regime of superdiffusion, and fast diffusive separation

at large distances. The slow diffusion and onset of superdiffusion in the mean

squared separation 〈∆X2 + ∆Y 2〉 can be identified as an exponential growth of

the mean squared distance between two field lines. We confirm fast and slow

diffusive regimes by the computer simulations. The exponential growth for the

case that shows the slow diffusive separation can fit well with the expression from

the theory.

In Chapter 6, we use the idea of the conditional statistics to explain the

apparent contradiction between two sets of SEP observations from spacecraft.

One set of observations shows that the intensity of particles repeatedly appears

and reappears near the distance of 1 AU. However, in another set of observations,

the SEPs seem to rapidly spread to the entire inner solar system within a few days.
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In our work, we assume that the trajectories of the particles follow the magnetic

field lines which are connected to the injection region at the Sun. The idea is

the that the magnetic field lines which are initially located near the O-points of

2D turbulence are temporarily trapped while the field lines near X-points rapidly

diffuse to other locations. We support this idea by performing the numerical

simulations. The simulation results show the dropout features over intermediate

distance and, at long distance, all magnetic field lines escape from the 2D islands

and undergo substantial lateral diffusion. Furthermore, we study the trapping

and escape of field lines due to the 2D field by setting a simple model for the

magnetic field. That is the 2D potential function as a Gaussian 2D field plus the

slab turbulence. We derive a quasi-linear theory in order to obtain the analytical

expression for the diffusion coefficient in the radial component. We found that

the strong 2D field can suppress the random walk of field lines. The field lines

located deep inside the 2D island spread at a slower rate than the field lines

located outside the island, for which the diffusion approaches the slab rate.

Our research leads to many open questions for future work and is useful

to explain physical phenomena in space and related problems. Here are some

examples. For the non-axisymmetric work, we can apply the theory to solar

modulation of galactic cosmic rays and perform the simulations for charged par-

ticles in non-axisymmetric turbulence. In the field line separation work, we can

continue developing more theoretical techniques for the superdiffusive regime and

confirm them by simulations. For conditional statistics work, we can study the

suppression in general, when both 2D and slab are turbulent, and also study this

directly by the simulations of charged particles in 2D+slab turbulence in spheri-

cal coordinates which is closer to the real situation in the heliosphere. Our study
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can apply to other situations such as any flows that have patterns similar to a

2D flow and slab turbulence.
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Appendices



Appendix A

Test of Accuracy of Streamline
Code for Constant + Slab Fields

The “streamline” code is written by using parallel programming with MPI

for solving the equations of field lines and the equations of motion for charged

particles in magnetic and electric fields. The numerical method that we use to

solve the differential equations in the code is a fourth-order Runge-Kutta method

with adaptive step size control (Press et al. 1992). The advantage of this method

is that users can control the level of accuracy of the results. The input parameter

related to the desired accuracy is named “racc.”

To test the accuracy of the code, we choose 3 cases for charged particles

moving in magnetic and electric field. These are

• Case 1: The particles in a uniform magnetic field.

• Case 2: The particles in a uniform magnetic field and uniform electric

field.

• Case 3: The particles in a slab magnetic field.

From Cases 1 and 2, we already know the exact solution. Therefore we can

directly compare the energy of the particles which we get from numerical simula-

tions with the value from theory. For the slab field case, we know that particles

moving in a magnetic field always conserve their kinetic energy. Then, in this

case, we compare the energy of particles with the energy at t = 0.
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A.1 The equation of motion and analytical so-

lutions

The equation of motion of a charged particle in magnetic and electric

fields is

d2~v

dt2
=

q

m
(~v × ~B + ~E) (A.1)

Since we use the numerical method to solve this equation, we reduce the sec-

ond order ODE to a set of first order ODEs and write it for each component.

Therefore, equation (A.1) becomes

dx

dt
= vx (A.2)

dy

dt
= vy (A.3)

dz

dt
= vz (A.4)

dvx

dt
=

q

m
(vyBz − vzBy + Ex) (A.5)

dvy

dt
=

q

m
(vzBx − vxBz + Ey) (A.6)

dvz

dt
=

q

m
(vxBy − vyBx + Ez). (A.7)

Next, we will consider the analytic solution and characteristics of the particles in

the field of each case that we use for testing.

Case 1: Particles in a Uniform Magnetic Field

The magnetic field is

~B = B0ẑ (A.8)

where B0 is constant. The analytic solution of this problem is

vx(t) = vx0 cos Ωt + vy0 sin Ωt (A.9)
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vy(t) = vy0 cos Ωt− vx0 sin Ωt (A.10)

vz(t) = vz0, (A.11)

where Ω = mv/qB and vx0, vy0, and vz0 are the initial velocities in x, y, and z,

respectively. For this case, the particles move around a magnetic field line as a

circle in x-y the plane with constant pitch angle and constant velocity in the z

direction. The total energy is conserved and equal to 1
2
m(v2

x0 + x2
y0 + v2

z0).

Case 2: Particles in a Uniform Magnetic Field and Electric Field

We set the fields in the form

~B = B0ẑ and ~E = E0x̂, (A.12)

where B0 and E0 are constant. The analytic solution of this problem is

vx(t) = vx0 cos Ωt +

(
vy0 +

E0

B0

)
sin Ωt (A.13)

vy(t) =

(
vy0 +

E0

B0

)
cos Ωt− vx0 sin Ωt− E0

B0

(A.14)

vz(t) = vz0. (A.15)

Since an electric field is present in the x direction in this case, the particles drift

in the y direction. The trajectories of particles have a cycloidal shape. From the

analytic solution, we can see that the energy in this case is not constant as in the

first case. The energy oscillates.

Case 3: Particles in a Slab Magnetic Field

A slab magnetic field can be written as

~B = B0ẑ + δbx(z)x̂ + δby(z)ŷ. (A.16)
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Because the magnetic field is random, we cannot derive the analytical solution

for this case. However, we know that a static magnetic field does no work on a

charged particle in a magnetic field, so the energy will be conserved. Therefore, we

can compare the energy for each time with the initial energy. Since the particles

have to conserve v2
x + v2

y + v2
x, only the pitch angle is scattered, and not the

magnitude of the velocity.

A.2 Relative Error

We define the relative error as

Relative Error =
|v2

num − v2
th|

v2
th

, (A.17)

where vth is the magnitude of velocity from theory for Cases 1 and 2 and is equal

to the magnitude of initial velocity for Case 3 and vnum is the magnitude of the

velocity from numerical results.

A.3 Results and Discussion

We test 10 particles with random initial points and the initial velocities

in each case are vx0 = 10, vy0 = 0, and vz0 = 0. Since we put 10 particles in the

program, vnum in (A.17) is the average velocity for 10 particles.

For Case 1, the particles moving in a uniform magnetic field, we have

the results at various racc as shown in Figure A.1. The relative error increases

linearly in a log-log scale with the slope=1.

For the second case, the particles moving in uniform magnetic field and

electric field, we also have the results at various racc as shown in Figure A.2.

In this case the accuracy oscillates a little bit and, for racc = 10−16, we can see
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round-off effects. In Figure A.3, we overlay Figures A.1 and A.2. This shows that

the error grows with the same slope in both cases.

However, the relative error increases linearly at only the beginning. When

we increase the running time or decrease racc as in Figure A.4, the error increases

exponentially.

For particles moving in a slab field, the results surprise us since the accu-

racy in this case is better than in the first two cases at the same racc as shown in

Figures A.5-A.9. In Figure A.10, we plot the relative error at t = 1000 gyroperi-

ods with various δb/B0.

From the accuracy tests we can see that the relative error depends on the

parameter racc and increases linearly at the beginning. At 105 gyroperiods, for

racc=10−9, we get a relative error of order 10−4 for Cases 1 and 2. Surprisingly,

for particles moving in a slab field, the relative errors are lower than in the first

two cases although the system has more complexity. Therefore, when we perform

the simulations, we usually set racc lower than 10−9. The increased error depends

on how long we trace the particles or how far we trace the field lines.
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Figure A.1: Accuracy of particle orbits in a uniform magnetic field at various
racc.

Figure A.2: Accuracy of particle orbits in a uniform magnetic and electric fields
at various racc.
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Figure A.3: Overlay of Figures A.1 (black) and A.2 (gray).

Figure A.4: Accuracy of particle orbits in a uniform magnetic field when we use
racc = 10−5.
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Figure A.5: Accuracy of particle orbits in a slab magnetic field with δb/B0 = 0.

Figure A.6: Accuracy of particle orbits in a slab magnetic field with δb/B0 =
0.001.
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Figure A.7: Accuracy of particle orbits in a slab magnetic field with δb/B0 = 0.01.

Figure A.8: Accuracy of particle orbits in a slab magnetic field with δb/B0 = 0.1.
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Figure A.9: Accuracy of particle orbits in a slab magnetic field with δb/B0 = 1.0.

Figure A.10: Accuracy of particle orbits in a slab magnetic field at t = 103

gyroperiods and various δb/B0.



Appendix B

Numerical Evaluation of
Analytic Expressions for

Field Line Separation

The present work yields somewhat complicated analytic expressions for

the separation between two magnetic field lines in two-component turbulence

(Section 5.2), which are interpreted in Section 5.3. We found it useful to verify

that interpretation by numerically evaluating the integrals in equations (2.66),

(2.67), (5.15), and (5.16) with the Mathematica program (Wolfram Research,

Inc.) for some special cases. Those results, plotted in Figures 5.4 and 5.5, are

found to agree with the interpretation of the analytic expressions in Section 5.3.

In contrast, the comparison in Figures 5.6 and 5.8 with numerical simulations,

which do not incorporate the analytic theory in any way, is an independent test

of the validity of the analytic theory itself and its underlying assumptions.

For the numerical evaluation of analytic expressions, the following power

spectra were used:

P slab
xx (kz) = P slab

yy (kz) ∝ 1

(1 + k2
z/k

2
0z)

5/6
(B.1)

A(k⊥) ∝ 1

(1 + k2
⊥/k2

0⊥)7/3
. (B.2)

These forms roll off to a constant at low k, and far above k0z or k0⊥ they fol-

low a Kolmogorov law, with the omnidirectional power spectrum (OPS) varying

as k−5/3. To see this, note that for slab (1D) fluctuations the OPS is simply

P slab
xx + P slab

yy , which has the correct dependence, and for 2D fluctuations at a
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given magnitude k⊥, the OPS ∝ k⊥(P 2D
xx +P 2D

yy ) = k3
⊥A, which varies as k

−5/3
⊥ for

large k⊥. However, we stress that the results described in the main text do not

require power spectra of these specific forms.

For convenience, B0, `c, k0⊥, and `⊥ were all set to 1. Effectively, the

calculations are for B in units of B0, and x and z in units of `⊥ and `c, respectively.

For the slab turbulence spectrum of equation (B.1), setting `c = 1 implies that

`z = 1/k0z = 1.339, and for the 2D spectrum of equation (B.2), `⊥ = 1 implies

an ultrascale λ̃ = 0.577. Figure 5.4 used X0 = 0.1. For Figure 5.4a, the slab and

2D turbulence energies were set to 〈b2〉slab = 7.07× 10−7 and 〈b2〉2D = 7.5× 10−9,

yielding Dslab
⊥ = 3.54×10−7 and D2D

⊥ = 3.54×10−5, for a random walk dominated

by the 2D component. For Figures 5.4b and 5.5, the only difference was that

the slab energy (i.e., 〈b2〉slab) was set to 0.01, or 1.41 × 104 times stronger, for

Dslab
⊥ = 5 × 10−3, so that slab turbulence dominates the random walk. These

values were chosen for clarity, to separate the various physical régimes, and not

to correspond to any specific physical situation such as the solar wind.

Using Mathematica, we first directly calculated 〈∆x2〉slab for various val-

ues of ∆z and then iteratively calculated 〈∆x2〉 and D⊥. Next Dsx and Dsy

were calculated iteratively and simultaneously by a secant method (using “Find-

Root”). Care was required to ensure precision and accuracy fine enough to yield

good results, yet coarse enough to allow the integrals and iterations to converge.



Appendix C

Fitting the Data
from the Ulysses Spacecraft

We focus on event 6 of Ulysses as shown in Figure 6.3. It was a gradual

event on November 8, 2000. The figure shows a comparison between the 30-70

MeV protons observed from Ulysses, which was located near 90◦S heliospheric

latitude and a longitude opposite that of the Earth, at a radial distance of 2.35

AU (see Figure 6.2), and from IMP-8, which was near the Earth. The data decay

with the same intensity after a few days. That means the SEPs from the gradual

event diffused throughout the inner solar system within a few days. Here we

try to find the perpendicular diffusion coefficient of the particles by fitting the

Ulysses data.

Because McKibben et al. (2001) provide the information of the flare and

Ulysses locations with respect to the Earth, we first find the footpoint of the

magnetic field line that connects to the Earth. Since we assume that the inter-

planetary magnetic field has a Archimedean spiral shape as shown in Figure C.1,

we use the relation

φ0 − φ =
ΩR

vsw

, (C.1)

where φ is the angle of the magnetic field line at radius R, φ0 is the angle of the

footpoint at the Sun, Ω the angular speed of the Sun which is 2.92× 10−6 rad/s,

and vsw is the solar wind speed which is approximately equal to 400 km/s. The

Earth is located at R = 1 AU and we set φ = 0◦. Using (C.1), the footpoint

of the magnetic field line that connects to the Earth has φ0 = 62.45◦. Next we
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Figure C.1: The coordinates of an Archimedean spiral magnetic field line con-
nected to the Sun.

calculate the position of Ulysses. From McKibben et al. (2001), we know that the

difference between footpoints of the magnetic field lines that connect to Ulysses

and to the Earth (∆φfp) is about 98◦ and Ulysses was located at R = 2.35 AU and

latitude −79.6◦. Therefore, the footpoint of the magnetic field line that connects

to Ulysses is at

φ0(of Ulysses) = φ0(of Earth) −∆φfp

= −35.55◦ or 324.45◦. (C.2)

Thus the position of Ulysses in spherical coordinates is θ = 90◦ + 79.6◦ = 169.6◦,

R = 2.35 AU, and, from (C.1), φ = 177.62◦.

We next consider the position of the magnetic field line at 2.35 AU that

connects to the flare location. From McKibben et al. (2001), the flare from event

6 occurred at N10W77. Converting to spherical coordinates, the flare site is

located at θ = 80◦ and φ0 = 77◦. We assume that the flare particles transport

into space by mainly following the magnetic field line connected to the flare site.
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Therefore, the location of the flare’s magnetic field line at 2.35 AU is R = 2.35

AU, θ = 80◦, and φ = 289.96◦.

Now imagine that the flux of protons that Ulysses detected at R = 2.35

AU would diffuse from the flare in two dimensions while also following the con-

necting field line at flare site. Thus the model that we use to fit the data here is

based on the diffusion process on the sphere at 2.35 AU including the flux loss to

outside the sphere. This is similar to the concept of the Reid profile (Reid 1964).

In that model,

f =
c

t− t0
exp

[
− L2

4κ⊥(t− t0)
− t− t0

τ

]
, (C.3)

where f is the flux of the observed particles, L is the curvilinear distance between

Ulysses and the flare’s magnetic field line at 2.35 AU, κ⊥ is the perpendicular

diffusion coefficient of the particles, t0 is the time when the flare occurred, τ is a

time constant related to the loss of particles, and c is a normalization constant.

Eq. (C.3) is the solution of the 2D diffusion equation with a loss term,

∂f

∂t
= κ⊥∇2f − f

τ
. (C.4)

From the known locations in spherical coordinates of the flare’s magnetic

field line and Ulysses at 2.35 AU, the angle between them is 103.89◦. Thus the

arclength between the flare and Ulysses (L) is about 4.26 AU. Figure C.2 shows

the function (C.3) that fits with event 6 from the Ulysses data. Here we use

L = 4.26 AU, c = 5 in the units of flux × days, t0 = 313.5 days, τ = 2.7 days,

and κ = 0.5 AU2/day or 1.30× 1017 m2/s.

We now know the approximate diffusion coefficient of the particles. From

the field line random walk, the relationship between the perpendicular diffusion

coefficient of particle and magnetic field line is

κ⊥ =
v

2
D⊥, (C.5)
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Figure C.2: The dots shows the data from Ulysses on November 8-26, 2000 and
the line is the function from the Reid profile that can best fit the data.

where v is the particle speed. We are considering the protons at 30-70 MeV which

correspond to particle speeds of ∼ 9×107 m/s. Therefore, the estimated diffusion

coefficient of the field line is 2.9× 109 m or 0.02 AU.



Appendix D

Trajectories of Magnetic Field
Lines in a Gaussian 2D Field

Here we consider the trajectories of a magnetic field line in a mean field

plus pure 2D field where the potential function of the 2D field is a Gaussian

function. We can write the total magnetic field as

~B(x, y) = B0ẑ +~b2D(x, y). (D.1)

In general, we can write ~b = a(x, y)ẑ. For this case,

a(x, y) = A0 exp

(
−x2 + y2

2σ2

)
, (D.2)

or

a(r) = A0 exp

(
− r2

2σ2

)
, (D.3)

where A0 is the value of a(x, y) at the center of the Gaussian and σ is the width

of the Gaussian.

To find ~b2D, we use the relation ~B = ~∇ × ~A, where ~A is the vector

potential. Since a(x, y) is in the z direction and can be written as a function of

radius, it is convenient to calculate ~b2D in cylindrical coordinates (r, θ, z). For

cylindrical coordinates, each component of ~B = ~∇× ~A can be determined from

Br = (~∇× ~A)r =
1

r

∂Az

∂θ
− ∂Aθ

∂z
(D.4)

Bθ = (~∇× ~A)θ =
∂Ar

∂z
− ∂Az

∂r
(D.5)

Bz = (~∇× ~A)z =
1

r

∂(rAθ)

∂r
− 1

r

∂Ar

∂θ
. (D.6)
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Therefore, from (D.4)-(D.6) we get

b2D
r = 0 (D.7)

b2D
θ = −da(r)

dr
=

ra(r)

σ2
. (D.8)

The total magnetic field becomes

~B = B0ẑ +
ra(r)

σ2
θ̂. (D.9)

The equation of field line in cylindrical coordinates can be written in the form

dr

Br

=
rdθ

Bθ

=
dz

Bz

. (D.10)

From (D.10), we obtain the differential equations of field lines as

dr

dz
=

Br

Bz

= 0 (D.11)

dθ

dz
=

Bθ

rBz

=
a(r)

B0σ2
. (D.12)

Now we can see that the trajectories of field lines must keep the radial coordinate

constant and have a constant angular velocity (Ω2D ≡ dθ/dz). Thus, for a given

initial point (r0, θ0, z0), the trajectory of the field line is

r = r0 (D.13)

θ = Ω2D(z − z0) + θ0, (D.14)

where Ω2D = a(r0)/(B0σ
2). Note that r is measured from the center of the

Guassian function.
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