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CHAPTER I 

INTRODUCTION 

 Computer Role Playing Game (CRPG) is the type of computer game. Player has 
to play as a role of a main character or a group of main characters. CRPG aims to 
present the story of the characters ‟ such as fairy tales, historical stories, or fantasy 
stories. CRPG normally is turn-based Gameplay which is a playing style in the computer 
game. About the turn-based Gameplay, two or more characters fight in two teams ‟ one 
team is controlled by the player and the other is controlled by computer. The characters 
have their own turn. The player can play by selecting character’s action when the 
characters in the player team have their turn. In the opposite way, some developers 
want to create different CRPG to present in the computer game market, so CRPG also 
has the other type of Gameplay ‟ such as side-scrolling action style or first person 
shooting style. The simple thing to do in CRPG over fight, is questing. The questing can 
be anything which the computer game can do; for example, the game asks the player 
some questions or gives player some puzzle games to solve. Machado et al. (2011) 
stated the objectives in CRPG are fighting, questing, finding items and leveling ‟ 
leveling is the content that makes player’s character stronger by fighting and questing. 
Finding items can be the objective but it is always optional objective and leveling is 
reward of fighting and questing. The finding items and leveling are important because 
the player’s characters have to be strong enough to fight bosses who are stronger than 
normal enemies. With good strategies, the boss fight will be easier. CRPG allows the 
player to decide to use some different strategies. The strategy planning is the exciting 
part of CRPG because the player involves with a lot of decisions, so the player has 
choices which sometimes bad strategies can satisfy the player more than the better 
strategies. And by choosing the choice, the player also involves the story more too. 
 In this thesis, CRPG is used to generate character’s action. The CRPG is 
Spronck’s Minigate environment (2007) which is the simulation of fighting in CRPG with 
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turn-based table style ‟ also called tactical CRPG. The difference from turn-based 
CRPG is the battle field. The turn-based CRPG does not design the distance on the 
battle field and all the field areas are the same area for every characters on the field. But 
the tactical CRPG has the field that separates into many areas like hexes. Every hex has 
its own type of field that can be different from others, so some characters can be on the 
grass field when some of them are on the dessert field but actually they are on the same 
battle field. The different areas can have different effects which give the benefit for the 
characters and the player has to plan the strategies involving with the hexes on battle 
field as well. However in Minigate environment, every area is the same, so this is not 
important. The other thing about the tactical CRPG’s battle field is the distance. In turn-
based CRPG, the distance is not calculated but in tactical CRPG, there are distances in 
the battle field. The character can move and the character’s actions have range limit. In 
Minigate environment, two teams of four characters have to fight each other till death. 
The survivor team is the winner. In each team, there are two fighter characters and two 
wizard characters. The fighter has strong melee attack and a lot of hit point but wizard 
has a lot of tricky spells, so the common strategy is using the fighter attack while keep 
enemy busy with the wizard’s spells. The other strategy is using the range attack or 
spells to eliminate the wizard enemy first because the wizard has not much hit point. 
However, there is no best strategy ‟ that makes the balance in the game. The other key 
to victory in this game is randomness. There are many random elements which are the 
hit rate of the attack, the effect of spell and then potions and wizard’s spell can become 
random set too, if the rule setup for it to be random sets. In this way, the strategies have 
to adapt to these random elements which are randomly occur during the game too, so 
the static strategy is not going to be the best. 
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Figure 1.1 : Spronck’s Minigate environment 2007 

 
 There are a lot of computer games nowadays. Every computer game company 
wants to create a new product and get more customers which can create the large 
competitive market. In order to survive in the market, a new computer game must have 
some new contents. In this way, a lot of computer researchers also want to develop the 
new contents. In this research area, Machine Learning (ML) is now very popular 
because there are a lot of ML techniques to use with many different types of computer 
games. The types of computer game can be action game or real-time strategy game 
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which has a lot of actions in every second. However, in some types of computer game 
like turn-based game, there is some amount of time when the game stops and waits for 
players to decide their action. In these types, there are different in computational time 
for ML techniques because in the action game or the real-time strategy game, the game 
time cannot stop until the game ends but in the turn-based game, the game time stops 
in a lot of phases. And the ML techniques have different computational time, so the 
computer researcher has to consider the suitable ML techniques for the type of 
computer game. And then, there are some different ideas to use ML in the computer 
game. R. Lopes el at. 2011 separated the ideas into five adaptable contents which 
include game worlds, Gameplay mechanics, Non-playing characters (NPC) and Artificial 
Intelligent (AI), game narratives, and game scenarios (include quests). In these 
contents, some adaptive ideas can be about personal preference or about playing 
experience. This thesis uses the adaptive AI content to adapt with the playing 
experience. And to use the combination, there is a model of playing which is called 
player modeling. When people have some experience in the game, they will create their 
sets of strategies. And when the sets of strategies come with specific environment in the 
game, they can be classified into types of playing strategy which is the player modeling. 
The player modeling alone cannot do anything because it is just the set of strategy 
without someone using it, so the computer game must have some functions to adapt to it 
which are the five adaptable contents. 
 In the traditional of game developing, CRPG always creates for single player 
mode ‟ a player plays against the computer AI. The computer game character which is 
played by the computer AI is called non player character (NPC) (S. Yildirim et al. 2009). 
The computer AI is a programming language and writes by a lot of rule-based script ‟ 
one type of static AI. For examples, in this thesis, the character’s actions were 
generated by using rule-based script of R. Vallim el at. (2010), such as; if the hit point is 
lower than half and have potion of the hit point, use drink potion of the hit point action ‟ 
the rests are showed in Chapter 3.4. Very Fast Decision Tree. However, the static AI has 
problems. First, it is easy to recognize by human because it is created by simple rules 
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and never changes. Second, it always has weakness. In the previous example when the 
hit point is lower than half with the potion, the computer AI will use the potion, so if player 
make its hit point drop to just a half and then kill it in next turn, it will never have a 
change to use the potion.  The example shows that the weakness of the static AI makes 
the computer AI not good enough in the game. Then third, it is easy for human to predict 
what it is going to do. After its script is understood; its weakness is also found and then 
every action of its can be predicted. Finally, the rule-based script become more 
complicated when the computer AI has to be developed more in order to be good 
enough to play with human. All four problems of the static AI are presented by I. Szita et 
al. (2009). Now a lot of researchers present using ML instead to solve all of the problems 
of static AI and the computer AI with ML is called adaptive AI. There are some works of 
the researchers with the adaptive AI which are showed in the next section. 
 In the researching area, R. Vallim et al. (2010) have used Very Fast Decision 
Tree (VFDT) to classify character’s action in Minigate environment. VFDT can predict the 
character’s action in some quality accuracy but when there are more number of the 
data, the accuracy raise slowly because VFDT use information gain and entropy which 
are not change more when the number of the data increase. Read more details of VFDT 
in the next section. 
 The other one of ML is artificial neural network (ANN).  ANN has been used for 
classification and clustering purpose. The idea of ANN is to translate input into output in 
the way that human’s neurons use its signals. By using all of input to compute the 
accuracy, ANN can classify the character’s action in some amount of number better 
than VFDT In ANN area, there are two problems which are; first, it takes too long to 
process learning time which is how ANN improves the translation to be more accurate 
and second, how to improve the accuracy. So M. Riedmiller et al. (1992) has presented 
Resilient Backpropagation (RPROP) to make the learning time process faster. However, 
RPROP is not only faster but it also improves the accuracy of ANN in some cases when 
the decreasing factor allow the ANN to find the highest accuracy when the slope 
between error percentages and the changing weight value is very high. The more 
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details of ANN and RPROP are stated in the next section. In this thesis, RPROP is used 
to solve the slow improvement of accuracy when use VFDT to classify the increasing 
number of character’s actions. 
 
     1.1. Objectives 
 
 In this study, the main objective is to classify character’s action of computer role 
playing game with high accuracy by using neural network. 
 
     1.2. Scope 
 
 In this study, the identification system is constrained as follows: 

1.2.1. Using RPROP neural network with three layers and total of five hidden 
nodes to classify the character’s actions.  
1.2.2. Using the character’s actions which were generated by R. Vallim el at. 
(2010). 
1.2.2. Comparing VFDT and neural network in classifying the character’s action 

 
     1.3. Research Methodology 
 In the procession, there are several tasks as following: 

 Literature review: In order to understand this area of researching, a lot of paper 
must be review. The importance key is about understanding the trend of using 
ML in the computer game. Start review survey paper, understand meaning of 
technical words and then focus on some topics. 

 Collect data: The technical term of the research must be used to test the 
methodology. So data are needed for the experiment. At the beginning, the data 
are generated but the problem is the data preparation was described in the 
reference unclearly. So asking for help from the other researchers is a best way 
to go around the problem. By sending Email to R. Vallim and J. Gama for help, 
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the data were given kindly. Observe VFDT: The replication of the reference 
experiment was setup. In this time, the data were the problem, because by using 
Massive Online Analysis (“MOA” is an application that performs VFDT with the 
data.), the calculation could not be observed, so the problem was how the data 
were calculated. To find the answer, the MOA’s programming script must be 
understood.  

 Test ANN with data: For ANN, it cannot use MOA to do the job. So other 
application has to be prepared to test the data. The formation of the data has to 
be changed in order to use with this application. 

 Configuration of ANN: Because ANN can be used with any data, to make the 
ANN becomes more specific to these data, some configurations have to be 
tested. And in this process, RPROP had been decided to be used as ANN that 
was fit for the data. 

 Collect and discuss the results: This process did not take too long because 
RPROP was good in time consumption, so the taken time came from some 
discussions and tried to improve the results. 

 Report the experiment: This thesis and conference paper was written. This is very 
important because the proposed scheme and the experiment must be published 
in order to give the knowledge in another point of view. 
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Table 1.1 : Task schedule 
  
Step 

 
Tasks 

1 2 3 4 5 6 7 8 9 10 11 12 13 14 15 16 17 18 

1 Literature 
review 

                  

2 Collect data                    

3 Observe very 
fast decision 
tree method 

                  

4 Test ANN with 
data 

                  

5 Configuration 
of ANN 

                  

6 Collect and 
discuss the 
results 

                  

7 Report the 
experiment 

                  

 
     1.4. Benefits 
 
 There are two benefits in this thesis. First, some ML techniques can be used to 
create new contents in the computer game. In this thesis, RPROP was used in CRPG to 
classify the character’s action and the reason to use RPROP because it can classify the 
character’s action better than VFDT when the total number of the action increase too 
some amount of numbers. It is shown that the way to use ML in the computer game has 
to use ML that is compatible. 
 The second benefit is the example of using the computer game in the computer 
researching. Actually, there are many researches using some computer games or 
physical games to explain about social, psychological or teaching; however, using 
computer game is able to generate a lot of data by using only a few computers and 
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there are a lot of computer games to use too. Other than using new algorithms to create 
new contents in the game, some computer games can be used to test the new 
algorithms. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



CHAPTER II 

THEORITICAL BACKGROUND 

 As mention in previous section, the proposed method is using RPROP to classify 
the character’s action in CRPG. RPROP is a multilayer feed forward ANN, so in the 
section Multilayer Feed Forward ANN is explained with the other important algorithms 
which are decision tree, reinforcement learning, and greedy algorithm. 
 
     2.1. Multilayer Feed Forward Artificial Neural Network 
 Basic of ANN come from linear function.  

bxaxaxaxay nn  ...332211                                                                   (1) 
 
And then when there are more than one output ( y ), the formula moves to matrix. 
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The inputs ),...,,,( 321 nxxxx are fed to the equation. Where x  is input; y  is output; a  
and b  are constant values. There is a diagram of multilayer feed forward artificial neural 
network is shown as following. 
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Figure 3.1 diagram of multilayer feed forward artificial neural network 

 
In order to get output, input is needed for calculating with something in the middle way. 
As in equation (2), there are a  and b  to use. In ANN, a  is “weight” and b  is “bias”. The 
data is formed to be layers because the data come from the same sources as levels of 
layers. The input nodes are in the input layer. The output nodes are also in the output 
layer. Furthermore, there are hidden nodes between input node and output node in 
Figure 3.1. Each hidden node has its a  and its b . Each hidden node calculates its 
outputs separately and sends the outputs to output nodes. The hidden node can be 
more than one layer. If there are two or more than two hidden layers, the hidden node’s 
outputs will be sent to the hidden nodes in the next hidden layers instead of the output 
nodes and the last hidden layer will send the hidden node’s outputs to the output node. 
The output nodes have to calculate the outputs from the hidden nodes as their inputs. 
The output node also has its a  and its b  to calculate the outputs.  And then the way of 
the arrows have only direction forward to the output. It is called a feed forward network ‟ 
there is no backward error signal feed back to the previous layer. The error is also 
defined by mean of square error or sum square error: 
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Sum Square Error: 22
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Where N  is total number of output )(y ; 'y  is the network output; y  is the class of the 
output. 

And then the error is used to adjust the weight by: )()()1( t
w

E
twtw

ij

ijij



   where  

)(twij  is old weight; )1( twij  is new weight; E  is the error;  is learning rate. 
 
     2.2. Decision Tree 
 Some of Machine Learning (ML) techniques are developed by using decision 
tree. Decision tree is the data structure which stores the data in the set ‟ call node. The 
nodes have the connection that can track and link themselves like a tree. Decision tree 
has level of the tree that is defined by one node at the lowest level of the tree which is a 
root node and the nodes at the highest level of the tree are leaf nodes. The connections 
between the nodes call branches. The node that has a branch link to the node on the 
lower level of the tree call parent node. The node which has a parent call child node. 
The nodes have relation parent and child when they are linked together with a branch. 
The nodes have the grand child and grandparent relation when its child node has its 
child node and the other one is child of the child node of the child node. The node 
without any child node is also the leaf node. The nodes which are not the root node or 
the leaf node are the interval nodes. There are types of decision tree. If the tree has no 
more than two children in every node, it is called binary tree. If the tree has random 
children on some nodes, it is multiple tree. 
 



 13 

 
figure 3.2 diagram of decision tree 

Where n is the highest level of the tree. 
  
     2.3 Reinforcement Learning 
 In this thesis, a lot of related works are used MLs which are reinforcement 
learning (RL). RL is a learning technique that uses a fitness function to adjust the main 
functions. The fitness function is the function that generates the reward. First, the main 
functions have to generate the output from the input that feed to them. Then the fitness 
function will give the reward according to the output. The reward is a score that can be 
positive or negative score. If the reward is a negative score, the main functions have to 
change in order to change the output and get a positive score. So when the main 
functions make more score, it means the learning algorithms have been trained the 
function successfully. 
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     2.4. Greedy Algorithm 
 Greedy algorithm is the optimal selection. This algorithm is used to select the 
highest value from the data. However, in this thesis, there is greedy algorithm that is a 
different greedy algorithm. It is epsilon-greedy algorithm ( -greedy algorithm).            
-greedy algorithm is reinforcement learning.  -greedy algorithm selects the highest 
value from the data by probability 1 . The   can be changed by using the learning 
experience and fitness function. 
 

 

 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



CHAPTER III 

RELATED WORKS 

 In computer game commercial nowadays, there are a lot of similar games with 
the same styles and contents. There are a lot of people who still buy new games which 
are similar to the old ones, so the computer game developers do not want to develop 
any new style game or create different content which cost a lot of money and have a risk 
for the popularity. People, who play the game as a player, are suffering from the 
business plan. Because the player wants to play new computer games but the new ones 
always are similar to the old ones. And then the game developer knows that the old style 
still make money, so there is no need to develop the new style; like a cycle.  
 In the past century, the most developing in computer game was game graphic 
and graphic art. A lot of games had series and a lot of them were developed mostly in 
the graphic. In addition to the computer market, the graphic card was developed so fast 
too. However, the graphic is now developed to the satisfy quality. It has some room to 
develop but it should not be the important content in the game anymore. A lot of players 
and game reviewers (the player who discuss about the content in the game; has to have 
a lot of experience on a lot of different games) always say that the computer game is 
good or bad, not come from the graphic but its Gameplay. Somehow graphic has to 
satisfy the player. Too low and outdate graphic game always has bad comments. 
 The important content in the computer game is Gameplay. Gameplay is the way 
that player plays the game; include the style of game such as First Person Shooting 
(FPS) game, Real Time Strategy (RTS) game, Turn-based Strategy game, Puzzle game, 
Fighting game, Sport game, Racing game and Role-playing game (RPG). In these 
different types of Gameplay, there are different ways to add or improve the contents of 
the game. The Gameplay is the important content because it is how the player plays the 
game. If the Gameplay focus on the wrong way, it can make the player bored and 
confused. For example, the RPG with a slow pace Gameplay is very bored; even, it has 
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a fantastic graphic and wonderful story, it is still too bored to play. Because Gameplay is 
what player has to do for the most of the time in the game, playing with the bad 
Gameplay is not acceptable at all.  
 RPG is the story-based game. It has a long story which is told to the player along 
with the Gameplay. Tropical RPG always has a story about a hero or a group of heroes 
who have to save the world. The hero might be a kid or someone who have amnesia, so 
the person does not know anything about the world. Then the story is going to tell about 
the world to the hero and the player knows everything as the hero was told. The 
Gameplay always is turn-based strategy which the player choose the character’s action 
in order to beat the other player. If it is single player game, the other player is AI. In this 
thesis, RPG is called Computer Role-playing game (CRPG) to avoid misunderstanding 
because Role-playing game in education and psychology is mean the game which 
people have to act as their roles and then the researchers record what the people do in 
the situation. There are some types of Gameplay in CRPG. The developers can mix 
CRPG with every other Gameplay. So instead of turn-based strategy, it can be fighting, 
FPS, RTS or the other types. Because CRPG has quite a few types of Gameplay, some 
literature researches about CRPG have to be reviewed. 
 Nowadays every computer game’s contents have been developed so far but the 
contents which are still able to developed, are the adaptable contents. According to a 
research of R. Lopes el at. (2011), there are five adaptable contents ‟ game world, 
Gameplay mechanics, NPC and AI, game narratives and game scenarios (include 
quests). These contents had been integrated with ML in some different ways. ML are 
proposed in a lot of researches which use ML for adapt the contents in the computer 
game. And to understand the research in this area, these following researches about 
CRPG have been reviewed in this section. 
 
     3.1. Dyna-H 
 CRPG was tested with different ML. M. Santos et al. (2012) using path finding in 
CRPG to demonstrate Dyna-H algorithm. In an environment where the path has a lot of 
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obstructions, AI has to find the shortest path, by using ML. In this experiment, Dyna-H, 
Dyna-Q and Q-learning are the examined techniques.  
 Dyna architecture is a reinforcement learning which uses the experience to 
improve the learning model ‟ the model is the classification of the learning. It looks like 
normal reinforcement learning; however, it has the direct learning that has the condition 
when the learning experience is not good enough to create a new model yet, so it can 
skip to create the poor model and learn from more experience before it can create the 
good model.  
 In Santos’ work, Dyna architecture has already present that it can combine with 
Q-learning or heuristic planning. When it combines with Q-learning, it is Dyna-Q ‟ 
presented by R. Sutton el at. 1991. First, Q-learning algorithm is explained and then 
Dyna-Q. Q-learning algorithm start with Q-table. It has state which is a situation where 
the AI are in and action which is the option to choose in the situation. There are always 
more than one action to choose and every action will bring the AI into a new state. In the 
beginning of the learning, there are all of possible states and actions in the Q-table. 
Every actions have to have their own state ‟ ),( xx asQ where s  is state, a  is action and 
x  is assumed to define any state or any action in the Q-table. And every action has the 
initial score equal to 0 . In addition, there are some fitness functions to update the 
scores. 
 
Algorithm 3.1.1 : Q-learning 
1) Initiate Q-table which all states and actions have scores equal to 0  : 0),( asQ . 
2) Use -greedy to randomly select the starting state. 
3) In the AI’s state, select the action in the state with highest score from the Q-table. If 
there is more than one, select randomly. 
4) Do the selected action and use the fitness functions to update the Q-table. 
5) Repeat 3) and 4) until the AI’s state is the ending state. 
6) Repeat 2) to 5), if the learning is going on to the next round.  
 



 18 

The ending state has to be notified in the learning condition. Normally in the path 
finding, the ending state is the exit or the destination and the action is moving up, down, 
left or right. However P. Patel el at. (2011) presented using Q-table in First Person 
Shooting game (FPS game) which uses death of the character as the ending state. 
 There are the Q-table combine with Dyna architecture ‟ Dyna-Q. The algorithm 
does not allow the learning to skip to create the model; however, the model is used to 
select the next state; allows the ML to predict the reward of the action on the previous 
state before select the next action.  
 
Algorithms 3.1.2 :  Dyna-Q 
1) Initiate Q-table which all states and actions have scores equal to 0  : 0),( asQ . 
And Model which all states and actions have scores equal to 0  : 0),( asM . 
2) Use -greedy to randomly select the starting state. 
3) In the AI’s state, select the action in the state with highest score from the Q-table. If 
there is more than one, select randomly. 
4) Do the selected action and use the fitness functions to update the Q-table. And 
update the Model. rewardasM ),( , where reward  is the score from the fitness 
functions. 
5) Select the previous state randomly by using -greedy. 
6) Select the previous action randomly by using -greedy. 
7) Use the model to calculate the reward of the action that selected in 6) and update the 
score in Q-table. 
8) Repeat 5) to 7) until N time; where N is the select number that is selected by user. 
9) Repeat 2) to 8), if the learning is going on to the next round. 
 
 In the last, for Dyna-H, the heuristic function (H) is calculated to find the worst 
action. By finding the longest distance in the game, H can find the worst action by these 
equations. 
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 2||'||),( goalsasH                                                                                 (1) 
 
 ),(maxarg),( asHHaha                                                                       (2) 
 
where ),( asH  is heuristic function of action a  at state s ; 's  is the next state after do 
action a ; goal is the last state; ),( Haha  is the worst action in all states of ),( asH . 
 
H can find the worst action because ||'|| goals   has the highest value when 's  is the 
state that has the longest distance from the goal. If the action is movement that moves 
away from the goal, the action is the worst. Algorithm of Dyna-H is stated as following: 
 
Algorithms 3.1.3 : Dyna-H 
1) Initiate Q-table which all states and actions have scores equal to 0  : 0),( asQ . 
And Model which all states and actions have scores equal to 0  : 0),( asM . 
2) Use -greedy to randomly select the starting state. 
3) In the AI’s state, select the action in the state with the highest score from the Q-table. 
If there is more than one, select randomly. 
4) Do the selected action and use the fitness functions to update the Q-table. And 
update the Model. rewardasM ),( , where reward  is the score from the fitness 
function. 
5) Select the worst action by H. 
 2||'||),( goalsasH                                                                                 (1) 
 
 ),(maxarg),( asHHaha                                                                       (2) 
 
where ),( asH  is heuristic function of action a  at state s ; 's  is the next state after do 
action a ; goal is the last state; ),( Haha  is the worst action in all states of ),( asH . 
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6) If the action that selected in 3) is not the worst action that selected in 5) then select 
state and action randomly by using -greedy. 
7) Use the model to calculate the reward of the action that selected in 6) and update the 
score in Q-table. 
8) Repeat 5) to 7) until N time; where N is the select number that is selected by user. 
9) Repeat 2) to 8), if the learning is going on to the next round. 
 
 The results of Dyna-H are better than either Q-learning or Dyna-Q. Because of 
the model, Dyna-Q can get more scores and can update them into Q-table, so Dyna-Q 
has learned more than Q-learning in the same total amount of the learning rounds. And 
then Dyna-H also learns more than Dyna-Q in the same amoun of rounds too. However, 
in each round, Dyna-H spends more resources on the process than Dyna-Q and Dyna-
Q is more than Q-table. So it depends on how the game is decided to use the ML. If the 
resources are low, Q-table is a good ML but if the resources are enough, using Dyna-H 
or Dyna-Q to use the resource should be better. Q-learning generates a random action 
to calculate the updating Q-table and then it selects the best score action from the table. 
In contrast, Dyna-H calculates all possible actions to calculate the table. When compare 
with Q-learning which always chooses the same path that it knows best, it is difficult for it 
to choose a new path. In these results, Dyna-H can select the best action in less 
learning rounds than Q-learning and Dyna-Q. After that it has much better results than 
the others. As mentioned in the previous chapter, some CRPGs have the battle field for 
the Gameplay mechanic. So CRPG should use the MLs to improve their AI’s path 
finding. 
 
     3.2. ALeRT 
 M. Cutumisu et al. (2008) presented Action-dependent Learning Rates with 
Trends (ALeRT) algorithm which was adapted from State-Action-Reward-State-Action 
(Sarsa) algorithm. Sarsa is an algorithm that is similar to Q-learning. For Q-learning, the 
first action is selected randomly and then it is not recorded that it is the first action. 
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However, for Sarsa, the first action is still the same that is selected randomly but it is 
recorded and then in every round, the first action is this action. There is the algorithm of 
Sarsa. 
 
Algorithms 3.2.1 : Sarsa Algorithm 
1) Initiate Q-table which all states and actions have scores equal to 0  : 0),( asQ .  
2) Use -greedy to randomly select the first state. 
3) Use -greedy to randomly select the first action. 
4) In the AI’s state, select the action in the state with highest score from the Q-table. If 
there is more than one, select randomly. 
5) Do the selected action and use the fitness functions to update the Q-table. 
6) Repeat 4) and 5) until the AI’s state is the ending state. 
7) Repeat 4) to 6), if the learning is going on to the next round.  
 

Using Sarsa can fix the first selecting action. The action is not selected randomly 
but selected based on selected strategies, so the experiments can be fixed into 
categories of the selecting actions.  

Then about ALeRT, it is added the eligibility trace of the state-action pair ( ),( ase

) and the trace decay parameter ( ). The ),( ase  is the value that give the positive or 
negative reward. The is a constant that updates the ),( ase . And it uses Delta-Bar-
Delta (presented by R. Sutton el at. 1992) to detect the changing environment. The 
learning rate is separated for each action and use the win or learning fast (WoLF 
presented by Bowling and Veloso 2001) to decrease the learning rate if the action make 
the character win the match to slow the learning or increase the learning rate. If the 
action make the character loss the match to speed the learning up because when the 
character losses, it should learning more quickly to change its strategies but when it 
wins, it does not need to learning to change its strategies as when it losses. 
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Algorithms 3.2.2 : ALeRT 
1) Initiate Q-table with all state and action scores are 0 . 0),( asQ . 
2) Initiate the eligibility trace. 0),( ase . 
3) Initiate the action value. 0),( as . 
4) Use -greedy to randomly select the first state. 
5) Use -greedy to randomly select the first action. 
6) Update ),( ase  for every action in this state by )1(),(),( 11 ttttt iasease   : ti  is 
total number of available action at step t . 
7) In the AI’s state, select the action in the state with highest score from the Q-table. If 
there is more than one, select randomly. 

8) Update error ( ) by 
ti

tt asras
1

),(),(  : r  is reward of ),( tt as .  

9) Do the selected action and use the fitness functions to update the Q-table. 
10) Update error ( ) by ),(*),(),( tttttt asQasas   : In this experiment, 
decreasing factor ( ) of each algorithm is 1. 
11) Update action value ( ) by ),(**),(),( ttatttt aseasas    
12) Update the eligibility trace ( ),( ase ) by ),(**),( tttt asease  : In this experiment, 
trace decay parameter ( ) of ALeRT is 0 . 

13) Calculate a new changing learning rate (  ) by 
step


 minmax  : minmax ,  are 

the highest learning rate value and the lowest learning rate value in the previous actions 
which are in range of step  which is fixed to 20 in this experiment.  
14) Increase learning rate ( ) if 

meanmeanmeanttmean faverageas  *||0),(*   , or decrease learning rate (
 ) if 0),(* ttmean as , or else use the current learning rate 
: mean is Delta-Bar which is average value of learning rate in range of step (20 previous 
steps), meanaverage is average of Delta-Bar, f is a constant factor which its value is 
not reviewed by M. Cutumisu et al. (2008), mean is a standard deviation of Delta-Bar. 
15) Repeat 6) to 14) until the AI’s state is the ending state. 
16) Calculate a new (probability of greedy algorithm) by these conditions, 
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if the AI win the match, increase the : 
step


 minmax   

, if the AI loss the match, decrease the : 
step


 minmax   

: minmax , are the highest value of and the lowest value of in step  ‟ the minmax , are 
limited to some value that is not reviewed by M. Cutumisu et al. (2008). The starts with 
the max in this experiment. step is the range of the record which is fixed to 15 in this 
experiment. 
17) Repeat 6) to 16) , if the learning is going on to the next round. 
 
 In M. Cutumisu et al. (2008), the P. Spronck el at. (2006)’s dynamic script called 
M1, was used to compare with ALeRT. M1 is used in some computer games. It can 
change the rule-based of the AI game by using low resources in the computation 
process. 
Algorithms 3.2.3 : M1 
1) Use -greedy to randomly select the state. 
2) Use -greedy to randomly select the action. 
3) Do the selected action and use the fitness functions to update the Q-table. 
4) Repeat 1) to 3) , if the learning is going on to the next round. 
 
 The last AI uses the optimal rule-based script which is the best strategy in the 
control environment. The authors have to predict the situation where the rule-based can 
make the best strategies in every situation. The optimal script is not reviewed by M. 
Cutumisu et al. (2008). However as Szita et al. (2009) stated, the rule-based script is too 
complicate to be a best strategy. In the M. Cutumisu et al. (2008)’s work, the optimal 
script is used to compare in the position of the best strategy ‟ the worst that optimal 
script can do, is having equal win rate with the other algorithms when they have learned 
to their full potential. 
 ALeRT has the changing learning rate values due to changing of environment. 
So in the experiment, the fighting match of Never Winter Night (CRPG, own by BioWare) 



 24 

was tested with Sarsa, ALeRT, M1 and optimal script. The condition is the environment 
of the match will change when the characters change their equipments for melee fighter, 
range fighter and healer. The game is setup with two characters with two different MLs. 
The two of them have to fight until one of them die, so the survivor will be the winner. In 
the match between ALeRT and M1, at the beginning, both of them have the 50% win 
rate. However after the equipment changing ALeRT’s win rate increases to 80% 
because it can adapt to the new environment faster. In the match between ALeRT and 
optimal script, ALeRT can increase win rate to 50% against optimal script in 500 
matches but the other algorithms cannot do that. 
 In their experiment, M. Cutumisu et al. (2008) showed that ALeRT is a fast 
learning algorithm and it can still learning fast when there are changing in the 
environment by modifying the separated learning rate for each action, the changing 
probability of greedy algorithm and the changing of learning speed when win or loss the 
match.  
 
     3.3. Cross-Entropy Method 
 Szita et al. (2009) wants to solve the problems of static AI which are 
complicated, weak, predictable and static. The static AI always has weaknesses 
because it is difficult to program the AI to do the right thing in every situation and then 
the human player can predict or guess the weaknesses by using some playing 
experience. By using some strategies, the player can exploit the weakness of the static 
AI and dominate the game. With the static AI which cannot change the strategy at all, 
the player can find and use the strongest strategy against the AI to the end game which 
makes the game boring because for the rest of the game, the player has to do the same 
strategy ‟ also when the player play the second time too. To eliminate the weaknesses, 
the programmers have to program the AI very carefully and the code must cover all 
situations, so there are too many conditions which are needed to be added to the code. 
After that when there are the problems, changing the codes must be very difficult tasks 
because the codes always have to be very complicated.  
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 Too solve the problem, Szita et al. (2009) used cross-entropy method (CEM) that 
was presented by Rubinstein in a CRPG ‟ Minigate environment. CEM is used to select 
the best strategy and also shift to the different strategies to get various strategies. CEM 
is one of reinforcement learning. Three random actions will be generated as a set of 
strategies to measure the performance of the strategies. The different orders of actions 
provide different strategies.  
 
Algorithms 3.3.1 : Cross-Entropy Method (CEM) 
1) Initiate probability of every action : nppppp  ...321 where 1p to np are the 
same value. 
2) Use -greedy to randomly select three actions and the set of the three actions is fixed 
at order of the actions which are used in these orders by the AI character. 
3) Do the action and update the action’s score by using fitness function. In Szita’s 
experiment, there are two sub fitness functions which are strength and diversity. If the AI 
wins the match, it will get more score from the strength function and if the AI uses the 
actions what are different from the previous match, it will get more score from the 
diversity function. 
4) Do 2) and 3) until N matches: N is number of matches before the probability will be 
updated; N is assigned by the author. 
5) Update the probability by: if ip is in the top N*  of set of action list, 

)*/(' Npp ti  and then iii ppp **)1(   . 
6) Do 2) to 5) again, if the learning is going on to the next round. 
 
 In their experiment, authors want CEM to select strategies for AI. The first is 
choosing the strongest strategy. The other is choosing diverse strategy. So, the strategy 
has to be strongest but not always be the same strategy. At the end of learning, the best 
set of strategies was chosen as a macro strategy. Such macros are brought to use with 
the dynamic script (see algorithms 3.2.3) to create random event. The dynamic script is 
one of reinforcement learning and usually implements in computer game. In the 
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experiment, dynamic script is used to compare with CEM in the strong and diversity 
ways. Both CEM with dynamic script AI and dynamic script AI have to play with the four 
difficulties of the static AI and the results of the matches are recorded in how the strong 
and diversity ways they are. 
  The results showed that using CEM with dynamic script can choose stronger 
and more diverse strategies than using only dynamic script. Because the actions 
conflict with the others, some actions are good but when combine with the wrong 
actions, they do not work well. So using the macros can fix the good combination. About 
the diversity, CEM with the diverse fitness function also create the micros with the good 
diversity among themselves but dynamic which can only select the action randomly 
cannot tell the different between the selected action and the previous action to select 
them differently. 
 
     3.4. Very Fast Decision Tree 
 After Szita proposed using CEM with Minigate environment, Vallim et al. (2010) 
also used Minigate environment to generate their different style patterns and selected 
very fast decision tree (VFDT) which created by Domingos et al. (2000), as the learning 
technique to classify the character’s action which are created by the rule-based scripts. 
The rule-based scripts make the character always acts the same thing in the same 
situation and creates the patterns in the game. VFDT is used to classify the patterns. The 
character’s actions are created by the four sets of rule-based scripts. Each set make the 
character do different actions in the same situation, so the four sets are created different 
patterns. These patterns are also called the character’s strategies because the patterns 
give the character’s decision to choose actions. In this experiment, the four sets of rule-
based script create four types of character’s strategies which are fighter’s offensive 
tactic, fighter’s defensive tactic, wizard’s offensive tactic and wizard’s defensive tactic. 
The rule-based scripts are shown as follows: 
 
 



 27 

 
The fighter’s offensive tactic: 

 if (HP < 50) and (PotionHealing = yes) then DrinkPotionH 

 if (HP   50) then AttackClosestEnemy 
The wizard’s offensive tactic: 

 if (HP < 50) and (PotionHealing = yes) then DrinkPotionH 

 if (HP   50) and (Level3SpellDG = yes) and (TypeClosestEnemy = wizard) then 
CastLevel3DGSpellCenterEnemy 

 if (HP   50) and (Level2SpellDG = yes) then CastLevel2DGSpellClosestEnemy 

 if (HP   50) and (Level1SpellDG = yes) then CastLevel1DGSpellWeakestEnemy 

 if (HP   50) then AttackClosestEnemy 
The defensive fighter’s tactic: 

 if (RoundNumber  1) and (PotionFR = yes) then DrinkPotionFR 

 if (HP < 50) and (PotionHealing = yes) then DrinkPotionH 

 if (HP   50) then AttackClosestEnemy 
The defensive wizard’s tactic: 

 if (HP < 50) and (PotionHealing = yes) then DrinkPotionH 

 if (HP   50) and (Level2SpellDF = yes) then CastLevel2DFSpellCenterEnemy 

 if (HP   50) and (Level3SpellDF = yes) then CastLevel3DFSpell 

 if (HP   50) and (Level1SpellDF = yes) then CastLevel1DFSpellClosestEnemy 

 if (HP   50) then AttackClosestEnemy 
Key words: 
 HP = percentage of own hit point 
 PotionHealing = potion of healing (a parameter for detecting potions of healing) 

*Potion of healing is used only in this rule-based script. Potion of healing will be 
called “potion of hit point” later. 

 DrinkPotionH = choose action “drink potion of healing”  
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 AttackClosestEnemy = find the closest enemy and choose action “malee attack” 
target the closet enemy. 

 Level3SpellDG = level 3 damage spell (a parameter for detecting level 3 damage 
spell) 

 Level2SpellDG = level 2 damage spell (a parameter for detecting level 2 damage 
spell) 

 Level1SpellDG = level 1 damage spell (a parameter for detecting level 1 damage 
spell) 

 TypeClosestEnemy = type of the closest enemy 
 CastLevel3DGSpellCenterEnemy = find the center of enemies and choose the 

action “cast level 3 damage spell” target the center of enemies 
 CastLevel2DGSpellClosestEnemy = find the closest enemy and choose the action 

“cast level 2 damage spell” target the closest enemy 
 CastLevel1DGSpellWeakestEnemy = find the weakest enemy and choose the 

action “cast level 1 damage spell” target the weakest enemy 
 RoundNumber = turn (a parameter for natural how many times the characters do 

their actions ‟ start from 1 to 20) 
 PotionFR = potion of fire resistance (a parameter for detecting potions of fire 

resistance) 
 DrinkPotionFR = choose action “drink potion of fire resistance”  
 Level3SpellDF = level 3 damage spell (a parameter for detecting level 3 defensive 

spell) 
 Level2SpellDF = level 2 damage spell (a parameter for detecting level 2 defensive 

spell) 
 Level1SpellDF = level 1 damage spell (a parameter for detecting level 1 defensive 

spell) 
 CastLevel3DFSpell = choose the action “cast level 3 defensive spell” 
 CastLevel2DFSpellCenterEnemy = find the center of enemies and choose the 

action “cast level 2 defensive spell” target the center of enemies 
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 CastLevel1DFSpellClosestEnemy = find the closest enemy and choose the action 
“cast level 1 defensive spell” target the closest enemy 

 Then these four types of strategies are used to create four types of databases. 
By using the strategies in the game, the situation and the action of the characters were 
recorded. A lot of playing matches were simulated by Minigate environment to generate 
large databases. In the records, the situations are defined as attributes and the actions 
are classes. The databases were designed as follows: 
 
„ Offensive fighter database has seven attributes and two classes. The attributes 
are hit point, closet enemy distance, influence status, location status, potion of hit point, 
potion of fire resistance, and potion of free action. The classes are attacking, and 
drinking potion of hit point. 
„ Defensive fighter database has eight attributes and three classes. The attributes 
are turn, hit point, closet enemy distance, influence status, location status, potion of hit 
point, potion of fire resistance, and potion of free action. The classes are attacking, 
drinking of potion hit point, and drinking of fire resistance potion.  
„ Offensive wizard database has 11 attributes and five classes. The attributes are 
hit point, closet enemy distance, closet enemy type, influence status, location status, 
potion of hit point, potion of fire resistance, potion of free action, offensive spell level 1, 
offensive spell level 2, and offensive spell level 3. The classes are attacking, drinking 
potion hit point, casting offensive spell level 1, casting offensive spell level 2, and 
casting offensive spell level 3. 
„ Defensive wizard database has 11 attributes and five classes. The attributes are 
hit point, closet enemy distance, closet enemy type, influence status, location status, 
potion of hit point, potion of fire resistance, potion of free action, defensive spell level 1, 
defensive spell level 2, and defensive spell level 3. The classes are attacking, drinking 
potion hit point, casting defensive spell level 1, casting defensive spell level 2, and 
casting defensive spell level 3. 
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     definition of attributes 

 Turn (1-20): number of playing rounds. Turn = 1 means that the character has 
passed 1 round. There is no record from an initial turn. It is recorded as natural 
number. 

 Hit point (1-100): percentage of hit point. If the character receives damage from 
the enemy, it decreases and if it is 0, the character die, so the hit point is never 0 
in the record. It is natural number, not float number. 

 Closet enemy distance (1-20): distance of a closet enemy on the field. It is in-
game distance. it is recorded as natural number, not float number. 

 Closet enemy type (0, 1): a fighter type or a wizard type. For a fighter enemy, it is 
0 and for a wizard, it is 1. 

 Influence status (0, 1): mark of spell effect. For a character with no spell effect, it 
is 0 and for a character with spell effect, it is 1. 

 Location status (0, 1): inside the area of spell effect. For a character in a normal 
area, it is 0 and for a character in a spell area, it is 1. 

 Potion of hit point (0, 1): having potion of hit point in inventory. If the character 
has the item, it is 1, or else 0.* 

 Potion of fire resistance (0, 1): having potion of fire resistance in inventory. If the 
character has the item, it is 1, or else 0.* 

 Potion of free action (0, 1): having potion of free action in inventory. If the 
character has the item, it is 1, or else 0.* 

 Offensive spell level 1 (0, 1): able to cast offensive spell level 1. If the character 
has the spell, it is 1, or else 0.* 

 Offensive spell level 2 (0, 1): able to cast offensive spell level 2. If the character 
has the spell, it is 1, or else 0.* 

 Offensive spell level 3 (0, 1): able to cast offensive spell level 3. If the character 
has the spell, it is 1, or else 0.* 
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 Defensive spell level 1 (0, 1): able to cast offensive spell level 1. If the character 
has the spell, it is 1, or else 0.* 

 Defensive spell level 2 (0, 1): able to cast offensive spell level 2. If the character 
has the spell, it is 1, or else 0.* 

 Defensive spell level 3 (0, 1): able to cast offensive spell level 3. If the character 
has the spell, it is 1, or else 0.* 

   * In the script, there are random generated rules which random character’s items and 
spells. 

 
 VFDT are decision tree that can decide the highest entropy or information gain of 
all attributes in the patterns which are used as training set to create root node and use 
the decided attribute to separate the patterns into groups of the patterns with the same 
class at the leaves node. However, there is a threshold which is criteria to create a new 
level of tree. In the case of under the threshold, the creation of the new level will be 
terminated. Therefore, Naïve Bayes is used to solve this problem to select the class of 
the pattern at the current leaf node. 
 
Algorithms 3.4.1: VFDT 
1) Initiate the root node every data start at. 
2) Calculate the entropy and the information gain in every leaf node by: 





n

i

tiptiptEntropy
1

2 )|(log)|()(  where )(tEntropy  is Entropy of an attribute; 

)|( tip  is probability of a value ( i ) in an attribute ( t ); n  is total number of values ( i ) in 
an attribute ( t ). 





k

j

j

j
leafEntropy

parentN

leafN
parentEntropy

1

)(
)(

)(
)( where  is the Information Gain; 

)(parantEntropy  is the entropy of the parent node; jleafEntropy )(  is the entropy of 
the leaf node which uses attribute j  to split; )(parantN  is a total number of data in 
parent node before splitting; jleafN )(  is a total number of data in this leaf node after 
splitting by attribute j ; k  is total of attributes in the leaf node. 
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3) Spit the leaf node by the highest entropy or the highest information gain if the 
condition in the Hoeffding function is true. Calculate Hoeffding function which is criteria 

to create a new level of tree by: )()(
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that is compared with the difference between the highest entropy and the second 
highest entropy; R  is the range of a random variable r ;   is a value that equal to 1 
minus probability of r  (probability of 1r ); )(a  is the highest entropy or the 
highest information gain in the leaf node; )(b  is the second highest entropy or the 
second highest information gain in the leaf node;  is the threshold what is suggested 
by the authors ‟ in their experiment,  is equal to 0. 
4) Every data in the leaf node has to be classified by Naïve Bayes. 
5) Rebuild the tree when there are more N number of data come into the data set ‟ N is 
the lowest number of data that the user suggest to rebuild the tree. In Vallim et al. 
(2010), N is equal to 1. 
 
 In their works, they have four types of characters which are offensive fighter, 
defensive fighter, offensive wizard and defensive wizard. First, the characters were 
tested separately in static strategy learning. All character’s actions of each character 
type were used to create a decision tree by the VFDT algorithms. Then it was used to 
classify the test sets and the classification compared the output with the actual test sets 
to get the accuracy. Second, the offensive fighter and defensive fighter were tested in 
the changing strategy learning. The classification did the same with the static strategy 
learning but there is a different data set. The sequence of the data set had an 
importance role. The offensive fighter and the defensive fighter have a mixture in the 
data set with the sequence which offensive fighter’s actions were randomly selected first 
until a thousand actions, defensive fighter’s actions  were played until a thousand and 
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five hundreds actions and then these two types of actions were randomly selected one 
thousand and five hundreds each alternatively. 
 Their work was a main reference in this work. The character’s actions in this work 
are given by them too. In order to improve the performance of the classification, the 
resilience backpropagation (RPROP) has tested with the character’s actions. 
 
     3.5. Resilience Backpropagation (RPROP) 
 For RPROP related work, A. Mark et al. (2004) use Genetic Algorithm and 
RPROP to predict opponent’s strategies and find counter strategies in Prisoner’s Dilmma 
game and Rock Paper Scissors with Well game. Both games are not CRPG type but are 
competitive game between two players that the one who gets more score at the end of 
the game is the winner. Genetic Algorithm is the other reinforcement learning. By 
randomly generating playing situation and test with fitness function, it can select best 
opponent strategy and best counter strategy. Combined with playing history, all of 
playing situations and strategies as patterns are fed to RPROP to build the network and 
find the predicted action of opponent.  
 
Algorithms 3.5.1 : Genetic Algorithm 
1) Randomly initiate data set. 
2) Randomly initial copies of data by using random weights ‟ the random weights are 
changes which some copies are created complete randomly but some copies are 
created with some parts of the other data in their parts, like the crossing over in the 
biological chromosomes. 
3) Select best four actions into the future of the opponent from 16 previous actions of the 
opponent. 
4) Calculate of the actions to get the best action of the opponent in the next round. 
5) Select own action and do the action to evaluate the score. 
6) Use the new score to update the Genetic algorithm’s random weight and RPROP 
network’s weight. 
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 RPROP is a multi-layered feed-forward network with the increasing and 
decreasing factors which are different in values ‟ presented by M. Riedmiller el at. 1992. 
It is proposed to improve the original Backpropagation. RPROP can train a network fast 
because the idea that use of the high increasing factor can push the point forward to 
where the lowest error can be obtained. In the case that the error is not the lowest, the 
low decreasing factor can slowly find the lowest point. This is usually faster than using 
only learning rate of the Backpropagation to adjust weight values when the learning rate 
has to be low, so it makes the pushing forward steps slower than RPROP by  
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Where 0 is the original weight adjusted or the )1( twij in the Multilayer Feed Forward 
Artificial Neural Network which is stated as follows (see Chapter 2.1.): 
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   Where ijw (t) is old weight; ijw (t+1) is new weight; E is the 

error;  is learning rate; 
 is increasing factor and  is decreasing factor and    10 . 

 
 In A. Mark’s work, they focus only on two similar players, not apply on CRPG 
which has diverse characters. 
 
 
 
 
 
 
 



CHAPTER IV 

PROPOSED METHOD 

 
 This proposed method aims to eliminate the problem of VFDT which the problem 
is when the number of data increases, the accuracy increase slowly because VFDT uses 
information gain or entropy as mentioned in the previous section. By using RPROP, the 
increasing data will be considered as the input patterns and the data can improve the 
accuracy much more faster compared to VFDT. So this proposed method aims to use 
RPROP to add more accuracy in the classifying character’s action. 
 
     4.1. Databases of Character’s Actions 
 The databases of the character’s actions have been received from Vallim et al. 
(2010). The data were generated by recording the patterns of a computer role-playing 
game ‟ Minigate environment created by Pieter Spronck, 2007. There are four types of 
database ‟ offensive fighter database, defensive fighter database, offensive wizard 
database, and defensive wizard database. 
 
„ Offensive fighter database has seven attributes and two classes. The attributes 
are hit point, closet enemy distance, influence status, location status, potion of hit point, 
potion of fire resistance, and potion of free action. The classes are attacking, and 
drinking potion of hit point. 
„ Defensive fighter database has eight attributes and three classes. The attributes 
are turn, hit point, closet enemy distance, influence status, location status, potion of hit 
point, potion of fire resistance, and potion of free action. The classes are attacking, 
drinking of potion hit point, and drinking of fire resistance potion.  
„ Offensive wizard database has 11 attributes and five classes. The attributes are 
hit point, closet enemy distance, closet enemy type, influence status, location status, 
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potion of hit point, potion of fire resistance, potion of free action, offensive spell level 1, 
offensive spell level 2, and offensive spell level 3. The classes are attacking, drinking 
potion hit point, casting offensive spell level 1, casting offensive spell level 2, and 
casting offensive spell level 3. 
„ Defensive wizard database has 11 attributes and five classes. The attributes are 
hit point, closet enemy distance, closet enemy type, influence status, location status, 
potion of hit point, potion of fire resistance, potion of free action, defensive spell level 1, 
defensive spell level 2, and defensive spell level 3. The classes are attacking, drinking 
potion hit point, casting defensive spell level 1, casting defensive spell level 2, and 
casting defensive spell level 3. 
 
     The definitions of the attributes 
„ Turn (1-20): number of playing round. Turn = 1 is mean the character has 
passed one round. There is no record from an initial turn. It is recorded as natural 
number. 
„ Hit point (1-100): percentage of hit point. If the character receives damage from 
the enemy, it decreases and if it is 0, the character die, so the hit point is never  0 in the 
record. It is natural number, not float number. 
„ Closet enemy distance (1-20): distance of a closet enemy on the field. It is in-
game distance. It is record as natural number, not float number. 
„ Closet enemy type (0, 1): a fighter type or a wizard type. For a fighter enemy, it is 
0 and for a wizard, it is 1. 
„ Influence status (0, 1): mark of spell effect. For a character with no spell effect, it 
is 0 and for a character with spell effect, it is 1. 
„ Location status (0, 1): inside the area of spell effect. For a character in a normal 
area, it is 0 and for a character in a spell area, it is 1. 
„ Potion of hit point (0, 1): having potion of hit point in inventory. If the character 
has the item, it is 1, or else 0.* 
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„ Potion of fire resistance (0, 1): having potion of fire resistance in inventory. If the 
character has the item, it is 1, or else 0.* 
„ Potion of free action (0, 1): having potion of free action in inventory. If the 
character has the item, it is 1, or else 0.* 
„ Offensive spell level 1 (0, 1): able to cast offensive spell level 1. If the character 
has the spell, it is 1, or else 0.* 
„ Offensive spell level 2 (0, 1): able to cast offensive spell level 2. If the character 
has the spell, it is 1, or else 0.* 
„ Offensive spell level 3 (0, 1): able to cast offensive spell level 3. If the character 
has the spell, it is 1, or else 0.* 
„ Defensive spell level 1 (0, 1): able to cast offensive spell level 1. If the character 
has the spell, it is 1, or else 0.* 
„ Defensive spell level 2 (0, 1): able to cast offensive spell level 2. If the character 
has the spell, it is 1, or else 0.* 
„ Defensive spell level 3 (0, 1): able to cast offensive spell level 3. If the character 
has the spell, it is 1, or else 0.* 
   * In this rule, there are random generated character’s items and spells. 
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Examples of the databases 

Table 4.1.1 : Examples of offensive fighter database 
HP CED IS LS Potion 

HP 
Potion 

FR 
Potion 

FA 
Class 

60 5 0 0 0 0 1 Attack_closest_enemy 
63 2 0 1 0 1 0 Attack_closest_enemy 
36 19 1 0 1 0 0 Drink_potion_A 
89 8 0 1 1 1 1 Attack_closest_enemy 
12 4 1 0 0 1 1 Attack_closest_enemy 
90 13 1 0 1 1 1 Attack_closest_enemy 
22 14 0 0 1 1 0 Drink_potion_A 
25 18 0 1 1 1 1 Drink_potion_A 
34 11 1 1 1 1 1 Drink_potion_A 
75 20 1 0 1 1 1 Attack_closest_enemy 
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Table 4.1.2 : Examples of defensive fighter database 
Turn HP CED IS LS Potion 

HP 
Potion 

FR 
Potion 

FA 
Class 

8 34 12 1 0 1 1 0 Drink_potion_A 
12 84 19 0 1 0 0 0 Attack_closest_enemy 
8 20 3 0 0 1 1 1 Drink_potion_A 
13 46 7 0 0 0 1 1 Attack_closest_enemy 
12 98 2 0 1 1 1 1 Attack_closest_enemy 
4 27 9 1 0 0 0 1 Attack_closest_enemy 
5 75 14 0 0 0 0 1 Attack_closest_enemy 
7 98 7 1 0 1 0 1 Attack_closest_enemy 
13 22 2 0 0 1 1 0 Drink_potion_A 
1 37 11 0 1 1 0 1 Drink_potion_B 
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Table 4.1.3 : Examples of offensive wizard database 
H
P 

CE
D 

CE
T 

I
S 

L
S 

Poti
on 
HP 

Potio
n FR 

Potio
n FA 

OFS
L1 

OFS
L2 

OFS
L3 

Class 

23 7 1 0 0 1 0 1 1 1 0 Drink_potion_A 

75 20 0 1 1 1 0 0 1 1 1 
Cast_DSpell2_cl

osestEnemy 
1 14 0 0 1 1 1 1 0 1 0 Drink_potion_A 

83 2 1 0 0 0 0 0 0 0 1 
Cast_DSpell3_c

enterEnemy 

73 9 1 0 0 0 1 0 1 1 1 
Cast_DSpell3_c

enterEnemy 

74 18 1 1 0 1 1 0 0 1 0 
Cast_DSpell2_cl

osestEnemy 
25 15 0 1 1 1 0 1 0 0 1 Drink_potion_A 

92 2 0 0 0 1 0 0 0 0 0 
Attack_closest_

enemy 

98 9 0 0 0 0 1 1 1 1 0 
Cast_DSpell2_cl

osestEnemy 

51 6 1 1 1 0 1 0 1 0 0 
Cast_DSpell1_w

eakestEnemy 
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Table 4.1.4 : Examples of defensive wizard database 
H
P 

CE
D 

CE
T 

I
S 

L
S 

Poti
on 
HP 

Potio
n FR 

Potio
n FA 

OFS
L1 

OFS
L2 

OFS
L3 

Class 

23 7 1 0 0 1 0 1 1 1 0 Drink_potion_A 
75 20 0 1 1 1 0 0 1 1 1 Cast_DSpell2 
1 14 0 0 1 1 1 1 0 1 0 Drink_potion_A 
83 2 1 0 0 0 0 0 0 0 1 Cast_DSpell3 
73 9 1 0 0 0 1 0 1 1 1 Cast_DSpell2 
74 18 1 1 0 1 1 0 0 1 0 Cast_DSpell2 
25 15 0 1 1 1 0 1 0 0 1 Drink_potion_A 

92 2 0 0 0 1 0 0 0 0 0 
Attack_closest_

enemy 
98 9 0 0 0 0 1 1 1 1 0 Cast_DSpell2 
51 6 1 1 1 0 1 0 1 0 0 Cast_DSpell1 
 
     4.2. Learning Strategies 
 
 First, the static strategies need to be tested with the ML algorithm ‟ RPROP.  In 
order to classify the character’s action, the character must have their situation pattern in 
the game been recorded. As presented in the previous topic, the databases are used as 
the character’s situation pattern that can describe their situation in the game. And then 
the pattern is used to classify the character’s action in the training of ML. After the ML 
train the network, the network will be able to classify the character’s action from the 
character’s situation pattern of the test sets. Finally the classes from the testing will be 
compared with the class from the original records of the test sets. The comparison is 
used to calculate the classification accuracy which shows the relation of the ML and the 
data set. If the percentages of the accuracy are high that mean the ML is suitable with 
the data set. In the testing run, the number of the data set was proved to have impact 
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with the accuracy. So the test was repeated with the different number of the data in the 
training sets. 
 After the first test, the changing strategies are the next tests for the ML. If ML is 
suitable for the CRPG, it should be able to handle with changing strategies. The 
changing strategy is the natural way of the human player who is learning to use a new 
strategy. A new strategy makes a human player be better because there are more 
strategies to choose. Some strategies are for fun too but they are not the purpose. The 
human player also adapts a new strategy to counter the enemy’s strategy which is made 
the AI have to learn the changing strategies. Without ML, it is very difficult to make the AI 
learn the changing strategies, so using ML is solution and this is why the changing 
strategies are tested. 
 
     4.2.1. Learning Static Strategies 
 
 In the research, the test runs show that when using the attributes as inputs, 
RPROP will give outputs what classes of the character’s actions are. In these following 
steps, the network was configured and tested with the database: 
1) There are four RPROP networks for four databases which contain configured 
parameters and function as follows. 
„ one input layer with number of attributes that equals to number of input nodes  
„ one hidden layer with five hidden nodes 
„ one output layer with number of classes that equals to number of output nodes  
„ mean square error as performance function   
„ Log-Sigmoid as transfer function 
„ Stoping criteria: 
 „ performance goal is 0 
 „ maximum number of epochs to train = 1,000  
 „ minimum performance gradient = 0.000001  
„ learning-rate = 0.01 
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„ increasing factor = 1.2 
„ decreasing factor = 0.5 
2) For each database from section 4.2., ten different sets of 1,000 patterns are 
used as ten training sets. 
3) For each database, ten different sets of 500 patterns are used as ten test sets. 
4) The character’s action was changed into binary numbers corresponding to 
output classes: 
„ Offensive fighter. There are two output classes:  attacking (1, 0) and drinking 
potion of hit point (0, 1) 
„ Defensive fighter. There are three output classes: attacking (1, 0, 0), drinking 
potion of hit point (0, 1, 0) ,and drinking potion of fire resistance(0, 0, 1) 
„ Offensive wizard. There are five output classes: attacking (1, 0, 0, 0, 0), drinking 
potion of hit point (0, 1, 0, 0, 0), casting offensive spell level 1 (0, 0, 1, 0, 0), casting 
offensive spell level 2 (0, 0, 0, 1, 0), and casting offensive spell level 3 (0, 0, 0, 0, 1). 
„ Defensive wizard. There are five output classes: attacking (1, 0, 0, 0, 0), drinking 
potion of hit point (0, 1, 0, 0, 0), casting defensive spell level 1 (0, 0, 1, 0, 0), casting 
defensive spell level 2 (0, 0, 0, 1, 0), and casting defensive spell level 3 (0, 0, 0, 0, 1). 
5) There were total numbers of 5, 10, 15, 20, 25, 30, 40, 50, 100, 200, 300, 400, 
500, and 1000 training set patterns. 
6) Each training set in 2) with each total number of the patterns in 5) were used to 
train each network to test with the 10 different test sets in 3) 
7) The overall accuracy of the network is calculated. From the output, the outputs 
always are values from 0 to 1, so the greatest value among all output nodes in the 
network will be considered as 1 and the others are 0. The output was compared to the 
actual class for each character’s action in the test set. Then the accurate ones are taken 
into account and used to calculate percentage of accuracy. 
8) The average percentage of accuracy between each pair of different training set 
and test set with the same total number of patterns in 5) is calculated. 
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     4.2.2. Learning Changing Strategies 
 
 After that, in order to compare the changing strategies which have been tested 
with VFDT by Vallim et al., the changing strategies were also tested by using RPROP 
under the consideration as follows. 
1) The RPROP was configured the same as the first testing in the previous 
subsection. 
2) Because the database from Vallim et al. (2010) does not contain patterns for 
changing strategies experiment, the new datasets of patterns were created. There are 
new training sets which are created by mixing offensive and defensive fighter’s actions 
and two types of test sets: offensive test set and defensive test set. 
3) The new training sets were generated from a combination of offensive and 
defensive fighters’s actions as follows. 
a) Training by 500 offensive fighter’s actions and testing by 50 offensive fighter’s 
actions 
b) Training by a) including 500 offensive fighter’s actions (1,000 offensive fighter’s 
actions) and testing by 50 defensive fighter’s actions 
c) Training by b) plus 500 defensive fighter’s actions (1,000 offensive fighter’s 
actions and 500 defensive fighter’s actions) and testing by 50 defensive fighter’s actions 
d) Training by c) plus 500 defensive fighter’s actions (1,000 offensive fighter’s 
actions and 1,000 defensive fighter’s actions) and testing by 50 defensive fighter’s 
actions 
e) Training by d) plus 500 defensive fighter’s actions (1,000 offensive fighter’s 
actions and 1,500 defensive fighter’s actions) and testing by 50 offensive fighter’s 
actions 
f) Training by e) plus 500 offensive fighter’s actions (1,500 offensive fighter’s 
actions and 1,500 defensive fighter’s actions) and testing by 50 offensive fighter’s 
actions 
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g) Training by f) plus 500 offensive fighter’s actions (2,000 offensive fighter’s 
actions and 1,500 defensive fighter’s actions) and testing by 50 offensive fighter’s 
actions 
h) Training by g) plus 500 offfensive fighter’s actions (2,500 offensive fighter’s 
actions and 1,500 defensive fighter’s actions) and testing by 50 defensive fighter’s 
actions 
i) Training by h) plus 500 defensive fighter’s actions (2,500 offensive fighter’s 
actions and 2,000 defensive fighter’s actions) and testing by 50 defensive fighter’s 
actions 
j) Training by i) plus 500 defensive fighter’s actions (2,500 offensive fighter’s 
actions and 2,500 defensive fighter’s actions) and testing by 50 defensive fighter’s 
actions 
k) Training by j) plus 500 defensive fighter’s actions (2,500 offensive fighter’s 
actions and 3,000 defensive fighter’s actions) and testing by 50 offensive fighter’s 
actions 
4) Each pair of training set and test set from a) to k) was tested five times.  
5) The average accuracy was calculated from a) to k) separately. 
6) Do 1) to 5) again in opposite way by swapping each offensive set to defensive 
set and swapping each defensive set to offensive set. 
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     Pattern of the charging strategies training 
 In step 3) of the changing strategies, there are patterns as follows: 
 

Table 4.2 : Pattern of the changing strategies training 
Step Purpose of step 

1) Initiate the network. Train 500 data 
of A training set and test by A test set. 
(A is the first strategy to start learning 
from. A can be offensive fighter 
strategy or defensive fighter strategy) 

This is the simulation where the learning ML 
does normally training ‟ it is trained and tested 
with the same type of strategy. 
 

2) Add 500 data of A training set to 
training set. test by B test set. 
(B is the second strategy to learning. B 
is the opposite strategy of A. If A is 
offensive fighter strategy, B has to be 
defensive fighter strategy.)  

In this step, it is the simulation of the situation 
when the opponent suddenly changes its 
strategy and the learning character must be 
catch off guard because it is only learning the 
opponent’s previous strategy. The purpose of 
the step is creating the most errors from the 
classifying when the opponent changes its 
strategy. The errors will show how the 
accuracy will improve when the character 
learns the changing strategies. 

3) Add 500 data of B training set. Test 
by B test set. 
 

In this step, the data of B training set is added 
to the training set, so the learning character 
has some data of B to classify the strategy of B 
in the B test set. So this step should have more 
accuracy than step 2). However, in the training 
set, there are 1,000 of A and 500 of B, so the 
learning character will confuse. Then the 
learning character is more likely to use the 
data of A to classify and make some errors 
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because the test set is the data set of B. 
4) Add 500 data of B training set. Test 
by B test set. 

This step is the same as the previous step but 
adding more data of B will make the learning 
character more likely to use data of B to 
classify, so it can get more accuracy. And from 
step 2) to 4), the accuracy will be improved 
because of adding data of B, but the purpose 
is comparing the improved accuracy between 
VFDT and RPROP to see which one is the best. 

5) Repeat step 2) to step 4) but swap 
A to B and B to A. 

In this step, the learning character’s situation is 
repeat step 2) to 4) again but this time, the 
character will have some data which are the 
same type of strategy as the test set, so the 
learning will be improved its accuracy. about 
the purpose of this step, the accuracies are 
compared between VFDT and RPROP after the 
changing strategies occur continuously. 

 
 
 At step 5), there will be the accuracy which is the first result of the learning 
changing strategies and at step 6), the accuracy of RPROP is the second result of the 
learning changing strategies. These two results are different from using different data 
sets by swapping the time when using offensive training sets and defensive training 
sets. 
 
 



CHAPTER V 

RESULTS 

 In this section, there are results of learning static strategies and results of 
learning changing strategies. The results show the accuracy and compare the accuracy 
between VFDT and RPROP when use the same data sets. 
     5.1. Results of Learning Static Strategies 
 In this section, the results from VFDT in Vallim et al. (2010) and proposed 
method have been compared in Table 5.1.1 to Table 5.1.4 for the learning static 
strategies which are four different data types: offensive fighter, defensive fighter, 
offensive wizard, and defensive wizard. The four data types are different in their 
attributes and classes as mentioned in section III. Each data type was trained and 
tested separately. 
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Table 5.1.1 : Comparison between RPROP and VFDT for offensive fighter 

total action in 
training set 

VFDT 
accuracy (%) 

RPROP 
accuracy (%) 

VFDT 
SD 

RPROP 
SD 

5 
10 
15 
20 
25 
30 
40 
50 
100 
200 
300 
400 
500 
1000 

76.58 
80.06 
83.9 

86.76 
88.74 
89.04 
91.28 
92.5 
96.2 

96.16 
96.04 
96.74 
96.8 

97.51 

67.13 
76.45 
78.07 
83.41 
86.89 
90.79 
92.81 
94.28 
97.49 
98.79 
99.22 
99.63 
99.65 
99.89 

1.75 
4.33 
7.25 
6.02 
4.75 
4.03 
3.88 
2.29 
1.34 
1.27 
1.2 
1.57 
1.47 
2.04 

8.6 
7.99 
8.83 
8.23 
8.06 
4.42 
4.13 
3.3 
1.73 
1.12 
0.84 
0.52 
0.5 
0.24 

 
 In Table 5.1.1, RPROP has higher accuracy than VFDT when the total of actions 
in training sets are at least 30. 
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Table 5.1.2 : Comparison between RPROP and VFDT for defensive fighter 

total action in 
training set 

VFDT 
accuracy (%) 

RPROP 
accuracy (%) 

VFDT 
SD 

RPROP 
SD 

5 
10 
15 
20 
25 
30 
40 
50 
100 
200 
300 
400 
500 
1000 

71.9 
72.8 

75.72 
79 

80.38 
84.14 
88.66 
89.98 
92.86 
94.86 
95.64 
96.1 

96.44 
96.68 

56.56 
65.7 
70.9 

72.94 
77.18 
79.11 
83.3 

84.94 
88.86 
92.94 
94.45 
95.85 
96.81 
97.36 

10.8 
10.65 

6.2 
8.36 
5.89 
5.18 
3.1 
4.74 
3.08 
3.59 
2.04 
1.47 
1.59 
1.01 

9.91 
9.53 
7.72 
6.3 
6.15 
6.57 
4.83 
4.56 
2.86 
2.27 
1.85 
1.74 
1.84 
2.37 

 
 In Table 5.1.2, RPROP has more accuracy than VFDT when the total number of 
actions in training sets are at least 500. The total actions have to have more compared 
to the offensive fighter.  
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Table 5.1.3 : Comparison between RPROP and VFDT for offensive wizard 

total action in 
training set 

VFDT 
accuracy (%) 

RPROP 
accuracy (%) 

VFDT 
SD 

RPROP 
SD 

5 
10 
15 
20 
25 
30 
40 
50 
100 
200 
300 
400 
500 
1000 

30.14 
38.54 
46.56 
55.42 
60.48 
65.84 
72.4 

76.44 
84.8 

89.78 
92.18 
93.58 
93.9 

95.64 

36.19 
41.44 
45.158 
50.16 
51.78 
54.28 
60.2 
65.7 

78.22 
90.66 
94.35 
95.91 
96.74 
97.64 

2.02 
1.8 
5.23 
6.6 
5.47 
3.66 
3.55 
4.46 
3.48 
1.88 
1.97 
1.43 
1.54 
1.25 

6.85 
8.76 
7.71 
7.76 
7.12 
7.28 
7.27 
6.75 
5.69 
4.69 
2.95 
2.47 
1.87 
1.67 

 
 In Table 5.1.3, RPROP has higher accuracy than VFDT when the total number of 
actions in training set are at least 200. 
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Table 5.1.4 : Comparison between RPROP and VFDT for defensive wizard 

total action in 
training set 

VFDT 
accuracy (%) 

RPROP 
accuracy (%) 

VFDT 
SD 

RPROP 
SD 

5 
10 
15 
20 
25 
30 
40 
50 
100 
200 
300 
400 
500 
1000 

32.58 
40.82 
52.46 
60.4 

65.58 
70.22 
77.36 
84.08 
91.6 

95.82 
77.12 
84.44 
92.78 
94.52 

40.7 
46.84 
53.33 
57.76 
61.07 
65.28 
71.88 
76.64 
89.18 
96.19 
97.57 
98.03 
98.55 
99.1 

6.85 
9.72 
7.22 
7.1 
5.55 
5.29 
5.34 
5.25 
4.37 
1.04 

20.73 
12.21 
3.87 
2.9 

6.86 
8.09 
6.69 
7.51 
7.34 
6.45 
6.55 
5.87 
4.54 
2.06 
1.21 
1.40 
0.76 
0.97 

 
 In Table 5.1.4, RPROP has higher accuracy than VFDT when the total number of 
actions in training sets are at least 200. 

 
 At the beginning of the learning static strategies, RPROP yields accuracy lower 
than that of VFDT. However after the total number of training data increases to 100-500, 
the accuracies of RPROP are going to be better than those of VFDT, so if there are at 
least 500 data, RPROP can be used to classify the character’s action better than VFDT. 
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     5.2. Result of Learning Changing Strategies 
 In Table 5.2.1 and Table 5.2.2 the results of changing strategies between 
offensive fighter and defensive fighter showed that the accuracies have been changed 
between increasing and decreasing. When the strategy has been changed, the 
accuracy becomes decrease and then conversely increases when more actions have 
been added more to the training set which is the pattern in section 4.3.2. There are two 
results. The first is the result of learning changing strategies when the training data set 
starts from pure offensive fighter’s actions and the second is the result which is started 
from pure defensive fighter’s actions. 
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Table 5.2.1 : Comparison between RPROP and VFDT for Changing Strategies Fighter  
by starting from Offensive Fighter 

total action in training set VFDT 
accuracy (%) 

RPROP 
accuracy (%) 

500 
1000 
1500 
2000 
2500 
3000 
3500 
4000 
4500 
5000 
5500 

78 
64 
82 
94 
64 
78 
80 
74 
76 
88 
70 

83.6 
64 

68.8 
70.4 
82 

84.4 
86 

71.2 
70 

70.8 
76.4 

  

 In table 5.2.1, the accuracy of RPROP is better every time when using offensive 
fighter test set but with the defensive fighter test set, the accuracy is worse. 
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Table 5.2.2 : Comparison between RPROP and VFDT for Changing Strategies Fighter  
by starting from Defensive Fighter 

total action in training set VFDT 
accuracy (%) 

RPROP 
accuracy (%) 

500 
1000 
1500 
2000 
2500 
3000 
3500 
4000 
4500 
5000 
5500 

94 
60 
58 
84 
64 
70 
100 
70 
78 
78 
88 

78 
70.8 

80.58 
85.6 

66.64 
72.4 
76.8 
83.2 
84.4 
85.6 
74.8 

 

 In table 5.2.2, when the training set starts from the pure defensive fighter training 
set, the accuracy corresponding to defensive fighter training set is better. 
  

 In learning changing strategies, the RPROP’s accuracy is better when the test 
sets are the offensive fighter test sets. The defensive fighter test sets yields the lower 
accuracy. And then, in Table 5.1.2, when the training sets start from pure defensive 
fighter’s action, the accuracy is better than that of Table 5.1.1 which starts from pure 
offensive fighter’s actions. 
  
 
 
 



CHAPTER VI 

DISCUSSIONS 

 This section has to follow the previous section, so there are discussion of 
learning static strategies and discussion of learning changing strategies.  
 
     6.1. Discussion of Learning Static Strategies 
 From the results, RPROP performs better than VFDT when the number of data 
increases and the accuracy of VFDT starts to increase slowly. In the small number of the 
actions, RPROP cannot show a good performance; however, practically, the small 
number always occurs only in the initial state of the learning system. In the CRPG, the 
number of character’s actions always increases rapidly. For example, in Minigate 
environment, there are eight characters in the game and each character has its own 
action every turn. By average, the game ends in 10 turns, which means there are 80 
character’s actions in one game. And from the result, RPROP gives very good results if 
the number of training character’s actions is not less than 300 which are only about four 
to seven game records, so it is suitable to classify the character’s action. 
 The reason that RPROP is better than VFDT when the total number of data in 
training set increases is the useage of the pattern of character situation as the input. For 
an example, in table 6, the offensive fighter has 60 percentage of hit point, closest 
enemy distance of five units, no influence status, no local status, no potion of hit point, 
no potion of fire resistance and some potion of free action, so the inputs  are x1 = 60, x2 
= 5, x3 = 0, x4 = 0, x5 = 0, x6 = 0, x7 = 1. These inputs are used to train the network. They 
are different inputs for every character situations. 
 

Table 6.1 : Examples of offensive fighter database 
HP CED IS LS Potion 

HP 
Potion 
FR 

Potion 
FA 

Class 

60 5 0 0 0 0 1 Attack_closest_enemy 
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 For VFDT case, it has to calculate all character situations into the information 
gain or entropy for each of the attribute that is a value ranging from 0 to 1. And then 
VFDT uses the value to create the tree. In the way, the process does not use the primary 
data. So some data can be different but the value of the information gain or entropy are 
the same. Because of that, when the number of data is higher, the more possible that 
will happen is higher too. In addition, the secondary data which are the information gain 
of entropy only used to select the attribute that will use to create the next level of the 
tree. It does not do anything different if it does not change the sequence. In an example, 
if entropy of hit point is the highest, even it decreases but still is the highest; in this case, 
it is still do the same effect for the classification. 
 In learning static strategy, the defensive fighter test has a problem that attacking 
class and drinking potion of fire resistance class have very similar attributes. From 
human’s view, drinking potion of fire resistance only occurs in the first turn when the 
character has a potion of fire resistance to drink but in the other hand, RPROP does not 
focus on the turn attribute enough while the other attributes are very similar. This might 
be caused by a very few number of drinking potion of fire resistance class in the training 
set. In the common way, this action rarely occurs in the game.  However, the result 
should be better by using more balanced class database.  
 
     6.2. Discussion of Learning Changing Strategies 
 In the same reason as mentioned in learning static strategies, the defensive 
fighter’s problem decreases accuracy in the changed strategy when using defensive 
fighter test set. The classification cannot distinguish between attacking class and 
drinking potion of fire resistance class in the test set, so the accuracy was quite low 
when compared to when the testing uses the offensive fighter test set. The accuracy 
should be improved by using balanced class training sets. However, the other idea is 
about the drinking potion of fire resistance action which should not be able to classify by 
human player. Because the defensive fighters always drink the potion of fire resistance 
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in the first turn of the match if they have the potion of resistance in their inventories and 
no human player can judge the strategies of the opponents before seeing any previous 
actions. In addition, there is no way to see their inventories at all. So there is no way for 
the human player to classify this type of opponent action. Then by comparing the ML in 
the way that even human player cannot be able to do is not useful and this way might 
lead to the over power AI player which always ruin the balance of strategies in the every 
types of computer games. However, the experiments still have to maintain the reference 
format in order to compare the results in respect. 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 
 



CHAPTER VII 

CONCLUSION 

 This research is one attempt to find an adaptive AI in CRPG by using RPROP to 
improve the accuracy of classifying character’s action. The computer game nowadays 
has been developed to have various styles. At the start, this research is for improving 
computer game content. The computer game contents which can be developed are 
graphic, sound, story, world and gameplay. The important content in this research is 
gameplay. It is the content that rules the game. Gameplay has a lot of types which are 
fighting, racing, sports, FPS, RTS, and RPG. Gameplay can be developed by different 
ways which are adding new strategy, mixing between two or more types of gameplay 
(for example, mixing FPS and RPG become Action RPG) or creating a new type of 
Gameplay. This research focuses on adding new strategy into Gameplay. Because the 
different types of Gameplay are not always compatible to developing way, RPG was the 
one that is focused on this research. RPG player usually must play when the game 
allows the player to play and then wait while the game allows the others to play until the 
next time when the game allows the player to play again ‟ this style is also called turn-
based game. The moment when the game allows the player to play is call the player’s 
turn. The player must play and change to the other player turn. The turn-based game 
leaves a duration for the player to plan and play their strategy. This duration can be long 
for a while, so if it is the AI player’s turn, it can also take its time a little bit to use its 
complicated computation ‟ it still should not take a long time because the human player 
does not want to wait but it has more time when compared to some types of gameplay 
which use fast pace or real time interactive. On the other hand, RPG has grinding which 
force the player to play with the same enemies multiple times which are boring, so it is 
an inspiration to add new strategies to the enemies and it is also useful to have a lot of 
playing records in the game. This is the inspiration that an adaptive strategy AI is 
needed. The RPROP is chosen in this implementation because of its speed of learning 
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and accuracy. The results show that RPROP is good to be used as character’s action 
classifier. In addition, to improve the AI in computer game and to provide more content 
in the gameplay, this research way must continue to make computer game become 
more entertaining. 
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