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NOTATION

m a positive integer

n a positive integer

F a field

C the field of complex numbers

At the transpose of a matrix A

A∼ an n× n matrix (bij) such that bij = an+1−j,n+1−i for any i, j

where A = (aij)

S the function on Hn(F) which maps A to A∼ for all A ∈ Hn(F)

ρ(A) the rank of a matrix A

det(A) the determinant of a matrix A

Eij the elementary matrix having only one at the (i, j)-entry and

zero for all other positions

Mmn(F) the set of all m× n matrices over a field F

Mn(F) the set of all n× n matrices over a field F

Tn(F) the set of all n× n upper triangular matrices over a field F

Hn(F) the set of all n× n upper Hessenberg matrices over a field F

H1
n(F)

{
(aij) ∈ Hn(F) | a21 6= 0 and aj+1,j = 0 for all j ∈ {2, . . . , n− 1}

}
,

thus elements in this set are of the form

@
@
@@


H2
n(F)

{
(aij) ∈ Hn(F) | an,n−1 6= 0 and aj+1,j = 0 for all j ∈ {1, . . . , n− 2}

}
,

thus elements in this set are of the form

@
@
@@


Ω {A ∈ Hn(F) | ρ(A) = 1}

x⊗ y xyt where x ∈Mm1(F) and y ∈Mn1(F)

imT the image of a function T



ix


a11 · · · a1n

 all empty entries of this matrix are all zeros


| |

v1 · · · vn

| |


m×n

the j-column of this matrix is vj ∈Mm1(F) for all

j ∈ {1, . . . , n}


v1

...

vm


m×n

the i-row of this matrix is vi ∈M1n(F) for all i ∈ {1, . . . ,m}



CHAPTER I

INTRODUCTION

1.1 Introduction

One of the most active research subjects in matrix theory in the last five decades

is linear preserver problems (LPPs) which concern the categorization of linear

maps on spaces of matrices or operators that leave certain properties, functions,

subsets or relations invariant.

Research that is considered to be the beginning of LPPs is determinant pre-

servers studied by Frobenius who gave the form of linear maps on square complex

matrices preserving determinant in 1897, that is, if T is a linear map on Mn(C)

which is a determinant preserver (i.e., det(T (A)) = det(A) for all matrices A),

then there exist nonsingular n× n matrices P and Q such that det(PQ) = 1 and

either

T (A) = PAQ for all A ∈Mn(C) (∗)

or

T (A) = PAtQ for all A ∈Mn(C) (∗∗)

where At denotes the transpose of a matrix A and vice versa.

Actually, there are many motivations for studying LPPs [15], such as

1) in order to characterize structures of linear maps T on a space V of matrices

preserving one of the followings (called a general linear preserver problem):

• a function f defined on V (i.e., f(T (A)) = f(A) for all A ∈ V ; e.g., the de-

terminant, the permanent);

• a subset ∆ of V (i.e., T (∆) ⊆ ∆; e.g., the set of idempotents of V , an alge-

braic set);

• a relation ∼ defined on V (i.e., T (A) ∼ T (B) whenever A ∼ B; e.g., com-

mutativity, similarity).
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There are three major ways to do research on this type of LPPs. First, we

can consider LPPs on matrix spaces over rings or semirings such as nonnegative

integers and Boolean algebras. Second, we can consider additive maps or bilinear

maps instead of linear maps. Finally, we can study other objects apart from

functions, subsets or relations to be preserved.

2) in order to be a tool for solving some other mathematical problems such as

problems in the area of differential equations and system theory.

3) in order to find conditions such that linear maps of the above forms (∗) or (∗∗)

preserve a specific object.

However, one of the most studied subjects in LPPs is rank-1 preservers be-

cause rank-1 preservers play a pivotal role in investigating other questions about

preservers such as commutativity preservers, rank-additivity preservers, spectrum

preservers and determinant preservers ([6], [9], [14], [19], [20] and [23]). In 1959,

Marcus and Moyls [18] gave the form of linear maps on Mmn(F), the space of

m × n matrices over an algebraically closed field F of characteristic 0, holding

rank one by using multilinear algebra techniques, i.e., for a given linear map T on

Mmn(F) preserving rank one,

i) if m 6= n, then there exist nonsingular matrices P and Q such that

T (A) = PAQ for all A ∈Mmn(F); or

ii) if m = n, then there exist nonsingular matrices P and Q such that either

T (A) = PAQ for all A ∈Mmn(F) or T (A) = PAtQ for all A ∈Mmn(F).

Eight years later, Westwick [24] generalized these results to any algebraically

closed fields. In 1977, Minc [19] reproved the theorem of Marcus and Moyls by

using only elementary matrix theory. Nevertheless, two years before this Minc’s

research was published, Lim [17] provided a structure of all invertible linear maps

preserving rank one over any fields. In 1985, this theorem of Lim was generalized

by Waterhouse [22] to commutative rings with unit but the invertibility assump-

tion was still remained. However, the invertibility assumption in the theorem

of Lim could be omitted and the linear maps could be extended to linear maps

between spaces of different dimensions. This result was proved by Li, Rodman
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and Šerml [16] in 2002. Furthermore, there are many authors studied on some

subspaces of matrix spaces, for examples, in 1993, linear rank-1 preservers on

Hermitian matrix spaces were revealed by Baruch and Loewy [2]. In 1998, the

structure of linear rank-1 preservers on the space of upper triangular matrices

over an arbitrary field was given by Chooi and Lim [8].

During the past twenty years, there are various research concerning additive

preserver problems (APPs). APPs are problems similar to LPPs except these

maps preserve the addition while preserving the scalar multiplication is not re-

quired. Commonly, additive rank-1 preservers are among the most studied sub-

jects for examples Bell and Sourour [4] provided the structure of surjective ad-

ditive rank-1 preservers on block triangular matrix algebras in 2000, Chooi and

Lim [9] generalized some results of Bell and Sourour by studying additive rank-1

preservers on block triangular matrix spaces over any fields in 2006. Surjective

additive rank-1 preservers on the full matrix algebra over any fields were charac-

terized by Cao and Zhang [5] in 2004; besides, this result was applied to prove

invertibility preservers, determinant preservers and characteristic polynomial pre-

servers. Next year, the result of Li et al. [16] was extended by replacing linear

maps with additive maps in the hypothetical condition which was shown by Zhang

and Sze [25]. This work also generalized the result of Cao and Zhang [5]. In 2008,

Gao and Zhang [13] found the structure of all additive maps preserving rank one

between spaces of Hermitian matrices.

Found in [10], Karl Hessenberg, a German mathematician and engineer, called

a square matrix (aij) upper Hessenberg if aij = 0 whenever j+ 1 < i. One can see

that upper triangular matrices, diagonal matrices and, for example,

(
1 2 3 2
2 5 6 1
0 8 9 5
0 0 1 2

)
are

Hessenberg matrices. Obviously, upper Hessenberg matrices are quite the same

as upper triangular matrices except the first one have zero entries below the first

subdiagonal. In addition, some properties of triangular matrices are not true for

Hessenberg matrices, for example, the product of Hessenberg matrices may not

be a Hessenberg matrix as follows:

(
1 2 3 2
2 5 6 1
0 8 9 5
0 0 1 2

)(
1 1 1 1
1 1 1 1
0 0 1 1
0 0 1 1

)
=

(
3 3 8 8
7 7 14 14
8 8 22 22
0 0 3 3

)
. Likewise

upper triangular matrices, upper Hessenberg matrices over a field form a vector
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space.

One of the benefits of Hessenberg matrices is to alter QR algorithm (factor-

ization matrices into triangular matrices) for the better (see [1] and [7]). This

algorithm was devised by Francis in 1961 in order to replace LU factorization

which is not stable absent pivoting. Nowadays, the QR algorithm is one of the

most valuable algorithm to steadily compute the eigenvalues and corresponding

eigenvectors or Schur vectors; furthermore, it is also the most popular approach

for solving dense nonsymmetric eigenvalue problems. However, there is a limita-

tion in size of a matrix in Mn(F) because this method uses O(n2) storage and

runs in O(n3) time. This shows that the QR algorithm is quite expensive. From

whole reasons, Hessenberg matrices become a tool to make the algorithm practical

since Hessenberg matrices have the forms closed to the forms of upper triangular

matrices and are invariant under the QR algorithm. A new algorithm is called

the Hessenberg QR algorithm by using Householder reflectors to first reduce every

square matrix to an upper Hessenberg matrix. This new algorithm requires only

O(n) storage and O(n2) time. Besides, for integrable system in quantum mechan-

ics, Hessenberg matrices are used as equipment in order to represent perturbed

Hamiltonians for perturbation theory which is the technique used in the study of

disturbed quantum systems see [26].

This dissertation focuses on rank-1 preservers on the space of all n× n upper

Hessenberg matrices over a field which are studied in two main points; namely,

linear maps and additive maps. Theorems regard linear rank-1 preservers on the

space of matrices and the space of upper triangular matrices over any fields are

given as follows. However, we introduce some basic notations first.

Let Mmn(F) and Mn(F) be the set of all m×n matrices over a field F and the

set of all n× n matrices over a field F, respectively. Let Tn(F) and Hn(F) be the

set of all n × n upper triangular matrices over a field F and the set of all n × n

upper Hessenberg matrices over a field F, respectively. Then, it is clear that Tn(F)

and Hn(F) are subspaces of Mn(F) and Tn(F) is also a subspace of Hn(F). The

transpose of a matrix A is denoted by At. Furthermore, ρ(A) denotes the rank of
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a matrix A.

Definition 1.1. [3] A subspace V of any spaces of matrices is called a rank-1

subspace if each element in V is the zero matrix or has rank one. In addition, a

map T on Hn(F) is called a rank-1 preserver if ρ(T (A)) = 1 whenever ρ(A) = 1

for any A ∈ Hn(F). Besides, a map T on Hn(F) is called a rank preserver if T

preserves all ranks.

Theorem 1.2. [17] Let T be a linear rank-1 preserver on Mmn(F). Then

(i) imT is a rank-1 subspace, or

(ii) there exist nonsingular matrices P and Q such that

T (A) = PAQ for all A ∈Mmn(F) (1.1)

or

T (A) = PAtQ for all A ∈Mmn(F). (1.2)

Note that the forms in (1.1) and (1.2) are alwalys called the “standard form”.

In [8], for a matrix A = (aij) in Mn(F), Chooi and Lim defined the ∼ of A,

denoted by A∼, to be the matrix (bij) in Mn(F) such that bij = an+1−j,n+1−i for

any i and j. For examples,
(

1 2 3
0 5 6
0 8 9

)∼
=
(

9 6 3
8 5 2
0 0 1

)
and

(
1 2 0 4
3 5 6 1
0 8 9 1
0 0 0 8

)∼
=

(
8 1 1 4
0 9 6 0
0 8 5 2
0 0 3 1

)
.

Observably, the diagonal line (not the main diagonal line) acts as the reflection-

axis for remaining elements but the elements on this line are fixed. Furthermore,

(A + B)∼ = A∼ + B∼, (AB)∼ = B∼A∼, (A∼)∼ = A and ρ(A) = ρ(A∼) for all

A,B ∈Mn(F).

Theorem 1.3. [8] Let T be a linear rank-1 preserver on Tn(F). Then

(i) imT is an n-dimensional rank-1 subspace, or

(ii) there exist nonsingular upper triangular matrices P and Q such that

T (A) = PAQ for all A ∈ Tn(F)

or

T (A) = PA∼Q for all A ∈ Tn(F).
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It is worth mention that the results in Theorems 1.2 and 1.3 are similar in

the sense that matrices P and Q are nonsingular; however, there are many points

different. First, P and Q in Theorem 1.2 are elements of Mn(F) (maybe or maybe

not in Tn(F)) but P and Q in Theorem 1.3 are elements of Tn(F) because imT

must be contained in Tn(F). Second, in Theorem 1.3, the transpose of a matrix is

replaced by the ∼ of a matrix since the transpose of upper triangular matrices are

lower triangular matrices which are out of the considered spaces, Tn(F). The ∼ of

upper triangular matrices are upper triangular matrices so this symbol is thought

in order to get that property.

For the part of additive rank-1 preservers, this work is motivated by the result

of Cao and Zhang [5]. They provided the pattern of surjective additive maps

preserving rank one on square matrices over an arbitrary field as follows.

Theorem 1.4. [5] Let T be a surjective additive rank-1 preserver on Mn(F). Then

there exist a field automorphism θ on F and nonsingular matrices P and Q such

that

T (A) = PAθQ for all A ∈Mn(F)

or

T (A) = P
(
Aθ
)t
Q for all A ∈Mn(F)

where Aθ =
(
θ(aij)

)
for all A = (aij) ∈Mn(F).

Notice that Theorems 1.2 and 1.4 are of the same types except that a field

automorphism is required in Theorem 1.4.

We seperate this dissertation into four chapters. In Chapter I, we start with

background of this research leading to why rank-1 preservers and Hessenberg

matrices are chosen. Next, definitions and notation used frequently in this disser-

tation are given. The rest of Chapter I is dedicated to some basic properties of

Hessenberg matrices.

Chapter II is devoted to characterize linear maps preserving rank-1 matrices

as Theorem 2.29 which is one of the major goals in this dissertation. Besides,

the forms of linear maps preserving all ranks of matrices, linear maps preserving
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determinants and linear maps preserving eigenvalues are exhibited by capability

of Theorem 2.29 and the nonsingular condition as Corollaries 2.30 and 2.32 and

the diagram in page 49, respectively.

The pattern of additive maps preserving rank-1 matrices are exposed as The-

orem 3.7 under the surjectivity condition in Chapter III which is another of the

major goals in this dissertation.

We are to summarize on our work in the final chapter.

Now, we quote some theorems about elementary properties of ranks of matri-

ces.

Theorem 1.5. [12] If P and Q are m×m and n× n nonsingular matrices and

if A is an m× n matrix, then ρ(PA) = ρ(A) and ρ(AQ) = ρ(A).

Theorem 1.6. [11] The rank of a matrix A is the largest integer r such that A

has an r × r submatrix B with detB 6= 0.

Theorem 1.7. [8] For a positive integer k ≤ n, if X is a k-dimensional rank-1

subspace of Mn(F), then

(i) X = xM for some 0 6= x ∈Mn1(F) and k-dimensional subspace M of M1n(F),

or

(ii) X = Ny for some 0 6= y ∈M1n(F) and k-dimensional subspace N of Mn1(F).

1.2 Preliminaries

This section begins with some definitions and notation which are used through

out in this dissertation. Then basic properties of upper Hessenberg matrices are

given.

Recall that an n× n square matrix A = (aij) over a field F is called an upper

Hessenberg if aij = 0 whenever j + 1 < i. Set

H1
n(F) =

{
(aij) ∈ Hn(F) | a21 6= 0 and aj+1,j = 0 for all j ∈ {2, . . . , n− 1}

}
and

H2
n(F) =

{
(aij) ∈ Hn(F) | an,n−1 6= 0 and aj+1,j = 0 for all j ∈ {1, . . . , n− 2}

}
.
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Let us have a closed look at H1
n(F) and H2

n(F). Their elements are shown in the

following pictures,
a11 a12 · · · a1n

a21 a22 · · · a2n
. . .

...

ann

 ∈ H
1
n(F) and


a11 · · · a1,n−1 a1n

. . .
...

...

an−1,n−1 an−1,n

an,n−1 ann

 ∈ H
2
n(F)

where aij ∈ F and the empty entries of each matrix are all zeros. Note that each

type is quite similar to upper triangular matrices except elements in H1
n(F) and in

H2
n(F) have excess positions at a21 and an,n−1, respectively. Then we rewrite the

elements of these sets in other pictures as

@
@
@@

 and

@
@

@@

, respectively.

For each i, j ∈ {1, . . . , n}, let Ei,j be the elementary matrix over F having

only one at the (i, j)-entry and zero for all other positions. Then
{
Eij | 1 ≤ i, j ≤

n and i ≤ j + 1
}

forms a basis of Hn(F), thus we write A =
∑

1≤i,j≤n
i≤j+1

aijEi,j or

A =
∑
aijEi,j for short for all A = (aij) ∈ Hn(F).

Let {e1, . . . , en} and {f1, . . . , fn} be the standard bases of Mn1(F) and M1n(F),

respectively. Then for each i and j, the elementary matrix Eij is the product of

ei and fj.

Recall that a subspace V of any spaces of matrices is called a rank-1 subspace

if each element in V is the zero matrix or has rank one. In addition, a map T

on Hn(F) is called a rank-1 preserver if ρ(T (A)) = 1 whenever ρ(A) = 1 for any

A ∈ Hn(F). Furthermore, a map T is called a rank preserver if T preserves all

ranks.

Henceforth, let Ω =
{
A ∈ Hn(F) | ρ(A) = 1

}
, i.e., Ω is the set of all rank-1

Hessenberg matrices.

Generally, every matrix of rank one in Mmn(F) can be written as the product

of a column vector and a row vector. In this dissertation, this product is denoted

by

xyt when x ∈Mm1(F) and y ∈Mn1(F),

xy when x ∈Mm1(F) and y ∈M1n(F).



9

For our convenient, xyt is rewritten by x⊗ y. In addition, if x =
(
x1 · · · xn

)t
in Mn1(F) and y =

(
y1 · · · yn

)t
in Mn1(F), then

x⊗ y =


x1y1 · · · x1yn

...
...

xny1 · · · xnyn

 =


| |

xy1 · · · xyn

| |

 =


x1y

t

...

xny
t



where A =


| |

v1 · · · vn

| |

 ∈Mmn(F) stands for the matrix whose the j-column is

vj ∈Mm1(F) for all j ∈ {1, . . . , n} and A =


v1
...

vm

 ∈Mmn(F), the matrix

whose the i-row is vi ∈M1n(F) for all i ∈ {1, . . . , n}. Moreover, let

x⊗Mn1(F) = {x⊗ y | y ∈Mn1(F)} where x ∈Mm1(F),

Mm1(F)⊗ y = {x⊗ y |x ∈Mm1(F)} where y ∈Mn1(F),

xM1n(F) = {xy | y ∈M1n(F)} where x ∈Mm1(F) and

Mm1(F)y = {xy |x ∈Mm1(F)} where y ∈M1n(F).

These sets are also rank-1 subspaces of Mmn(F).

The following notation is adopted from [8]. For s ∈ {1, . . . , n}, let

Us =

{(
x1 · · · xs 0 · · · 0

)t
|xi ∈ F for all i ∈ {1, . . . , s}

}
, and

Vs =
{(

0 · · · 0 xs · · · xn

)
|xi ∈ F for all i ∈ {s, . . . , n}

}
; moreover,

xVs = {xv | v ∈ Vs} for each x ∈Mn1(F) and

Usy = {uy |u ∈ Us} for each y ∈M1n(F).

Clearly, for each s ∈ {1, . . . , n}, Us and Vs are subspaces ofMn1(F) andM1n(F),

respectively; furthermore, U1 ⊆ U2 ⊆ · · · ⊆ Un and Vn ⊆ Vn−1 ⊆ · · · ⊆ V1.

Especially, Un = Mn1(F) and V1 = M1n(F).

From now on, we omit “upper” in both Hessenberg matrices and triangular

matrices. The rest of this section is devoted to investigate some properties of

Hessenberg matrices as follows.
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The following proposition and Lemma 1 in [5] are quite identical except (iii)

and (iv) which are considered on different spaces. For Lemma 1, the full matrix

spaces are attended but in this proposition, the Hessenberg matrix spaces are

considered.

Proposition 1.8. Let x, y, u, v ∈Mn1(F). The followings hold.

(i) x⊗ y = 0 if and only if x = 0 or y = 0.

(ii) If x⊗ y 6= 0, then x⊗ y = u⊗ v if and only if there exists α ∈ Fr{0} such

that u = αx and y = αv.

(iii) If x⊗ y + u⊗ v ∈ Ω, then {x, u} or {y, v} is linearly dependent.

(iv) For n ≥ 2, if u 6= 0 and v 6= 0, then there exists w ∈ Ω such that w /∈

u⊗Mn1(F) ∪Mn1(F)⊗ v.

Proof. Let x =
(
x1 · · · xn

)t
, y =

(
y1 · · · yn

)t
, u =

(
u1 · · · un

)t
and v =(

v1 · · · vn

)t
.

(i) It is clear that if x = 0 or y = 0, then x⊗ y = 0. Now, assume that x 6= 0.

Then there exists j ∈ {1, . . . , n} such that xj 6= 0. Then xjy1 = xjy2 = · · · =

xjyn = 0, thus yi = 0 for all i ∈ {1, . . . , n}. Hence y = 0.

(ii) Assume that x ⊗ y 6= 0. It is trivial for the converse. Suppose that

x⊗ y = u⊗ v. Then x, y, u, v 6= 0 and thus vj 6= 0 and xl 6= 0 for some j, l ∈

{1, . . . , n}. It follows that xyi = uvi for all i ∈ {1, . . . , n} since


| |

xy1 · · · xyn

| |

 =


| |

uv1 · · · uvn

| |

. Thus yj 6= 0 and u = αjx where αj =
yj
vj
6= 0. Suppose that

there exists k ∈ {1, . . . , n} such that k 6= j and vk 6= 0. Then, similarly, there

exists αk = yk
vk
6= 0 and αkx = yk

vk
x = u = αjx. As a result, αkxl = αjxl with

xl 6= 0, so u = αx for some α ∈ Fr{0}.
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It remains to show that y = αv. Now, we obtain that x⊗y = u⊗v = αx⊗v =

x ⊗ αv, that is,


x1y

...

xny

 =


x1(αv)

...

xn(αv)

. Then xly = xl(αv), and

thus y = αv.

(iii) Assume that x⊗ y + u⊗ v ∈ Ω and {x, u} is linearly independent. Since

ρ(x⊗ y + u⊗ v) = 1, it follows that any two rows of the matrix x⊗ y + u⊗ v are

linearly dependent, i.e.,

{xyi + uvi, xyj + uvj} is linearly dependent for all i 6= j in {1, . . . , n}. (3)

For each i 6= j, let αi, βj ∈ F not both zeros, without loss of generality, put αi 6= 0,

such that

0 = αi(xyi + uvi) + βj(xyj + uvj) = x(αiyi + βjyj) + u(αivi + βjvj),

so αiyi + βjyj = 0 and αivi + βjvj = 0 and then yi =
−βj
αi
yj and vi =

−βj
αi
vj.

If there exists l ∈ {1, . . . , n} such that vl = 0, then −βk
αl
vk = 0 for some

k ∈ {1, . . . , n}r{l} because of vl = −βk
αl
vk. It follows that βk = 0 or vk = 0. If

βk = 0, then yl = 0 because αl 6= 0. This shows that

if vi = 0 for some i, then yi = 0 or vj = 0 for some j ∈ {1, . . . , n}r{i}. (4)

We show that {y, v} is linearly dependent. If y = 0 or v = 0, then {y, v} is

linearly dependent. Assume that y 6= 0 and v 6= 0.

Case 1: Assume that yi 6= 0 for all i ∈ {1, . . . , n}. Suppose that there exists

j ∈ {1, . . . , n} such that vj = 0. Then there exists l ∈ {1, . . . , n} with l 6= j

such that vl = 0 by (4). Continue this process, we get v = 0 which is impossible.

Hence vj 6= 0 for all j ∈ {1, . . . , n}. Thus y =
(
y1 α2y1 · · · αny1

)t
and

v =
(
v1 α2v1 · · · αnv1

)t
. Then y = λv where λ = y1

v1
6= 0.

Case 2: There exists i ∈ {1, . . . , n} such that yi = 0. Suppose that vj 6= 0

for all j ∈ {1, . . . , n}. Then there exists l ∈ {1, . . . , n} with l 6= i such that

yl = 0 by (4). In the similar way, we obtain y = 0 which is impossible. Hence

there exists j ∈ {1, . . . , n} such that vj = 0. Since y 6= 0 and v 6= 0, there exist



12

l, k ∈ {1, . . . , n} such that yl 6= 0 and vk 6= 0. Without loss of generality, write

ith jth kth lth

y =
(

0 yj yk yl 6=0

)t
v =

(
vi 0 vk 6=0 vl

)t
where other entries of y and v are arbitrary. In order to show that {v, y} is linearly

dependent, it suffices to prove that each position of v and y are related in the sense

that for each s ∈ {1, . . . , n}, the s-position of v is zero if and only if the s-position

of y is zero.

First, by applying (3) on the j- and k-columns of y and v, there exist αj, βk ∈ F

not both zeros such that

0 = αj(xyj + uvj) + βk(xyk + uvk) = x(αjyj + βkyk) + u(αjvj + βkvk).

Since {u, x} is linearly independent, vj = 0 and vk 6= 0, it follows that βk = 0

and hence αj(xyj) = 0. Thus yj = 0 because αj 6= 0 and x is not a zero vector.

Besides, we know that yk 6= 0 by considering (3) on the k- and l-columns of y

and v, and the fact that {u, x} is linearly independent, yl 6= 0 and vk 6= 0. Next,

for g ∈ {1, . . . , n}r{j, k}, we get that if vg = 0, then yg = 0 and if vg 6= 0, then

yg 6= 0 by using the same technique on the g- and k-columns of y and v.

Hence for s ∈ {1, . . . , n}, if vs = 0, then ys = 0; moreover, if vs 6= 0, then

ys 6= 0. As a result, we obtain that for each s ∈ {1, . . . , n}, the s-position of v

is zero if and only if the s-position of y is zero. Finally, we consider only the

positions of y which are not zero. Assume that there exists the p-position with

p 6= k such that yp 6= 0. Then by making use of (3) on the p- and k-columns

of y and v in the similar way, we obtain that yp = −βk
αp
yk and vp = −βk

αp
vk where

αp, βk ∈ Fr{0}. Similarly, each position of y and v which is not zero can be

written as the product of a nonzero scalar and yk and that of the same scalar and

vk, respectively. Hence {v, y} is linearly dependent.

(iv) Assume that n ≥ 2, u 6= 0 and v 6= 0. Then there exist i, j ∈ {1, . . . , n}

such that ui 6= 0 and vj 6= 0.
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Case 1: i = 1. Choose w = E2l where l 6= j. Then w ∈ Ω. If w ∈ u ⊗Mn1(F),

then w = u⊗ z where z =
(
z1 · · · zn

)t
. From the first row of w, we get zk = 0

for all k ∈ {1, . . . , n} which contradicts u2zl = 1. Thus w /∈ u⊗Mn1(F). Similarly,

w /∈Mn1(F)⊗ v. Hence w /∈ u⊗Mn1(F) ∪Mn1(F)⊗ v.

Case 2: i 6= 1. Choose w = E1l where l 6= j. Then w /∈ u⊗Mn1(F)∪Mn1(F)⊗ v

by using the same manner.

The following proposition demonstrates the form of every rank-1 subspace of

Hn(F).

Proposition 1.9. Let k be a positive integer less than or equal to n and X a

subset of Hn(F). Then X is a k-dimensional rank-1 subspace if and only if there

exist integers s, t ∈ {1, . . . , n} with s ≤ t+ 1 such that

(i) there exist 0 6= x ∈ Us and a k-dimensional subspace M of Vt such that

X = xM , or

(ii) there exist 0 6= y ∈ Vt and a k-dimensional subspace N of Us such that

X = Ny.

Proof. The sufficient part is obvious. We now prove the necessary part. As-

sume that X is a k-dimensional rank-1 subspace of Hn(F). Then it is a subspace

of Mn(F) and thus, by applying Theorem 1.7,

(1) X = xM for some 0 6= x ∈Mn1(F) and k-dimensional subspaceM ofM1n(F),

or

(2) X = Ny for some 0 6= y ∈M1n(F) and k-dimensional subspace N of Mn1(F).

Consider (1). Let t be the largest positive integer such that M ⊆ Vt. Then there

exists v ∈ M such that its (n − t + 1)-component is nonzero. Since xv ∈ xM =

X ⊆ Hn(F) and from the definition of Hessenberg matrices, x ∈ Us for some

s ≤ t+ 1.

Likewise, (2) can be done.
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We would like to point here out that the proof of Proposition 1.9 and that of

Lemma 2.1 in [8] are similar although the spaces are different.

In general, for each m × n matrix A of rank r 6= 0, there exist nonsingular

matrices P and Q in Mm(F) and Mn(F), respectively, such that PAQ = Ir as

Theorem 6.12 [21]. The analogous property in the sense of Hessenberg matrices

is given.

Proposition 1.10. If A ∈ Hn(F) of rank r 6= 0, then there exist nonsingular

matrices P,Q ∈ Tn(F) such that PAQ =
∑r

i=1Esiti where si, ti ∈ {1, . . . , n} with

si ≤ ti + 1 for all i and si 6= sj, ti 6= tj for all i 6= j.

Proof. Let A = (aij) be a Hessenberg matrix of rank r 6= 0. Given R1, . . . , Rn and

C1, . . . , Cn are the row vectors and column vectors of A, respectively. Let Rs be

the first nonzero row vector from the last row of A and let ast be the first nonzero

entry from the left of Rs. Multiply Rs by a−1st and then for each 1 ≤ i < s, apply

the row operation Ri − aitRs → Ri, adding −ait times the s-row to the i-row.

Next, for each t < j ≤ n, we apply the column operation Cj − asj
ast
Ct → Cj,

adding −asj
ast

times the t-column to the j-column. Let X and Y be the product of

matrices obtained by these row operations and the product of matrices obtained

by these column operations, respectively. Then X and Y are



sth

↓
1

. . .

1

−a1ta−1
st

...

−as−1,ta
−1
st

sth→ a−1
st

1

. . .

1


,



tth

↓
1

. . .

tth→ 1 −as,t+1a
−1
st · · · −asna−1

st

1

. . .

1


,

respectively, which are nonsingular triangular matrices such that XAY = Est+B

with B =

U V
 where U ∈ Hs−1(F) and V ∈ Ms−1,n−s+1(F). By using the

same argument with B, we get X2BY2 = Es2t2 +B2 where
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X2 =



sth2
↓

1

. . .

1

−a1,t2a
−1
s2,t2

...

−as2−1,t2a
−1
s2,t2

sth2 → a−1
s2,t2

1

. . .

1



and Y2 =



tth2
↓

1

. . .

tth2 → 1 −as2,t2+1a
−1
s2,t2

· · · −as2,na−1
s2,t2

1

. . .

1


, t2 6= t and s2 < s.

Furthermore, X2EstY2 =
(
X2es

)(
ftY2

)
which is the product of the s-column of

X2 and the t-row of Y2, hence it is the product of es and ft, which is Est. This

shows that

X2EstY2 = Est (1)

Continue the same process and thus the number of these methods is r times

since ρ(A) = r. Let P = Xr · · ·X2X and Q = Y Y2 · · ·Yr. Then P and Q are

nonsingular triangular matrices; moreover, in the same way with (1),

XiEstYi = Est for all 3 ≤ i ≤ r,

and for j ∈ {2, . . . , r}, we get

XlEsjtjYl = Esjtj for all j + 1 ≤ l ≤ r. (2)

Then for si, ti ∈ {1, . . . , n} with si ≤ ti + 1 for all i and si 6= sj, ti 6= tj when

i 6= j,

PAQ = Xr · · ·X2XAY Y2 · · ·Yr



16

PAQ = Xr · · ·X2

(
Est +B

)
Y2 · · ·Yr

= Xr · · ·X3

(
X2EstY2 +X2BY2

)
Y3 · · ·Yr

= Xr · · ·X3

(
Est +X2BY2

)
Y3 · · ·Yr from (1)

= Xr · · ·X3

(
Est + Es2t2 +B2

)
Y3 · · ·Yr

= Xr · · ·X4

(
X3EstY3 +X3Es2t2Y3 +X3B2Y3

)
Y4 · · ·Yr

= Xr · · ·X4

(
Est + Es2t2 +X3B2Y3

)
Y4 · · ·Yr from (2)

...

=
r∑
i=1

Esiti where Es1t1 = Est.

As a consequence, any Hessenberg matrix of rank one can be written as a

product of PEstQ where P and Q are nonsingular triangular matrices and also

are Hessenberg matrices. Thus, it is, in fact, the product of a column vector and

a row vector, that is A ∈ Ω only if A = xy for some nonzero vectors x ∈ Mn1(F)

and y ∈M1n(F). Nevertheless, the if part holds if certain conditions are given.

Corollary 1.11. Let x ∈ Mn1(F) and y ∈ M1n(F). The matrix xy ∈ Ω if and

only if there exist l ∈ {1, . . . , n+ 1} such that x ∈ Ul and y ∈ Vl−1 where V0 = V1

and Un+1 = Un.

Proof. The converse is clear. Assume that xy ∈ Ω. Then by Proposition 1.9,

there exist integers s, t ∈ {1, . . . , n} with s ≤ t + 1 such that xy = ab for some

a ∈ Usr{0} and b ∈ Vtr{0}. By Proposition 1.8 (ii), there exists α ∈ Fr{0} such

that x = αa and b = αy. Thus x ∈ Us and y ∈ Vt. Hence in case s ∈ {1, . . . , n},

we obtain that x ∈ Us and y ∈ Vs−1 where V0 = V1 because of s − 1 ≤ t and

Vn ⊆ · · · ⊆ V1. In case t ∈ {1, . . . , n}, it follows that y ∈ Vt and x ∈ Ut+1 where

Un+1 = Un owing to s ≤ t + 1 and U1 ⊆ · · · ⊆ Un. Consequently, there exists

l ∈ {1, . . . , n+ 1} such that x ∈ Ul and y ∈ Vl−1 .

The following proposition guides us to observe forms of n-dimensional rank-1

subspaces of Hn(F).
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Proposition 1.12. Every n-dimensional rank-1 subspace of Hn(F) is one of the

forms e1V1, Unfn, (αe1 + e2)V1 or Un(fn−1 + αfn) for some α ∈ F.

Proof. Let X be an n-dimensional rank-1 subspace of Hn(F). Then by Proposi-

tion 1.9, there exist integers s, t ∈ {1, . . . , n} with s ≤ t+ 1 such that

(1) there exist 0 6= x ∈ Us and an n-dimensional subspace M of Vt such that

X = xM , or

(2) there exist 0 6= y ∈ Vt and an n-dimensional subspace N of Us such that

X = Ny.

For (1), it is well-known that M must be M1n(F) and then t is equal to one.

Now, 1 ≤ s ≤ 2 so that X = xV1 for some nonzero vector x ∈ U1 or X = xV1 for

some nonzero vector x ∈ U2.

Case 1: X = xV1 for some nonzero vector x ∈ U1. Then x = γe1 for some

γ ∈ Fr{0}, and thus X = xV1 = γe1V1 = e1V1.

Case 2: X = xV1 for some nonzero vector x ∈ U2. Then we can rewrite x as the

form



x1

x2

0
...

0


. If x2 = 0, then x ∈ U1. Similar to Case 1, X = e1V1. Assume that

x2 6= 0. Then x ∈ U2rU1. We get that x = x2(
x1
x2
e1 + e2) = x2(αe1 + e2) where

α = x1
x2

. Thus X = xV1 = x2(αe1 + e2)V1 = (αe1 + e2)V1.

For (2), by using the same argument, we obtain that X = Uny for some nonzero

vector y ∈ Vn or X = Uny for some nonzero vector y ∈ Vn−1. And thus X = Unfn

or X = Un(fn−1 + αfn) for some α ∈ F, respectively.

From now on, for each α ∈ F, let

X = e1V1, Y = Unfn, Xα = (αe1 + e2)V1 and Yα = Un(fn−1 + αfn).

Note that there are infinitely many spaces of each type Xα and Yα.
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Carefully, (αe1+e2)V1 and (e1+αe2)V1 are not similar. The space (αe1+e2)V1

has a connotation that the second row never can be the zero vector but the

behavior of the first row depends on α. In a similar way, (e1 + αe2)V1 informs

that the first row never be zero but the second row is not the case.

Furthermore, the four patterns can be revealed as the following forms:

X =



x11 · · · x1n

 ∣∣∣x1j ∈ F for all j ∈ {1, . . . , n}

,

Xα =




αx21 · · · αx2n

x21 · · · x2n


∣∣∣x2j ∈ F for all j ∈ {1, . . . , n}


,

Y =




y1n
...

ynn

 ∣∣∣ yin ∈ F for all i ∈ {1, . . . , n}

 and

Yα =




y1,n−1 αy1,n−1
...

...

yn,n−1 αyn,n−1

 ∣∣∣ yi,n−1 ∈ F for all i ∈ {1, . . . , n}

.

However, we frequently write the above notation in these forms:

X =




x
 ∣∣∣x ∈M1n(F)

, Xα =




αx

x

 ∣∣∣x ∈M1n(F)

,

Y =




|

y

|

 ∣∣∣ y ∈Mn1(F)

, and Yα =




| |

y αy

| |

 ∣∣∣ y ∈Mn1(F)

.

In fact, Y = X∼ and Yα = X∼α for any α ∈ F.

For each α ∈ F, we choose the bases of X, Y,Xα and Yα, respectively, as follows:

{E11, E12, . . . , E1n}, {E1n, E2n, . . . , Enn}, {αE11+E21, αE12+E22, . . . , αE1n+E2n}

and {E1,n−1 + αE1n, E2,n−1 + αE2n, . . . , En,n−1 + αEnn}.

Actually, in matrix theory, the product of upper triangular matrices is also

upper triangular. Nevertheless, the product of upper Hessenberg matrices may
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no longer be upper Hessenberg. Then a condition forcing this property done is

given.

Proposition 1.13. For n ≥ 3, let A = (aij) and B = (bij) ∈ Hn(F). Then

AB ∈ Hn(F) if and only if ai,i−1bi−1,i−2 = 0 for all i ∈ {3, 4, . . . , n}.

Equivalently, AB ∈ Hn(F) if and only if ai,i−1 = 0 or bi−1,i−2 = 0 for all

i ∈ {3, 4, . . . , n}.

Proof. Assume that AB = (cij) ∈ Hn(F). Let j ∈ {1, . . . , n−2}. Then cij = 0 for

all i ∈ {1, . . . , n} with i > j + 1. However, for each i ∈ {1, . . . , n} with i > j + 1,

cij =
n∑
s=1

aisbsj =
i−2∑
s=1

aisbsj +
n∑

s=i−1

aisbsj =
n∑

s=i−1

aisbsj

because ais = 0 for all s ∈ {1, 2, . . . , i − 2}. Thus 0 = cij =
∑n

s=i−1 aisbsj for all

i > j + 1. In particular, put i = j + 2. Then i− 1 = j + 1 and then

0 = cj+2,j

=
n∑

s=j+1

aj+2,sbsj

= aj+2,j+1bj+1,j since bsj = 0 for all s ∈ {j + 2, . . . , n}

= ai,i−1bi−1,i−2.

Hence ai,i−1bi−1,i−2 = 0 for all i ∈ {3, 4, . . . , n}.

To prove the converse, assume that ai,i−1bi−1,i−2 = 0 for all i ∈ {3, 4, . . . , n}

and let AB = (cij). Fix j ∈ {1, . . . , n − 2}. Since A,B ∈ Hn(F), we know that

aij = 0 and bij = 0 for all i > j + 1. Then cij = 0 for all i ≥ j + 3. It remains to

show that cij = 0 when i = j + 2. Let i = j + 2. Then

cij = cj+2,j =
n∑
s=1

aj+2,sbsj

=
n∑

s=j+1

aj+2,sbsj since aj+2,s = 0 for all s ∈ {1, 2, . . . , j}

= aj+2,j+1bj+1,j since bsj = 0 for all s ∈ {j + 2, . . . , n}

= 0 since ai,i−1bi−1,i−2 = 0 for all i ∈ {3, 4, . . . , n}.

Thus cij = 0 for all i > j + 1 and then AB ∈ Hn(F).
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Proposition 1.14. Let C = (clk) ∈ Ω. If there exist 0 6= α ∈ F and i, j ∈

{1, . . . , n} with i ≤ j + 1 such that C + αEij ∈ Ω, then

C =



c1j
...

cj+1,j

0
...

0


n×n

or C =

0 · · · 0 ci,i−1 · · · ci,n


n×n

.

Proof. Assume that there exist 0 6= α ∈ F and i, j ∈ {1, . . . , n} with i ≤ j+1 such

that C+αEij has rank one. Since ρ(C) = 1, by Proposition 1.9, there exist integers

s, t ∈ {1, . . . , n} with s ≤ t+1 such that C =



x1
...

xs

0
...

0


(

0 · · · 0 yt · · · yn

)
=: usvt.

Now we can see C as



x1yt · · · x1yn
...

...

xsyt · · · xsyn


.

Moreover, αEij = αeifj. Since 1 = ρ(C +αEij) = ρ(usvt +αeifj), we get that

{us, αei} or {vt, fj} is linearly dependent by (iii) of Proposition 1.8.

Case 1: Assume that {us, αei} is linearly dependent. Then there exist β, γ ∈ F

not both zeros such that βus + γαei = 0. If i > s, then γα = 0 and then γ = 0,

hence β = 0 which is impossible. Thus i ≤ s. It follows that βxl = 0 for all

l 6= i. If β = 0, then γα = 0 which is impossible because α 6= 0; moreover,

β and γ cannot be zero simultaneously. Hence xl = 0 for all l 6= i. Thus,



21

we rewrite C as



0
...

0

xi

0
...

0



(
0 · · · 0 yt · · · yn

)
=

0 · · · 0 xiyt · · · xiyn

,

when i ≤ s ≤ t+ 1.

Case 2: Assume that {vt, fj} is linearly dependent. By using the same manner,

we get C as the form



c1j
...

cj+1,j

0
...

0


.

Finally, in this chapter, we take a closed look at a result of a particular mapping

on Hn(F). Recall that elements of H1
n(F) and H2

n(F) are of the forms

@
@
@@


and

@
@
@@

, respectively.

Proposition 1.15. Let A,B ∈ Hn(F) be nonsingular and ϕ : Hn(F) → Mn(F)

the map defined by ϕ(X) = AXB. Then imϕ ⊆ Hn(F) if and only if A ∈

H1
n(F) ∪ Tn(F) and B ∈ H2

n(F) ∪ Tn(F).

Proof. The sufficiency clearly holds. We prove the necessity. Assume that imϕ ⊆

Hn(F). First, we show that B ∈ H2
n(F) ∪ Tn(F). Let y ∈ Vt for some 1 ≤

t ≤ n. If t = 1, then it is clear that yB ∈M1n(F) = V1. If t = n, choose

x =
(

1 0 · · · 0
)t

, then x ∈ Un and hence xy ∈ Hn(F) by Corollary 1.11.

From the fact that Ax ∈ Mn1(F) = Un and (Ax)(yB) = A(xy)B ∈ Hn(F) with

ρ
(
(Ax)(yB)

)
= 1, we get that yB ∈ Vn−1 by applying Corollary 1.11 again. This

shows that if y ∈ Vn, then yB ∈ Vn−1.
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Fix t ∈ {2, . . . , n− 1}. Then xy ∈ Hn(F) for every x ∈ Ut+1 by Corollary 1.11.

Since (Ax)(yB) = A(xy)B ∈ Hn(F) and A is nonsingular, we conclude that

(i) the spaces {Ax |x ∈ Ut+1} and Ut+1 have the same dimensions which equals

t + 1 because {e1, . . . , et+1} is a basis of Ut+1 and {Ae1, . . . , Aet+1} is a basis of

{Ax |x ∈ Ut+1}, and

(ii) yB ∈ Vt by the following reason.

Let yB =
(
u1 · · · ut · · · un

)
. Suppose that yB /∈ Vt. Then there exists k < t

such that uk 6= 0. Write y =
(

0 · · · 0 yt · · · yn

)
and B = (bij)n×n. Thus

uk =
n∑
l=t

ylblk

=
k+1∑
l=t

ylblk since blk = 0 when l > k + 1

= yk+1bk+1,k since k + 1 ≤ t and t ≤ k + 1.

Now, k is the largest positive integer such that yB ∈ Vk since Vn ⊆ · · · ⊆ V2 ⊆ V1.

Then Ax ∈ Uk+1 for all 1 ≤ k ≤ n− 2 owing to Corollary 1.11 and the fact that

t = k + 1. It follows that Ax ∈ Ut for 2 ≤ t ≤ n− 1. This shows that if x ∈ Ut+1,

then Ax ∈ Ut for all 2 ≤ t ≤ n − 1. Hence the space {Ax |x ∈ Ut+1} contains

in Ut of which dimension equals t. Thus the dimension of this space is at most t

contradicting (i). As a result, if y ∈ Vt, then yB ∈ Vt for all 2 ≤ t ≤ n− 1.

From the above proof, we conclude that

if y ∈ Vt, then yB ∈


V1, when t = 1;

Vt, when 1 < t < n;

Vn−1, when t = n.

(3)

In order to show that B = (bij) ∈ H2
n(F) ∪ Tn(F), from (3), we use only the fact

that if y ∈ Vt, then yB ∈ Vt for all 2 ≤ t ≤ n − 1. Let l ∈ {2, . . . , n − 1} and

y =
(

0 · · · 0 yl · · · yn

)
∈ Vl such that yl 6= 0. Then

yB =
( (l−1)th

↓
nth

↓
0 · · · 0 ylbl,l−1 · · ·

∑n
j=l yjbjn

)
∈ Vl. Thereby, ylbl,l−1 = 0 and then

bl,l−1 = 0. It follows that bl,l−1 = 0 for all 2 ≤ l ≤ n − 1. For this reason, we
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obtain B ∈ H2
n(F) ∪ Tn(F).

Next, we show that A ∈ H1
n(F)∪Tn(F). By using the same manner, we obtain

that

if x ∈ Ut+1, then Ax ∈

Ut+1, when 1 ≤ t ≤ n− 2;

Un, when t = n− 1.

However, proving that A ∈ H1
n(F)∪Tn(F) is enough to use the fact that if x ∈ Ut+1,

then Ax ∈ Ut+1 for all 1 ≤ t ≤ n− 2. We rewrite this as if x ∈ Us, then Ax ∈ Us
for all 2 ≤ s ≤ n− 1.

Let k ∈ {2, . . . , n − 1} and y =
(
x1 · · · xk 0 · · · 0

)t
∈ Uk such that

xk 6= 0. Write A = (aij)n×n, then

Ax =



1st→
∑k

j=1 a1jxj
...

k+1th→ ak+1,kxk

0
...

0


∈ Uk. Thus ak+1,kxk = 0 and then ak+1,k = 0.

It follows that ak+1,k = 0 for all 2 ≤ k ≤ n − 1. For this reason, we obtain

A ∈ H1
n(F) ∪ Tn(F).



CHAPTER II

LINEAR PRESERVERS ON

HESSENBERG MATRICES

This chapter is devoted to characterize three types of linear maps; namely, rank-1

preservers, determinant preservers and eigenvalues preservers by seperating in two

sections.

2.1 Rank-1 Preservers on Hessenberg Matrices

The aim of this section is to find a pattern of linear maps preserving rank-1 which

is one of the major goals of this research as follows: Let T be a linear map on

Hn(F). Then T preserves rank-1 matrices if and only if

(i) imT is an n-dimensional rank-1 subspace, or

(ii) there exist nonsingular upper Hessenberg matrices P andQ such that T (A) =

PAQ for all A ∈ Hn(F) or T (A) = PA∼Q for all A ∈ Hn(F).

Nevertheless, its proof is so tedious that it is divided in various results.

The following property is frequently used in the proof of several results in

Chapter II.

Proposition 2.1. Let a, b ∈Mn1(F). If {a, b} is linearly independent, then there

exists a nonsingular matrix P ∈Mn(F) such that
(
a b

)
= P

(
e1 e2

)
.

Proof. Assume that {a, b} is linearly independent. SinceMn1(F) is an n-dimensional

vector space, we can extend {a, b} to {a, b, v3, . . . , vn} which is a basis of Mn1(F).

Put P =


| | | |

a b v3 . . . vn

| | | |

. Then P is nonsingular and
(
a b

)
= P

(
e1 e2

)
.
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Recall that there are four main types of n-dimensional rank-1 subspaces of

Hn(F), namely, X, Y,Xα and Yα for α ∈ F as follows.

X =




x
 ∣∣∣x ∈M1n(F)

, Xα =




αx

x

 ∣∣∣x ∈M1n(F)

,

Y =




|

y

|

 ∣∣∣ y ∈Mn1(F)

, and Yα =




| |

y αy

| |

 ∣∣∣ y ∈Mn1(F)

.

Sometimes, we use

( )
,

( )
,

( )
and

(
,

)
to denote el-

ements in X, Y,Xα and Yα, respectively. However,

( )
α

and

(
,

)
α

are

used in order to emphasize the scalar α. In addition, from Chapter I, A∼ de-

notes the matrix (bij) in Mn(F) such that bij = an+1−j,n+1−i for all i and j where

A = (aij) ∈ Mn(F). In particular,

@
@
@@

∼ is also an upper triangular; more-

over,

@
@
@@

∼ is an element in H2
n(F) and

@
@

@@

∼ is contained in H1
n(F).

From now on, let S be the particular map defined on Hn(F) by S(A) = A∼ for

all A ∈ Hn(F). Then S maps

( )
to

( )
and S maps

( )
to(

,

)
and vice versa. It is clear that S is a bijection linear rank-1 preserver

on Hn(F). Besides, S ◦ T and T ◦ S are linear rank-1 preservers on Hn(F) for any

linear rank-1 preserver T on Hn(F).

In this section, T stands for a linear rank-1 preserver on Hn(F). We first

investigate connections among mappings matrices having only the first two rows

of T ; for example, knowing that T maps a matrix of the form

( )
to

a matrix of the form

( )
compels T to map other matrices of the form( )

not into any matrices of the forms

( )
and

(
,

)
, see (i) in
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Proposition 2.2. Furthermore, relationships of mappings matrices having only the

last two columns of T are given in Proposition 2.3.

Proposition 2.2. (i) If there exists α ∈ F such that T (Xα) = X, then T (Xβ) /∈

{Y, Yλ}λ∈F for all β ∈ F.

(ii) If there exists α ∈ F such that T (Xα) = Y , then T (Xβ) /∈ {Xλ}λ∈F for all

β ∈ F.

(iii) If there exists α ∈ F such that T (Xα) = Xγ for some γ ∈ F, then T (Xβ) /∈

{Yλ}λ∈F for all β ∈ F.

Proof. (i) Assume that T (Xα) = X for some α ∈ F. We obtain that for each

1 ≤ j ≤ n,

T (αE1j + E2j) = e1uj =


uj


for some uj ∈ V1r{0}. Suppose that there exists β ∈ F such that T (Xβ) = Y .

Thus for each 1 ≤ t ≤ n,

T (βE1t + E2t) = wtfn =


|

wt

|


for some wt ∈ Unr{0}. Then {u1, . . . , un} and {w1, . . . , wn} are linearly indepen-

dent; otherwise, without loss of generality, there exist λ1, . . . , λn ∈ F not all zero

such that λ1u1 + · · ·+ λnun = 0 and then

0 = λ1e1u1 + · · ·+ λne1un

= λ1T (αE11 + E21) + · · ·+ λnT (αE1n + E2n)

= T
(
λ1(αE11 + E21) + · · ·+ λn(αE1n + E2n)

)

= T


λ1α · · · λnα

λ1 · · · λn

,



27

which is a contradiction because T is a rank-1 preserver. In addition, for each

1 ≤ t ≤ n, since ρ
(
(α + β)E1t + 2E2t

)
= 1 and T is a rank-1 preserver,

T
(
(α + β)E1t + 2E2t

)
= T (αE1t + E2t) + T (βE1t + E2t)

= e1ut + wtfn =


ut

+


|

wt

|


must have rank one. Thus ut ∈ Vnr{0} or wt ∈ U1r{0}. Without loss of generality,

let u1 ∈ Vnr{0}. Then u2, . . . , un /∈ Vnr{0} so that w2, . . . , wn ∈ U1r{0}.

This contradicts the linearly independence of w2, . . . , wn since n ≥ 3. Hence

T (Xβ) 6= Y .

Next, suppose that there exist β, λ ∈ F such that T (Xβ) = Yλ. Then, for each

1 ≤ t ≤ n,

T (βE1t + E2t) = zt(fn−1 + λfn)

for some zt ∈ Unr{0}. Thus for each 1 ≤ t ≤ n, we get

T
(
(α + β)E1t + 2E2t

)
= e1ut + zt(fn−1 + λfn)

which has rank one so that ut ∈ Vn−1r{0} or zt ∈ U1r{0}. Without loss of

generality, let z1 ∈ U1r{0}. Then ui ∈ Vn−1r{0} for any i ≥ 2 and we obtain

the form of ui, namely, ui =
(

0 · · · 0 ai λai

)
where ai ∈ F. Nevertheless,

{u1, . . . , un} is linearly independent which is a contradiction since n ≥ 3. Hence

T (Xβ) 6= Yλ for any λ ∈ F.

Similarly, (ii) and (iii) are proved.

Proposition 2.3. (i) If there exists α ∈ F such that T (Yα) = X, then T (Yβ) /∈

{Y, Yλ}λ∈F for all β ∈ F.

(ii) If there exists α ∈ F such that T (Yα) = Y , then T (Yβ) /∈ {Xλ}λ∈F for all

β ∈ F.

(iii) If there exists α ∈ F such that T (Yα) = Xγ for some γ ∈ F, then T (Yβ) /∈

{Yλ}λ∈F for all β ∈ F.
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Proof. (i) Assume that T (Yα) = X for some α ∈ F. Then T ◦S(Xα) = T (Yα) = X.

Since T ◦S is a linear rank-1 preserver on Hn(F), by applying Proposition 2.2 (i),

we get that T (Yβ) = T ◦ S(Xβ) /∈ {Y, Yλ}λ∈F.

(ii) and (iii) can be proved in the same way.

Next, we draw our attention to find a relationship between the subspaces X

and Xγ providing that for scalars α and β,( )
α

T7−→

( )
and

( )
β

T7−→

( )
γ

as Proposition 2.4. Then we turn to a relationship between the subspaces Xγ and

Xλ satisfying( )
α

T7−→

( )
γ

and

( )
β

T7−→

( )
λ

as Proposition 2.6. Besides, by ability of the map S, we also obtain the similar

results on matrices having the last two columns see Propositions 2.5 and 2.7.

Proposition 2.4. Let α, β, γ ∈ F be such that T (Xα) = X and T (Xβ) = Xγ.

Moreover, for each 1 ≤ j ≤ n, write

T (αE1j + E2j) = e1uj and T (βE1j + E2j) = (γe1 + e2)wj

for some uj, wj ∈ V1r{0}. Then, for each 1 ≤ t ≤ n, there exists ξt ∈ Fr{0}

such that wt = ξtut.

Proof. Let 1 ≤ t ≤ n. Then

T
(
(α + β)E1t + 2E2t

)
= e1ut + (γe1 + e2)wt = e1 (ut + γwt) + e2wt

=


ut + γwt

wt

 has rank one.

If γ = 0, then there exists at ∈ Fr{0} such that wt = atut. Assume that γ 6= 0.

If ut + γwt = 0, we get wt = − 1
γ
ut. If ut + γwt 6= 0, then there exists bt ∈ Fr{0}

such that btwt = ut + γwt, so ut = (bt − γ)wt where bt − γ is not zero.
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Proposition 2.5. Let α, β, γ ∈ F be such that T (Yα) = Y and T (Yβ) = Yγ.

Moreover, for each 1 ≤ i ≤ n, write

T (Ei,n−1 + αEin) = vifn and T (Ei,n−1 + βEin) = zi(fn−1 + γfn)

for some vi, zi ∈ Unr{0}. Then, for each 1 ≤ t ≤ n, there exists ξt ∈ Fr{0} such

that zt = ξtvt.

Proof. By assumption, S◦T ◦S(Xα) = S◦T (Yα) = S(Y ) = X and S◦T ◦S(Xβ) =

S ◦ T (Yβ) = S(Yγ) = Xγ. Since S ◦ T ◦ S is still a linear rank-1 preserver, the

proof is done by applying Proposition 2.4.

Proposition 2.6. Let α, β, γ, λ ∈ F be such that T (Xα) = Xγ and T (Xβ) = Xλ.

Moreover, for each 1 ≤ j ≤ n, write

T (αE1j + E2j) = (γe1 + e2)uj and T (βE1j + E2j) = (λe1 + e2)wj

for some uj, wj ∈ V1r{0}. Then γ = λ or, for each 1 ≤ t ≤ n, there exists

ξt ∈ Fr{0} such that wt = ξtut.

Proof. Assume that γ 6= λ. Let 1 ≤ t ≤ n. Since

T
(
(α + β)E1t + 2E2t

)
= e1 (γut + λwt) + e2 (ut + wt)

=


γut + λwt

ut + wt

 has rank one,

there exists at ∈ Fr{0} such that at (ut + wt) = γut + λwt and then (at − γ)ut =

(λ − at)wt. If at − γ = 0, then γ = at and forces λ − at = 0 since wt 6= 0. Thus

λ = at = γ which is impossible. Hence at − γ and λ − at are not zero and thus

wt =
(
at−γ
λ−at

)
ut.

Proposition 2.7. Let α, β, γ, λ ∈ F be such that T (Yα) = Yγ and T (Yβ) = Yλ.

Moreover, for each 1 ≤ i ≤ n, write

T (Ei,n−1 + αEin) = vi(fn−1 + γfn) and T (Ei,n−1 + βEin) = zi(fn−1 + λfn)

for some vi, zi ∈ Unr{0}. Then γ = λ or, for each 1 ≤ t ≤ n, there exists

ξt ∈ Fr{0} such that zt = ξtvt.
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Proof. We can prove this in the same way as Proposition 2.5 by applying Propo-

sition 2.6.

Now, we focus on results of T (Y ), T (Xα) and T (Yα) for any α ∈ F provided

the space T (X) is given.

Proposition 2.8. The following properties hold.

(i) If T (X) = X, then T (Y ), T (Yβ) /∈ {Xa}a∈F for all β ∈ F and T (Xα) /∈

{Y, Ya}a∈F for all α ∈ F.

(ii) If T (X) = Y , then T (Y ), T (Yβ) /∈ {Ya}a∈F for all β ∈ F and T (Xα) /∈

{X,Xa}a∈F for all α ∈ F.

(iii) If T (X) ∈ {Xa}a∈F, then T (Y ) 6= X, T (Yβ) 6= X for all β ∈ F and T (Xα) /∈

{Y, Ya}a∈F for all α ∈ F.

(iv) If T (X) ∈ {Ya}a∈F, then T (Y ) 6= Y , T (Yβ) 6= Y for all β ∈ F and T (Xα) /∈

{X,Xa}a∈F for all α ∈ F.

Proof. (i) Assume that T (X) = X. Then for each 1 ≤ j ≤ n, there exists

uj ∈ V1r{0} such that T (E1j) = e1uj. Suppose that T (Y ) = Xγ for some γ ∈ F.

Then for each 1 ≤ i ≤ n, there exists vi ∈ V1r{0} such that T (Ein) = (γe1+e2)vi.

Since


un

 = e1un = T (E1n) = (γe1 + e2)v1 =


γv1

v1

, we get

v1 = 0 which is absurd. Hence T (Y ) /∈ {Xa}a∈F.

Suppose that there exist β, γ ∈ F such that T (Yβ) = Xγ. Then for each

1 ≤ i ≤ n, there exists vi ∈ V1r{0} such that T (Ei,n−1 + βEin) = (γe1 + e2)vi.

Thus v1 = 0 which is a contradiction. Hence T (Yβ) /∈ {Xa}a∈F for all β ∈ F.

Moreover, suppose that there exists α ∈ F such that T (Xα) = Y . Then, for

each 1 ≤ l ≤ n, there exists wl ∈ Unr{0} such that T (αE1l + E2l) = wlfn.

Since T (E2l) = wlfn − αT (E1l) = wlfn − αe1ul, we get that wl ∈ U1r{0} or

ul ∈ Vnr{0}. Besides, {u1, . . . , un} and {w1, . . . , wn} are linearly independent.

This is impossible because n ≥ 3. With the same reason, we can conclude that

T (Xα) /∈ {Ya}a∈F for all α ∈ F.
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(iii) Assume that T (X) = Xγ for some γ ∈ F. Then, for each 1 ≤ j ≤ n, there

exists uj ∈ V1r{0} such that T (E1j) = (γe1 + e2)uj. Moreover, {u1, . . . , un} is

linearly independent. If T (Y ) = X, then un = 0 which is impossible. If there

exists β ∈ F such that T (Yβ) = X, then un−1 and un are linearly dependent,

again, leading to a contradiction. Hence T (Y ) 6= X and T (Yβ) 6= X for all β ∈ F.

Moreover, by the same argument, T (Xα) /∈ {Y, Ya}a∈F for all α ∈ F.

The proofs of (ii) and (iv) are obtained similarly to those of (i) and (iii),

respectively.

We obtain similar results of T (X), T (Xα) and T (Yα) for any α ∈ F on condition

that the space T (Y ) is fixed.

Proposition 2.9. The following properties hold.

(i) If T (Y ) = X, then T (X), T (Xα) /∈ {Xa}a∈F for all α ∈ F and T (Yβ) /∈

{Y, Ya}a∈F for all β ∈ F.

(ii) If T (Y ) = Y , then T (X), T (Xα) /∈ {Ya}a∈F for all α ∈ F and T (Yβ) /∈

{X,Xa}a∈F for all β ∈ F.

(iii) If T (Y ) ∈ {Xa}a∈F, then T (X) 6= X, T (Xα) 6= X for all α ∈ F and

T (Yβ) /∈ {Y, Ya}a∈F for all β ∈ F.

(iv) If T (Y ) ∈ {Ya}a∈F, then T (X) 6= Y , T (Xα) 6= Y for all α ∈ F and T (Yβ) /∈

{X,Xa}a∈F for all β ∈ F.

Proof. This is consequences of T (Y ) = (T ◦ S)(X) and Proposition 2.8.

Next, we consider the results of various combinations of given T (X) and T (Y ).

Proposition 2.10. Assume that T (X) = X.

(i) If T (Y ) = Y , then T (Xα) 6= X and T (Yα) 6= Y for all α ∈ F.

(ii) If T (Y ) ∈ {Ya}a∈F, then T (Xα) 6= X for all α ∈ F.



32

Proof. Let T (E1j) = e1uj for some uj ∈ V1r{0} where 1 ≤ j ≤ n.

(i) Assume that T (Y ) = Y . For each 1 ≤ i ≤ n, let T (Ein) = vifn for some

vi ∈ Unr{0}. Suppose that there exists α ∈ F such that T (Xα) = X. Then

for each 1 ≤ l ≤ n, T (αE1l + E2l) = e1wl for some wl ∈ V1r{0}. For each

j ∈ {1, . . . , n},

T (E2j) = e1wj − αT (E1j) = e1wj − αe1uj = e1(wj − αuj).

Then e1un = T (E1n) = v1fn and e1(wn − αun) = T (E2n) = v2fn which imply

that v1 and v2 are elements in U1r{0} contradicting the linearly independence

of {v1, . . . , vn}. Hence T (Xα) 6= X for all α ∈ F. Similarly, we can show that

T (Yα) 6= Y for all α ∈ F.

(ii) This can be done by similar method of the proof of (i).

In addition, the following propositions can be proved in the same manner of

the proof of Proposition 2.10.

Proposition 2.11. Assume that T (X) = Y .

(i) If T (Y ) = X, then T (Xα) 6= Y and T (Yα) 6= X for all α ∈ F.

(ii) If T (Y ) ∈ {Xa}a∈F, then T (Xα) 6= Y for all α ∈ F.

Proposition 2.12. (i) If T (X) = Xα for some α ∈ F and T (Y ) = Y , then

T (Yβ) 6= Y for all β ∈ F.

(ii) If T (X) = Yα for some α ∈ F and T (Y ) = X, then T (Yβ) 6= X for all

β ∈ F.

We find that T (E2l) and T (Ek,n−1) for each l, k ∈ {1, 2, . . . , n} are necessary

for the proof of the main result. The following propositions inform what they are

under various conditions.

Proposition 2.13. Let α, γ, λ ∈ F be such that T (X) = Xγ and T (Xα) = Xλ.

Moreover, write, for each 1 ≤ j ≤ n,

T (E1j) = (γe1 + e2)uj and T (αE1j + E2j) = (λe1 + e2)wj
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for some uj, wj ∈ V1r{0}. Then there exists σ ∈ F such that, for each 1 ≤ l ≤ n,

T (E2l) =

(γe1 + e2)(wl − αul) ∈ Xγ, if γ = λ;

(σe1 + e2)alul ∈ Xσ, if γ 6= λ

for some al ∈ Fr{0}.

Proof. First, assume that γ = λ. Then for each 1 ≤ l ≤ n,

T (E2l) = (λe1 + e2)wl − αT (E1l) = (γe1 + e2)(wl − αul) ∈ Xγ.

Next, assume that γ 6= λ.

Case 1: α = 0. Let 1 ≤ l ≤ n. Since

T (E1l + E2l) = T (E1l) + T (E2l) = (γe1 + e2)ul + (λe1 + e2)wl

=


γul

ul

+


λwl

wl

,
there exists ηl ∈ F such that ηl(ul +wl) = γul +λwl. Thus (ηl−γ)ul = (λ−ηl)wl.

Since γ 6= λ, we obtain that ηl − γ 6= 0 and λ − ηl 6= 0 so that wl =
(
ηl−γ
λ−ηl

)
ul.

Hence T (E2l) = (λe1 + e2)
(
ηl−γ
λ−ηl

)
ul where ηl−γ

λ−ηl
6= 0.

Case 2: α 6= 0. Note that

T (E21) = (λe1 + e2)w1 − αT (E11) = (λe1 + e2)w1 − α(γe1 + e2)u1

=


λw1

w1

−


αγu1

αu1

.
Thus there exists σ ∈ F such that σ(w1 − αu1) = λw1 − αγu1. Let 1 ≤ l ≤ n.

Then there exists ηl ∈ F (with η1 = σ) such that

ηl(wl − αul) = λwl − αγul

so that (ηl − λ)wl = α (ηl − γ)ul. Since γ 6= λ and α 6= 0, it follows that ηl−λ 6= 0

and ηl − γ 6= 0 and thus wl =
(
α(ηl−γ)
ηl−λ

)
ul. Hence

T (E2l) = (λe1 + e2)wl − α(γ1 + e2)ul
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= (λe1 + e2)

(
α(ηl − γ)

ηl − λ

)
ul − α(γe1 + e2)ul

= (ηle1 + e2)

(
α(λ− γ)

ηl − λ

)
ul where

α(λ− γ)

ηl − λ
6= 0.

This shows that T (E2l) = (ηle1 + e2)
(
α(λ−γ)
ηl−λ

)
ul for all l ∈ {1, . . . , n}. It remains

to show that ηl = σ for all l ∈ {1, . . . , n}. Let l ∈ {1, . . . , n}. Since T (E21 + E2l)

has rank one, there exists ϑl ∈ Fr{0} such that ϑl(κ1u1 + κlul) = η1κ1u1 + ηlκlul

where κl = α(λ−γ)
ηl−λ

6= 0. Then (ϑl − η1)κ1u1 + (ϑl − ηl)κlul = 0. Since {u1, ul} is

linearly independent, ϑl − η1 = 0 = ϑl − ηl and hence η1 = ϑl = ηl. This shows

that ηl = η1 = σ for all l ∈ {1, . . . , n}.

Proposition 2.14. Let α, γ, λ ∈ F be such that T (Y ) = Xγ and T (Yα) = Xλ.

Moreover, write, for each 1 ≤ i ≤ n,

T (Ein) = (γe1 + e2)ui and T (Ei,n−1 + αEin) = (λe1 + e2)wi

for some ui, wi ∈ V1r{0}. Then there exists σ ∈ F such that, for each 1 ≤ k ≤ n,

T (Ek,n−1) =

(γe1 + e2)(wk − αuk) ∈ Xγ, if γ = λ;

(σe1 + e2)akuk ∈ Xσ, if γ 6= λ

for some ak ∈ Fr{0}.

Proof. This is obtained similarly to the proof of Proposition 2.13 by replacing E1l

and E2l by Ekn and Ek,n−1, respectively.

Note that Proposition 2.14 can also be done by making use of Proposition 2.13

together with the fact that T ◦S(X) = T (Y ) = Xγ and T ◦S(Xα) = T (Yα) = Xλ.

Proposition 2.15. Let α, γ, λ ∈ F be such that T (Y ) = Yγ and T (Yα) = Yλ.

Moreover, write, for each 1 ≤ i ≤ n,

T (Ein) = vi(fn−1 + γfn) and T (Ei,n−1 + αEin) = zi(fn−1 + λfn)

for some vi, zi ∈ Unr{0}. Then there exists σ ∈ F such that, for each 1 ≤ k ≤ n,

T (Ek,n−1) =

(zk − αvk)(fn−1 + γfn) ∈ Xγ, if γ = λ;

akvk(fn−1 + σfn) ∈ Xσ, if γ 6= λ

for some ak ∈ Fr{0}.
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Proof. We can prove by applying S ◦ T ◦ S with Proposition 2.13.

Propositions 2.16 and 2.17 can be shown as Proposition 2.13. Moreover, Propo-

sitions 2.18 and 2.19 can be proved by using S ◦ T ◦S with Propositions 2.16 and

2.17, respectively.

Proposition 2.16. Let α, γ ∈ F be such that T (X) = X and T (Xα) = Xγ.

Moreover, write, for each 1 ≤ j ≤ n,

T (E1j) = e1uj and T (αE1j + E2j) = (γe1 + e2)wj

for some uj, wj ∈ V1r{0}. Then there exists σ ∈ F such that, for each 1 ≤ l ≤ n,

T (E2l) = (σe1 + e2)alul ∈ Xσ for some al ∈ Fr{0}.

Proposition 2.17. Let α, γ ∈ F be such that T (X) = Xγ and T (Xα) = X.

Moreover, write, for each 1 ≤ j ≤ n,

T (E1j) = (γe1 + e2)uj and T (αE1j + E2j) = e1wj

for some uj, wj ∈ V1r{0}. Then there exists σ ∈ F such that, for each 1 ≤ l ≤ n,

T (E2l) = (σe1 + e2)alul ∈ Xσ for some al ∈ Fr{0}.

Proposition 2.18. Let α, γ ∈ F be such that T (Y ) = Y and T (Yα) = Yγ. More-

over, write, for each 1 ≤ i ≤ n,

T (Ein) = vifn and T (Ei,n−1 + αEin) = zi(fn−1 + γfn)

for some vi, zi ∈ Unr{0}. Then there exists σ ∈ F such that, for each 1 ≤ k ≤ n,

T (Ek,n−1) = akvk(fn−1 + σfn) ∈ Yσ for some ak ∈ Fr{0}.

Proposition 2.19. Let α, γ ∈ F be such that T (Y ) = Yγ and T (Yα) = Y . More-

over, write, for each 1 ≤ i ≤ n,

T (Ein) = vi(fn−1 + γfn) and T (Ei,n−1 + αEin) = zifn

for some vi, zi ∈ Unr{0}. Then there exists σ ∈ F such that, for each 1 ≤ k ≤ n,

T (Ek,n−1) = akvk(fn−1 + σfn) ∈ Yσ for some ak ∈ Fr{0}.
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To obtain the proof of the main result, the series of Propositions 2.20–2.28 are

needed. Now, allow us to state without proof Propositions 2.20–2.27 in order to

see the overall results.

Proposition 2.20. If T (X) = X, T (Y ) = Y , T (Xα) ∈ {Xa}a∈F and T (Yβ) ∈

{Ya}a∈F for some α, β ∈ F, then there exist nonsingular upper triangular matrices

P and Q such that T (A) = PAQ for all A ∈ Hn(F).

Proposition 2.21. If T (X) = X, T (Y ) ∈ {Ya}a∈F, T (Xα) ∈ {Xa}a∈F and

T (Yβ) ∈ {Y, Ya}a∈F for some α, β ∈ F, then there exist a nonsingular upper trian-

gular matrix P and a nonsingular matrix Q ∈ H2
n(F) such that T (A) = PAQ for

all A ∈ Hn(F).

Proposition 2.22. If T (X) = Y , T (Y ) = X, T (Xα) ∈ {Ya}a∈F and T (Yβ) ∈

{Xa}a∈F for some α, β ∈ F, then there exist nonsingular upper triangular matrices

P and Q such that T (A) = PA∼Q for all A ∈ Hn(F).

Proposition 2.23. If T (X) = Y , T (Y ) ∈ {Xa}a∈F, T (Xα) ∈ {Ya}a∈F and

T (Yβ) ∈ {X,Xa}a∈F for some α, β ∈ F, then there exist a nonsingular matrix

P ∈ H1
n(F) and a nonsingular upper triangular matrix Q such that T (A) = PA∼Q

for all A ∈ Hn(F).

Proposition 2.24. If T (X) ∈ {Xa}a∈F, T (Y ) = Y , T (Xα) ∈ {X,Xa}a∈F and

T (Yβ) ∈ {Ya}a∈F for some α, β ∈ F, then there exist a nonsingular matrix P ∈

H1
n(F) and a nonsingular upper triangular matrix Q such that T (A) = PAQ for

all A ∈ Hn(F).

Proposition 2.25. If T (X) ∈ {Xa}a∈F, T (Y ) ∈ {Ya}a∈F, T (Xα) ∈ {X,Xa}a∈F
and T (Yβ) ∈ {Y, Ya}a∈F for some α, β ∈ F, then there exist nonsingular matrices

P ∈ H1
n(F) and Q ∈ H2

n(F) such that T (A) = PAQ for all A ∈ Hn(F).

Proposition 2.26. If T (X) ∈ {Ya}a∈F, T (Y ) = X, T (Xα) ∈ {Y, Ya}a∈F and

T (Yβ) ∈ {Xa}a∈F for some α, β ∈ F, then there exist a nonsingular upper triangu-

lar matrix P and a nonsingular matrix Q ∈ H2
n(F) such that T (A) = PA∼Q for

all A ∈ Hn(F).
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Proposition 2.27. If T (X) ∈ {Ya}a∈F, T (Y ) ∈ {Xa}a∈F, T (Xα) ∈ {Y, Ya}a∈F
and T (Yβ) ∈ {X,Xa}a∈F for some α, β ∈ F, then there exist nonsingular matrices

P ∈ H1
n(F) and Q ∈ H2

n(F) such that T (A) = PA∼Q for all A ∈ Hn(F).

For the above propositions, we can divide these into three kinds from the

pattern of their proofs. For each kind, the proof has the same step but part of

details is quite different. The first kind is of Propositions 2.20, 2.21, 2.24 and 2.25

except the case that T (X), T (Xα) ∈ {Xa}a∈F, T (Y ) ∈ {Ya}a∈F, and T (Yβ) = Y for

some α, β ∈ F. The second kind is of only the remaining case of Proposition 2.25

which is shown by using S ◦T ◦S. The last kind is of Propositions 2.22, 2.23, 2.26

and 2.27 which are done by using S ◦T . Thus only the proofs of Propositions 2.25

and 2.26 are given.

Proof. (Proposition 2.25) Assume that T (X) ∈ {Xa}a∈F, T (Y ) ∈ {Ya}a∈F,

T (Xα) ∈ {X,Xa}a∈F and T (Yβ) ∈ {Y, Ya}a∈F for some α, β ∈ F. Then there are

four cases to be considered:

(i) T (X) ∈ {Xa}a∈F, T (Y ) ∈ {Ya}a∈F, T (Xα) = X and T (Yβ) = Y for some

α, β ∈ F, or

(ii) T (X) ∈ {Xa}a∈F, T (Y ), T (Yβ) ∈ {Ya}a∈F and T (Xα) = X for some α, β ∈ F,

or

(iii) T (X), T (Xα) ∈ {Xa}a∈F, T (Y ) ∈ {Ya}a∈F, and T (Yβ) = Y for some α, β ∈ F,

or

(iv) T (X), T (Xα) ∈ {Xa}a∈F and T (Y ), T (Yβ) ∈ {Ya}a∈F for some α, β ∈ F.

As mentioned above, the proofs of Cases (i), (ii) and (iv) are similar and that of

Case (iii) can be done by making use of S ◦ T ◦ S. Hence we prove only Case (iv)

which is more delicate than other cases and then Case (iii).

Case (iv): Let T (X) = Xγ, T (Y ) = Yλ, T (Xα) = Xδ and T (Yβ) = Yµ for

some γ, λ, δ, µ ∈ F. For each 1 ≤ i, j, k, l ≤ n, there exist uj, wl ∈ V1r{0} and

vi, zk ∈ Unr{0} such that

T (E1j) = (γe1 + e2)uj, T (Ein) = vi(fn−1 + λfn),
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T (αE1l + E2l) = (δe1 + e2)wl and T (Ek,n−1 + βEkn) = zk(fn−1 + µfn).

For each 2 < s ≤ t + 1 < n, let T (Est) = ustvst where ust ∈ Mn1(F)r{0} and

vst ∈M1n(F)r{0}. Then

T (E1t + Est) = (γe1 + e2)ut + ustvst ∈ Ω,

and T (Est + Esn) = ustvst + vs(fn−1 + λfn) ∈ Ω.

Thus we obtain the following four cases from Proposition 1.8 (iii):

(i) {γe1 + e2, ust} and {ust, vs} are linearly dependent.

(ii) {γe1 + e2, ust} and {vst, fn−1 + λfn} are linearly dependent.

(iii) {ut, vst} and {ust, vs} are linearly dependent.

(iv) {ut, vst} and {vst, fn−1 + λfn} are linearly dependent.

However, Case (i) does not hold otherwise {v1, vs} is linearly dependent contradict-

ing the linearly independence of {v1, . . . , vn}. With the same manner, Case (iv)

cannot occur because of the linearly independence of {u1, . . . , un}. Suppose that

Case (ii) holds. Then there exist ς ∈ F and a nonsingular matrix P ∈Mn(F) from

Proposition 2.1 such that

T (E1t + E1n + Est + Esn)

= (γe1 + e2)ut + (γe1 + e2)un + ustvst + vs(fn−1 + λfn)

= (γe1 + e2)ut + (γe1 + e2)un + ς(γe1 + e2)(fn−1 + λfn) + vs(fn−1 + λfn)

= (γe1 + e2)
(
ut + un + ς (fn−1 + λfn)

)
+ vs(fn−1 + λfn)

=
(
γe1 + e2 vs

)ut + un + ς(fn−1 + λfn)

fn−1 + λfn



= P
(
e1 e2

)ut + un + ς(fn−1 + λfn)

fn−1 + λfn

 = P



ut + un + ς(fn−1 + λfn)

fn−1 + λfn

0
...

0


n×n

.
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Thus {ut, fn−1 + λfn} is linearly dependent which is a contradiction. Hence

Case (ii) does not occur. Then Case (iii) must hold, i.e., for each 2 < s ≤ t+1 < n,

T (Est) = ustvst = εstvsut where εst ∈ Fr{0}.

Since (γe1 + e2)un = T (E1n) = v1(fn−1 + λfn), we obtain that un ∈ Vn−1r{0}

and v1 ∈ U2r{0}. Then there exists λ1 ∈ Fr{0} such that

λ1un = fn−1 + λfn and λ1v1 = γe1 + e2. (2.1)

In addition, {u1, . . . , un} and {v1, . . . , vn} are linearly independent sets. By Propo-

sitions 2.13 and 2.15, there exist η, σ ∈ F such that for each 1 ≤ l, k ≤ n

T (E2l) =

(γe1 + e2)(wl − αul), if γ = δ;

(ηe1 + e2)alul, if γ 6= δ

T (Ek,n−1) =

(zk − βvk)(fn−1 + λfn), if λ = µ;

bkvk(fn−1 + σfn), if λ 6= µ

where al, bk ∈ Fr{0}. Then γ 6= δ and λ 6= µ. Since (ηe1 + e2)an−1un−1 =

T (E2,n−1) = b2v2(fn−1 + σfn), it follows that un−1 ∈ Vn−1r{0} and v2 ∈ U2r{0}.

Then there exist λ2, λ3 ∈ Fr{0} such that

λ2v2 = ηe1 + e2 and λ3un−1 = fn−1 + σfn. (2.2)

We obtain from (2.1) and (2.2) that

T (E1j) = λ1v1uj, T (Ein) = λ1viun,

T (E2l) = λ2v2alul and T (Ek,n−1) = λ3bkvkun−1.

Next, for each 2 < i ≤ j+1 < n, there exists a nonsingular matrix P ∈Mn(F)

by applying Proposition 2.1 such that

T

(
n∑

j=i−1

(E1j + E2j + Eij)

)

=
n∑

j=i−1

λ1v1uj +
n∑

j=i−1

λ2v2ajuj +
n−2∑
j=i−1

εijviuj + λ3biviun−1 + λ1viun

= λ1v1

(
n∑

j=i−1

uj

)
+ λ2v2

(
n∑

j=i−1

ajuj

)
+ vi

(
n−2∑
j=i−1

εijuj + λ3biun−1 + λ1un

)
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=
(
λ1v1 λ2v2 vi

)
∑n

j=i−1 uj∑n
j=i−1 ajuj∑n−2

j=i−1 εijuj + λ3biun−1 + λ1un



= P
(
e1 e2 e3

)
∑n

j=i−1 uj∑n
j=i−1 ajuj∑n−2

j=i−1 εijuj + λ3biun−1 + λ1un



= P



∑n
j=i−1 uj∑n
j=i−1 ajuj∑n−2

j=i−1 εijuj + λ3biun−1 + λ1un

0
...

0


n×n

.

It follows that, for each i, there exist κi, ζi ∈ Fr{0} such that

κi

(
n∑

j=i−1

uj

)
=

n∑
j=i−1

ajuj and ζi

(
n∑

j=i−1

uj

)
=

n−2∑
j=i−1

εijuj + λ3biun−1 + λ1un.

Thus λ2aj = λ3bi = εij = λ1 so that T (Eij) = λ1viuj for all 1 ≤ i, j ≤ n

with i ≤ j + 1. Choose P =


| | |

λ1v1 λ1v2 · · · λ1vn

| | |

 and Q =


u1
...

un

.

Then Pei = λ1vi, fjQ = uj and P,Q are nonsingular matrices. Besides, for each

1 ≤ i, j ≤ n with i ≤ j + 1, T (Eij) = λ1viuj = PeifjQ = PEijQ which forces

T (A) = T

 ∑
1≤i,j≤n
i≤j+1

aijEij

 =
∑

1≤i,j≤n
i≤j+1

aijT (Eij) =
∑

1≤i,j≤n
i≤j+1

aijPEijQ

= P

 ∑
1≤i,j≤n
i≤j+1

aijEij

Q = PAQ

for all A ∈ Hn(F). By Proposition 1.15 and (2.1), P ∈ H1
n(F) and Q ∈ H2

n(F) as

desired.

Case (iii): Let T (X) = Xγ, T (Y ) = Yλ, T (Xα) = Xδ and T (Yβ) = Y for
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some γ, λ, δ ∈ F. Note that S ◦ T ◦ S is also a linear rank-1 preserver and

(S ◦ T ◦ S) (X) = S (T (Y )) = S(Yλ) = Xλ,

(S ◦ T ◦ S) (Y ) = S (T (X)) = S(Xγ) = Yγ,

(S ◦ T ◦ S) (Xβ) = S (T (Yβ)) = S(Y ) = X,

(S ◦ T ◦ S) (Yα) = S (T (Xα)) = S(Xδ) = Yδ.

Applying Case (ii) yields that there exist nonsingular matrices P ∈ H1
n(F) and

Q ∈ H2
n(F) such that (S ◦ T ◦ S) (A) = PAQ, that is (T (A∼))∼ = PAQ for all

A ∈ Hn(F). Put B = A
∼

. Thus T (B) =
(
T (B)∼

)∼
= (PB∼Q)∼ = Q∼BP∼

where Q∼ ∈ H1
n(F) and P∼ ∈ H2

n(F).

Proof. (Proposition 2.26) Assume that T (X) = Yγ, T (Y ) = X, T (Xα) = Y

and T (Yβ) = Xλ for some α, β, γ, λ ∈ F. Then

(S ◦ T ) (X) = S(Yγ) = Xγ, (S ◦ T ) (Y ) = S(X) = Y,

(S ◦ T ) (Xα) = S(Y ) = X and (S ◦ T ) (Yβ) = S(Xλ) = Yλ.

By Proposition 2.24, there exist a nonsingular matrix P ∈ H1
n(F) and a nonsin-

gular upper triangular matrix Q such that (S ◦ T ) (A) = PAQ for all A ∈ Hn(F).

As a result, T (A) = (T (A)∼)∼ =
(
(S ◦ T )(A)

)∼
= (PAQ)∼ = Q∼A∼P∼ for all

A ∈ Hn(F) where Q∼ is a nonsingular upper triangular matrix and P∼ ∈ H2
n(F)

is a nonsingular matrix.

The other result is obtained by applying S ◦ T and Proposition 2.24.

There are two major results in the main theorem. One is the existence of

nonsingular upper Hessenberg matrices satisfying some certain conditions. This

can be obtained from Propositions 2.20–2.27. The other is the character of imT

which can be done by making use of Proposition 2.28.

Proposition 2.28. The following statements hold.

(i) If there exist α, β ∈ F such that T (X) = T (Y ) = T (Xα) = T (Yβ) = X, then

imT = X.
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(ii) If there exist α, β ∈ F such that T (X) = T (Y ) = T (Xα) = T (Yβ) = Y , then

imT = Y .

(iii) If there exist α, β ∈ F such that T (X), T (Y ), T (Xα), T (Yβ) ∈ {Xa}a∈F, then

imT = Xγ for some γ ∈ F.

(iv) If there exist α, β ∈ F such that T (X), T (Y ), T (Xα), T (Yβ) ∈ {Ya}a∈F, then

imT = Yγ for some γ ∈ F.

Proof. We prove (i) and (iii) only.

(i) Assume that there exist α, β ∈ F such that T (X) = T (Y ) = T (Xα) =

T (Yβ) = X. For each 1 ≤ i, j, k, l ≤ n, there exist uj, vi, wl, zk ∈ V1r{0} such

that

T (E1j) = e1uj, T (Ein) = e1vi,

T (αE1l + E2l) = e1wl and T (Ek,n−1 + βEkn) = e1zk.

Then for each 1 ≤ i, j ≤ n,

T (Ei,n−1) = e1zi − βT (Ein) = e1zi − βe1vi = e1(zi − βvi) ∈ X

and T (E2j) = e1wj − αT (E1j) = e1wj − αe1uj = e1(wj − αuj) ∈ X.

For each 2 < s ≤ t + 1 < n, let T (Est) = ustvst where ust ∈ Mn1(F)r{0} and

vst ∈ M1n(F)r{0}. Since T is a rank-1 preserver, the ranks of the following

matrices equal one:

T (E1t + Est) = e1ut + ustvst,

T (Est + Esn) = ustvst + e1vs,

T (E2t + Est) = e1(wt − αut) + ustvst,

T (Est + Es,n−1) = ustvst + e1(zs − βvs),

T (αE1t + E2t + Est) = e1wt + ustvst.

We claim that {e1, ust} is linearly dependent. Suppose not. By Proposition 1.8 (iii),

it follows that {ut, vst}, {vst, vs}, {wt − αut, vst}, {vst, zs − βvs} and {wt, vst} are

linearly dependent sets. Then there exists ς ∈ F such that

T (αE1t + αE1,n−1 + αβE1n + E2t + E2,n−1 + βE2n + Est + Es,n−1 + βEsn)
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= αe1ut + αe1un−1 + αβe1un + e1(wt − αut) + e1(wn−1 − αun−1) + βe1(wn − αun)

+ ustvst + e1(zs − βvs) + βe1vs

= ςe1vst + e1wn−1 + βe1wn + ustvst =
(
ςe1 e1 βe1 ust

)


vst

wn−1

wn

vst



= P
(
ςe1 e1 βe1 e2

)


vst

wn−1

wn

vst

 = P



ςvst + wn−1 + βwn

vst

0
...

0


n×n

,

where P ∈ Mn(F) is a nonsingular matrix obtained from the fact that {e1, ust}

is linearly independent. Thus {wn−1 + βwn, vst} is linearly dependent and hence

{wn−1 + βwn, wt} is linearly dependent which is absurd. As a result, {e1, ust}

is linearly dependent. This implies that for each 2 < s ≤ t + 1 < n, T (Est) =

ustvst = εste1vst ∈ X where εst ∈ Fr{0}.

Next, we are ready to show that imT = X. If A ∈ Hn(F), then T (A) =

T
(∑

1≤i,j≤n
i≤j+1

αijEij
)

=
∑

1≤i,j≤n
i≤j+1

αijT (Eij) ∈ X. Moreover, if A ∈ X, then A ∈ imT

because T (X) = X. Hence we can conclude that imT = X.

(iii) Assume that there exist α, β, γ, λ, δ, µ ∈ F such that T (X) = Xγ, T (Y ) = Xλ,

T (Xα) = Xδ and T (Yβ) = Xµ. For each 1 ≤ i, j, k, l ≤ n, there exist uj, vi, wl, zk ∈

V1r{0} such that

T (E1j) = (γe1 + e2)uj, T (Ein) = (λe1 + e2)vi,

T (αE1l + E2l) = (δe1 + e2)wl and T (Ek,n−1 + βEkn) = (µe1 + e2)zk.

Since (γe1 + e2)un = T (E1n) = (λe1 + e2)v1, we obtain that un = v1 and γ = λ.

It is clear that {u1, . . . , un} and {v1, . . . , vn} are linearly independent sets. From

Propositions 2.13 and 2.14, there exist η, σ ∈ F such that for each 1 ≤ l, k ≤ n

T (E2l) =

(γe1 + e2)(wl − αul), if γ = δ;

(ηe1 + e2)alul, if γ 6= δ
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T (Ek,n−1) =

(λe1 + e2)(zk − βvk), if λ = µ;

(σe1 + e2)bkvk, if λ 6= µ

for some al, bk ∈ Fr{0}. If γ 6= δ, then (ηe1 + e2)anun = T (E2n) = (λe1 + e2)v2

which implies that anun = v2 and thus anv1 = v2 leading to a contradiction. If

λ 6= µ, then b1un = un−1 which contradicts the linearly independence of un−1

and un. This shows that γ = δ and λ = µ. Thus δ = γ = λ = µ so that

T (E1j) = (γe1 + e2)uj, T (Ein) = (γe1 + e2)vi,

T (E2l) = (γe1 + e2)(wl − αul), T (Ek,n−1) = (γe1 + e2)(zk − βvk) and

T (αE1l + E2l) = (γe1 + e2)wl.

For each 2 < s ≤ t + 1 < n, let T (Est) = ustvst where ust ∈ Mn1(F)r{0} and

vst ∈M1n(F)r{0}. Then each of the followings

T (E1t + Est) = (γe1 + e2)ut + ustvst,

T (Est + Esn) = ustvst + (γe1 + e2)vs,

T (E2t + Est) = (γe1 + e2)(wt − αut) + ustvst,

T (Est + Es,n−1) = ustvst + (γe1 + e2)(zs − βvs),

T (αE1t + E2t + Est) = (γe1 + e2)wt + ustvst

has rank one. It can be shown similarly to the proof of (i) that {γe1 + e2, ust}

is linearly dependent and then T (Est) = ustvst = εst(γe1 + e2)vst ∈ Xγ for some

εst ∈ Fr {0} for all 2 < s ≤ t + 1 < n. This leads to the conclusion that

imT = Xγ.

We now ready to prove the main theorem.

Theorem 2.29. Let T be a linear map on Hn(F). Then T preserves rank-1 ma-

trices if and only if

(i) imT is an n-dimensional rank-1 subspace, or

(ii) there exist nonsingular upper Hessenberg matrices P and Q such that T (A) =

PAQ for all A ∈ Hn(F) or T (A) = PA∼Q for all A ∈ Hn(F).
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Proof. The sufficiency is clear. We prove the necessity. Recall that every n-

dimensional rank-1 subspace of Hn(F) is one of the forms X, Y , Xα or Yα for

some α ∈ F. Since T is a rank-1 preserver, T (X), T (Y ), T (Xα) and T (Yα) must

be n-dimensional rank-1 subspaces of Hn(F) for any α ∈ F. There are four cases

to be considered as the choices of T (X).

Case 1: T (X) = X. Proposition 2.8 provides that there are three possibilities of

T (Y ), i.e.,

T (Y ) = X or T (Y ) = Y or T (Y ) ∈ {Ya}a∈F.

Moreover,

T (Xα) /∈ {Y, Ya}a∈F and T (Yβ) /∈ {Xa}a∈F for any α, β ∈ F. (2.3)

Subcase 1.1: T (Y ) = X.

Proposition 2.9 and (2.3) force that T (Xα) = X and T (Yβ) = X for all α, β ∈ F.

Consequently, imT = X by Proposition 2.28.

Subcase 1.2: T (Y ) = Y .

Proposition 2.10 and (2.3) yield that T (Xα) ∈ {Xa}a∈F and T (Yβ) ∈ {Ya}a∈F for

all α, β ∈ F. Thus there exist nonsingular upper triangular matrices P and Q

such that T (A) = PAQ for all A ∈ Hn(F) by Proposition 2.20.

Subcase 1.3: T (Y ) ∈ {Ya}a∈F.

It follows from Proposition 2.9 and (2.3) that T (Xα) ∈ {Xa}a∈F and T (Yβ) ∈

{Y, Ya}a∈F. Thus there exist a nonsingular upper triangular matrix P and a

nonsingular matrix Q ∈ H2
n(F) such that T (A) = PAQ for all A ∈ Hn(F) by

Proposition 2.21.

Case 2: T (X) = Y . Then there are three choices of T (Y ), namely,

T (Y ) = X or T (Y ) = Y or T (Y ) ∈ {Xa}a∈F.

It can be shown parallel to Case1 that if T (Y ) = Y , then imT = Y . Otherwise,

there exist nonsingular upper Hessenberg matrices P and Q such that T (A) =

PA∼Q for all A ∈ Hn(F).
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Case 3: T (X) ∈ {Xa}a∈F. If T (Y ) ∈ {Xa}a∈F, then imT ∈ {Xγ}γ∈F. For the

others, there exist nonsingular upper Hessenberg matrices P and Q such that

T (A) = PAQ for all A ∈ Hn(F).

Case 4: T (X) ∈ {Ya}a∈F. Similarly, if T (Y ) ∈ {Ya}a∈F, then imT ∈ {Yγ}γ∈F;

or else there exist nonsingular upper Hessenberg matrices P and Q such that

T (A) = PA∼Q for all A ∈ Hn(F).

From the above theorem, observingly, a matrix P must be only an element of

H1
n(F) or Tn(F) and a matrix Q must be only an element of H2

n(F) or Tn(F).

In general, if there is a map preserving all ranks, then this map must preserve

rank one. It is also true in the case of Hessenberg matrices.

Corollary 2.30. Let T be a nonsingular linear map on Hn(F). Then T is a rank

preserver if and only if there exist nonsingular upper Hessenberg matrices P and Q

such that T (A) = PAQ for all A ∈ Hn(F) or T (A) = PA∼Q for all A ∈ Hn(F).

Proof. By using Theorem 2.29 and the fact that if T is a rank preserver, then T

is a rank-1 preserver. For the converse, it is done on account of Theorem 1.5.

2.2 Determinant Preservers and Eigenvalue Preservers

In this section, the pattern of linear maps preserving determinant and the pattern

of linear maps preserving eigenvalues are found by the hand of Theorem 2.29.

First of all, we show that a map preserving determinant preserves rank-1 under

the condition that this map must be nonsingular.

Proposition 2.31. If a nonsingular linear map on Hn(F) preserves determinant,

then it also preserves rank one.

Proof. Assume that T is a nonsingular linear map on Hn(F) preserving deter-

minant. Let A ∈ Hn(F) with ρ(A) = 1. Then by Proposition 1.10, there exist

nonsingular triangular matrices P1, P2, Q1 and Q2 such that

P1AQ1 = Epq where p, q ∈ {1, . . . , n} with p ≤ q + 1 and
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P2T (A)Q2 =
r∑
i=1

Esiti := Y

where si, ti ∈ {1, . . . , n} with si ≤ ti + 1 for all i; moreover, si 6= sj and ti 6= tj

for i 6= j providing that ρ
(
T (A)

)
= r. Define φ : Hn(F) → Hn(F) by φ(X) =

P2T (P−11 XQ−11 )Q2. Then φ is a linear map and

detφ(X) =
(

detX
)(

det(P2P
−1
1 Q−11 Q2)

)
= k detX

where k = det(P2P
−1
1 Q−11 Q2). Moreover, φ(Epq) = Y . Put

Z:=



n∑
i=1
i 6=p

Eii , if p = q;

n∑
i=1
i 6=p,q

Eii + Eqp , if p = q + 1 or q = p+ 1;

E1,p−1 +
n−1∑
i=1
i+16=p
i 6=q

Ei+1,i + Eq+1,n , otherwise.

Let α ∈ F. From the property of the determinant when using row operations,

we get that det(αEpq +Z) = ± det


α

1
. . .

1

 = ±α and detφ(αEpq +Z) =

det
(
αY + φ(Z)

)
, which is a polynomial p(α) in α of degree at most r. We get

that p(α) = detφ(αEpq + Z) = k det(αEpq + Z) = ±kα and then 1 ≤ r, thus

ρ(A) ≤ ρ
(
T (A)

)
. Since T is nonsingular and T preserves determinant, we gain

that detB = det
(
TT−1(B)

)
= det

(
T−1(B)

)
for all B ∈ Hn(F), that is T−1

preserves determinant. Similarly, ρ(A) ≤ ρ
(
T−1(A)

)
for all A ∈ Hn(F), hence

ρ
(
T (A)

)
≤ ρ(A). Thus ρ

(
T (A)

)
= ρ(A) = 1.

Corollary 2.32. Let T be a nonsingular linear map on Hn(F). If T preserves

determinant, then there exist nonsingular upper Hessenberg matrices P and Q

such that T (A) = PAQ for all A ∈ Hn(F) or T (A) = PA
∼
Q for all A ∈ Hn(F).

If there exist nonsingular upper Hessenberg matrices P and Q such that

det(PQ) = 1 and T (A) = PAQ for all A ∈ Hn(F) or T (A) = PA
∼
Q for all
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A ∈ Hn(F), then T preserves determinant.

Proof. By using Proposition 2.31 and Theorem 2.29.

Next, the relations between maps preserving determinants and maps preserv-

ing eigenvalues are manifest.

Proposition 2.33. If a linear map on Hn(F) preserves determinants and maps

the identity matrix into itself, then it also preserves eigenvalues.

Proof. Let T be a linear map preserving determinants such that T (In) = In and

A ∈ Hn(F). Then

λ is an eigenvalue of A ⇔ det (A− λIn) = 0

⇒ detT (A− λIn) = 0

⇔ det
(
T (A)− λT (In)

)
= 0

⇔ det
(
T (A)− λIn

)
= 0

⇔ λ is an eigenvalue of T (A).

Hence T preserves eigenvalues.

Proposition 2.34. If F is an algebraically closed field, then a linear map on

Hn(F) preserving eigenvalues also preserves determinants.

Proof. Let T be a linear map preserving eigenvalues and A ∈ Hn(F). By applying

Jordan canonical form, we obtain that the product of all eigenvalues of A is equal

to the determinant of A. Accordingly, detA = det
(
T (A)

)
. Hence T preserves

determinants.

In addition, the relation between preserving eigenvalues and the form:

T (A) = PAQ for all A ∈ Hn(F) or T (A) = PA
∼
Q for all

A ∈ Hn(F) where P and Q are nonsingular upper Hessen-

berg matrices

(*)

is given. The necessity is done by capability of Proposition 2.34 and Corollary

2.32. For the sufficiency, Corollary 2.32 and Proposition 2.33 are used as tools,

see the following picture.
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preserving

eigenvalues

F is algebraically
closed−−−−−−−−−−→

←−−−−−
T (In)=In

preserving

determinants

T is
nonsingular−−−−−−−→

←−−−−−−
det(PQ)=1

the form (∗)

Finally, a relation between determinants and traces is given.

Proposition 2.35. If a linear map on Hn(F) preserves determinants and maps

the identity matrix into itself, then it also preserves traces.

Proof. Let A ∈ Hn(F). Assume that T preserves determinants. Then for each

x ∈ F,

det(A− xIn) = det
(
T (A)− xT (In)

)
= det

(
T (A)− xIn

)
.

However, the coefficients of xn−1 of det(A − xIn) and det
(
T (A) − xIn

)
are trA

and tr
(
T (A)

)
, respectively. Hence T preserves traces.

Similarly, we can write the above relationship as follows.

the form (∗) det(PQ)=1−−−−−−→
preserving

determinants

T (In)=In−−−−−→
preserving

traces



CHAPTER III

ADDITIVE PRESERVERS ON

HESSENBERG MATRICES

In this chapter, rank-1 preservers are still investigated however linear maps are

replaced by surjective additive maps. Recall that a map ϕ on a space V is additive

if ϕ(a+ b) = ϕ(a) + ϕ(b) for any elements a and b in V . Furthermore,

x⊗Mn1(F) = {x⊗ y | y ∈Mn1(F)} where x ∈Mm1(F),

Mm1(F)⊗ y = {x⊗ y |x ∈Mm1(F)} where y ∈Mn1(F) and

Ω = {A ∈ Hn(F) | ρ(A) = 1}.

For certain mappings on Hn(F), relationships between the first row and the

last column of each matrix in Hn(F) are shown as follows. Note that for a space V

of matrices, set V t = {At |A ∈ V }.

Lemma 3.1. Let ϕ be a surjective additive rank-1 preserver on Hn(F). Then

(i) there exist s, q ∈ {1, . . . , n} with s ≤ 2 and q ≥ n − 1, nonzero elements

x1 ∈ Us and vn ∈ V t
q and injective additive maps g1, cn on Mn1(F) such that

ϕ(e1 ⊗ z) = x1 ⊗ g1(z) for all z ∈Mn1(F)

and ϕ(z ⊗ en) = cn(z)⊗ vn for all z ∈Mn1(F), or

(ii) there exist s, q ∈ {1, . . . , n} with s ≤ 2 and q ≥ n − 1, nonzero elements

un ∈ Us and y1 ∈ V t
q and injective additive maps d1, hn on Mn1(F) such that

ϕ(e1 ⊗ z) = d1(z)⊗ y1 for all z ∈Mn1(F)

and ϕ(z ⊗ en) = un ⊗ hn(z) for all z ∈Mn1(F).
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Proof. Since e1⊗Mn1(F) is a rank-1 subspace and ϕ preserves all rank-1 matrices,

it follows from Proposition 1.9 that there exist s, q ∈ {1, . . . , n} with s ≤ q + 1

such that

ϕ
(
e1 ⊗Mn1(F)

)
= x1 ⊗M for some nonzero x1 ∈ Us and subspace M of V t

q ,

or ϕ
(
e1 ⊗Mn1(F)

)
= N ⊗ y1 for some nonzero y1 ∈ V t

q and subspace N of Us.

This implies that there exists a 1-1 additive map g1 : Mn1(F)→ V t
q such that

ϕ(e1 ⊗ z) = x1 ⊗ g1(z) for all z ∈Mn1(F), (*)

or there exists a 1-1 additive map d1 : Mn1(F)→ Us such that

ϕ(e1 ⊗ z) = d1(z)⊗ y1 for all z ∈Mn1(F). (**)

For (*), the map g1 is 1-1 because for each u, v ∈Mn1(F) such that g1(u) = g1(v),

then ϕ(e1⊗u) = x1⊗g1(u) = x1⊗g1(v) = ϕ(e1⊗v) and thus ϕ
(
e1⊗ (u−v)

)
= 0;

hence, u = v since ϕ is a rank-1 preserver. Furthermore, the map g1 is additive

because ϕ is additive. By virtue of the injectivity of g1 and the conditions of s

and q, we get q = 1 and s ≤ 2 for (*); otherwise, s = n and n−1 ≤ q ≤ n for (**).

Hence we can say that there exist s ∈ {1, . . . , n} with s ≤ 2, a nonzero element

x1 ∈ Us and a 1-1 additive map g1 : Mn1(F)→Mn1(F) such that

ϕ(e1 ⊗ z) = x1 ⊗ g1(z) for all z ∈Mn1(F), (1)

or there exist q ∈ {1, . . . , n} with q ≥ n− 1, a nonzero element y1 ∈ V t
q and a 1-1

additive map d1 : Mn1(F)→Mn1(F) such that

ϕ(e1 ⊗ z) = d1(z)⊗ y1 for all z ∈Mn1(F). (2)

Similarly, since Mn1(F)⊗en is a rank-1 subspace, there exist l ∈ {1, . . . , n} with

l ≤ 2, a nonzero element un ∈ Ul and a 1-1 additive map hn : Mn1(F)→ Mn1(F)

such that

ϕ(z ⊗ en) = un ⊗ hn(z) for all z ∈Mn1(F), (3)

or there exist k ∈ {1, . . . , n} with k ≥ n− 1, a nonzero element vn ∈ V t
k and a 1-1

additive map cn : Mn1(F)→Mn1(F) such that

ϕ(z ⊗ en) = cn(z)⊗ vn for all z ∈Mn1(F). (4)
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There are four possible cases. It sufficies to show that

(i) (1) and (3) cannot hold simultaneously, and

(ii) (2) and (4) cannot hold simultaneously.

However, their proofs are similar, so we prove only (i).

Suppose that (1) and (3) hold simultaneously. Since x1⊗g1(en) = ϕ(e1⊗en) =

un ⊗ hn(e1), by (ii) of Proposition 1.8, there exists a nonzero α ∈ F such that

x1 = αun. Thus ϕ(e1 ⊗ z) = αun ⊗ g1(z) = un ⊗ αg1(z) ∈ un ⊗Mn1(F) for all

z ∈Mn1(F).

Case 1: Suppose that ϕ(Ω) ⊆ un ⊗Mn1(F). In general, each Hessenberg matrix

is the sum of finitely many rank-1 matrices. Then ϕ
(
Hn(F)

)
⊆ un⊗Mn1(F) which

contradicts the surjectivity of ϕ.

Case 2: ϕ(Ω) * un ⊗Mn1(F). Then there exist nonzero x, y, u, v ∈Mn1(F) with

x ⊗ y ∈ Ω such that ϕ(x ⊗ y) = u ⊗ v and {u, un} is linearly independent. We

know that

ϕ(x⊗ y) = u⊗ v ∈ Ω,

ϕ
(
(x+ e1)⊗ y

)
= u⊗ v + αun ⊗ g1(y) ∈ Ω,

ϕ
(
x⊗ (y + en)

)
= u⊗ v + un ⊗ hn(y) ∈ Ω and

ϕ
(
(x+ e1)⊗ (y + en)

)
= u⊗ v + αun ⊗ g1(y) + un ⊗ hn(y) + un ⊗ hn(e1) ∈ Ω,

by using (iii) of Proposition 1.8 repeatedly we obtain that
{
v, g1(y)

}
,
{
v, hn(y)

}
and

{
v, hn(e1)

}
are linearly dependent so that there exists a nonzero β ∈ F

such that v = βhn(e1), and hence ϕ(x ⊗ y) = u ⊗ βhn(e1) = βu ⊗ hn(e1) ∈

Mn1(F)⊗ hn(e1).

As a conclusion, ϕ(Ω) ⊆ un ⊗ Mn1(F) ∪ Mn1(F) ⊗ hn(e1), it follows that

ϕ
(
Hn(F)

)
⊆ un ⊗Mn1(F) ∪Mn1(F) ⊗ hn(e1) which contradicts the surjectivity

of ϕ by (iv) of Proposition 1.8.

The previous lemma indicates that, for a surjective additive rank-1 preserver ϕ

on Hn(F), the mapping of the last column (i.e., of the form z ⊗ en) of every

Hessenberg matrix via ϕ depends on the mapping of its first row (i.e., of the form
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e1 ⊗ z). However, there are only two types of the mapping of the first row via ϕ

see the followings.

(i)

( )
ϕ→

( )
and

( )
ϕ→

(
,

)
, or

(ii)

( )
ϕ→

(
,

)
and

( )
ϕ→

( )
.

Next, the first two following lemmas explain the form of the mapping of each

column when given the character of the mapping of the first row. Another next

two following lemmas inform in case that the mapping of the last column is given.

However, the proofs of Lemmas 3.2–3.5 use the same method, thereby we prove

only Lemma 3.5.

Lemma 3.2. Let ϕ be a surjective additive rank-1 preserver on Hn(F) satisfying

the condition (1) in the proof of Lemma 3.1. Then, for 1 ≤ i ≤ n− 1, there exist

pi, ri ∈ {1, . . . , n} with i + 1 ≤ pi ≤ ri + 1 ≤ n + 1, a nonzero element vi ∈ V t
ri

and an injective additive map ci : Ui+1 → Upi such that

ϕ(z ⊗ ei) = ci(z)⊗ vi for all z ∈ Ui+1.

Lemma 3.3. Let ϕ be a surjective additive rank-1 preserver on Hn(F) satisfying

the condition (2) in the proof of Lemma 3.1. Then, for 1 ≤ i ≤ n− 1, there exist

pi, ri ∈ {1, . . . , n} with 1 ≤ pi ≤ ri + 1 ≤ n − i + 1, a nonzero element ui ∈ Upi
and an injective additive map hi : Ui+1 → V t

ri
such that

ϕ(z ⊗ ei) = ui ⊗ hi(z) for all z ∈ Ui+1.

Lemma 3.4. Let ϕ be a surjective additive rank-1 preserver on Hn(F) satisfying

the condition (3) in the proof of Lemma 3.1. Then, for 2 ≤ i ≤ n, there exist

li, ki ∈ {1, . . . , n} with n− i+ 2 ≤ li ≤ ki + 1 ≤ n+ 1, a nonzero element yi ∈ V t
ki

and an injective additive map di : V t
i−1 → Uli such that

ϕ(ei ⊗ z) = di(z)⊗ yi for all z ∈ V t
i−1.
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Lemma 3.5. Let ϕ be a surjective additive rank-1 preserver on Hn(F) satisfying

the condition (4) in the proof of Lemma 3.1. Then, for 2 ≤ i ≤ n, there exist

li, ki ∈ {1, . . . , n} with 1 ≤ li ≤ ki + 1 ≤ i, a nonzero element xi ∈ Uli and an

injective additive map gi : V t
i−1 → V t

ki
such that

ϕ(ei ⊗ z) = xi ⊗ gi(z) for all z ∈ V t
i−1.

Proof. Let 2 ≤ i ≤ n. Since ϕ(ei ⊗ V t
i−1) is a rank-1 subspace, by the same way

of the proof in Lemma 3.1, we obtain that there exist li, ki ∈ {1, . . . , n} with

li ≤ ki + 1, such that either there exist a nonzero element xi ∈ Uli and a 1-1

additive map gi : V t
i−1 → V t

ki
such that

ϕ(ei ⊗ z) = xi ⊗ gi(z) for all z ∈ V t
i−1, (5)

or there exist a nonzero element yi ∈ V t
ki

and a 1-1 additive map di : V t
i−1 → Uli

such that

ϕ(ei ⊗ z) = di(z)⊗ yi for all z ∈ V t
i−1. (6)

We show that (6) does not occur. Suppose that (6) holds. Then we obtain by

applying (4) and (6) that di(en) ⊗ yi = ϕ(ei ⊗ en) = cn(ei) ⊗ vn for each i. By

(ii) of Proposition 1.8, there exists α 6= 0 in F such that yi = αvn and hence

ϕ(ei⊗ en) = di(en)⊗αvn ∈ Uli⊗ vn. Next, let x, y, u, v ∈Mn1(F) be nonzero such

that ϕ(x⊗ y) = u⊗ v and {v, vn} is linearly independent. Since

ϕ
(
x⊗ y

)
= u⊗ v ∈ Ω,

ϕ
(
(x+ ei)⊗ y

)
= u⊗ v + di(y)⊗ αvn ∈ Ω,

ϕ
(
x⊗ (y + en)

)
= u⊗ v + cn(x)⊗ vn ∈ Ω, and

ϕ
(
(x+ ei)⊗ (y + en)

)
= u⊗ v + di(y)⊗ αvn + cn(x)⊗ vn + cn(ei)⊗ vn ∈ Ω,

it follows that there exists β 6= 0 in F such that u = βcn(ei) and thus ϕ(x⊗ y) =

βcn(ei) ⊗ v ∈ cn(ei) ⊗Mn1(F). Accordingly, ϕ(Ω) ⊆ Uli ⊗ vn ∪ cn(ei) ⊗Mn1(F)

contradicting (iv) of Proposition 1.8.

In addition, from (5), since gi is 1-1, we get that dimVi−1 ≤ dimVki which

equals n − ki + 1. Thus Vi−1 ⊆ Vki . Recall that Vn ⊆ · · · ⊆ V1, hereupon,

ki ≤ i− 1 and thus li ≤ ki + 1 ≤ i.
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The following lemma results from the combination of Lemmas 3.1, 3.2 and 3.5.

Lemma 3.6. Let ϕ be a surjective additive rank-1 preserver on Hn(F) satisfying

(i) of Lemma 3.1. Then the followings hold.

(i) There exist bijective additive maps g1, . . . , gn and x1, . . . , xn ∈ Mn1(F) such

that gi : V t
i−1 → V t

i−1 where V0 = V1 and xi ∈

U2, if i = 1

Ui, if i 6= 1.

Moreover, such x1, . . . , xn are linearly independent.

(ii) There exist bijective additive maps c1, . . . , cn and v1, . . . , vn ∈ Mn1(F) such

that ci : Ui+1 → Ui+1 where Un+1 = Un and vi ∈

V
t
i , if i 6= n

V t
n−1, if i = n.

Moreover, such v1, . . . , vn are linearly independent.

Proof. From the assumption, there exist s, q ∈ {1, . . . , n} with s ≤ 2 and q ≥ n−1,

nonzero elements x1 ∈ Us and vn ∈ V t
q and injective additive maps g1, cn onMn1(F)

such that

ϕ(e1 ⊗ z) = x1 ⊗ g1(z) for all z ∈Mn1(F) (1)

and ϕ(z ⊗ en) = cn(z)⊗ vn for all z ∈Mn1(F). (2)

By Lemmas 3.5 and 3.2, we obtain that for all 2 ≤ i ≤ n, there exist li, ki ∈

{1, . . . , n} with 1 ≤ li ≤ ki + 1 ≤ i, a nonzero element xi ∈ Uli and an injective

additive map gi : V t
i−1 → V t

ki
such that

ϕ(ei ⊗ z) = xi ⊗ gi(z) for all z ∈ V t
i−1 (3)

and for each 1 ≤ i ≤ n−1, there exist pi, ri ∈ {1, . . . , n} with i+1 ≤ pi ≤ ri+1 ≤

n + 1, a nonzero element vi ∈ V t
ri

and an injective additive map ci : Ui+1 → Upi

such that

ϕ(z ⊗ ei) = ci(z)⊗ vi for all z ∈ Ui+1. (4)

From (1) and (3), it follows that ϕ(ei ⊗ z) = xi ⊗ gi(z) and is also an element

in Ω for all z ∈ V t
i−1 for all 1 ≤ i ≤ n where V t

0 = Mn1(F); moreover, x1 ∈ U2 and
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xi ∈ Ui for all 2 ≤ i ≤ n. Thus im g1, im g2 ∈ V1 and im gi ∈ Vi−1 for all i ≥ 3 by

making use of Corollary 1.11. In this way,

gi : V t
i−1 → V t

i−1 for all i ∈ {1, . . . , n} where V0 = V1. (5)

Now, first of all, since ϕ maps onto Hn(F), for each A ∈ Hn(F), there exists

B ∈ Hn(F) such that ϕ(B) = A; however, B can be written as
∑n

i=1(ei ⊗ zti)

where B =


z1
...

zn

. It follows that

A = ϕ
( n∑
i=1

(ei ⊗ zti)
)

=
n∑
i=1

ϕ
(
(ei ⊗ zti)

)
=

n∑
i=1

(
xi ⊗ gi(zti)

)
. (6)

Consequently, every Hessenberg matrix A is represented by the sum of the form

xi ⊗ gi(zti) where zi is the i-row of B such that ϕ(B) = A.

First, we are to show that {x1, . . . , xn} is linearly independent. In fact, Enn ∈

Hn(F), x1 ∈ U2 and xi ∈ Ui for all i ≥ 2, it follows that

Enn =
n−1∑
i=1

(
xi ⊗ gi(zti)

)
+ xn ⊗ gn(ztn) where zi is the i-row of B with ϕ(B)=Enn

=


0 0

+


∗ ∗

 where each ∗ is an element of F,

accordingly, the n-position of xn must not be zero. Moreover, with the same

argument, En−1,n−2 is an element of Hn(F) which forces the (n − 1)-position of

xn−1 must not be zero either. Similarly, the i-position of xi must not be zero for

all i ≥ 3. Besides, E21 ∈ Hn(F) and x1, x2 ∈ U2, it follows that, without loss of

generality, the 2-position of x2 must not be zero. Hence {x2, . . . , xn} is linearly

independent. It remains to show that {x1, . . . , xn} is linearly independent. By the

above reason and properties that x1, x2 ∈ U2 and xi ∈ Ui for all i ≥ 3, we obtain

that {x1, xi} is certainly linearly independent for all i ≥ 3. Suppose that {x1, x2} is

linearly dependent. Put x1 =
(
a1 a2 0 · · · 0

)t
and x2 =

(
b1 b2 0 · · · 0

)t
with b2 6= 0. Then a2 6= 0. If a1 = 0, then b1 = 0 so E11 would not be represented

by ϕ, which is impossible. Thus a1 6= 0. Now, a1 and a2 are not zero and x2 = γx1
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for some nonzero γ of F. It follows that E2j would not be represented by ϕ for

all j, hence this case does not occur. As a result, {x1, x2} is linearly independent.

Next, we are to show that gi is a bijective additive map on V t
i−1 for all i ∈

{1, . . . , n}. Fix i. Then, from (1), (3) and (5), gi is an injective additive map

on V t
i−1. It remains to show that gi is onto. Let a ∈ V t

i−1. Since x1 ∈ U2 and

xk ∈ Uk for k ≥ 2, we obtain that xi ⊗ a ∈ Hn(F). By applying (6), xi ⊗ a =∑n
k=1

(
xk ⊗ gk(rtk)

)
where rk ∈ Vk−1 is the k-row of B such that ϕ(B) = xi ⊗ a.

Then
∑n

k=1
k 6=i

(
xk⊗gk(rtk)

)
+xi⊗

(
gi(r

t
i)−a

)
= 0. Write gk(r

t
k) =

(
bk1 · · · bkn

)t
and

a =
(
a1 · · · an

)t
with aj = 0 for all j < i−1. Thus

∑n
k=1
k 6=i

bklxk+
(
bil−al

)
xi = 0

and hence bkl = 0 and bil = al for each l ∈ {1, . . . , n} since {x1, . . . , xn} is linearly

independent. Then gk(r
t
k) = 0 for all k 6= i and gi(r

t
i) = a, respectively. As a

result, gi is onto for all i.

From (2) and (4), it implies that (ii) holds.

Theorem 3.7. Let ϕ be a surjective additive map on Hn(F). Then ϕ preserves

rank-1 matrices if and only if there exist a field automorphism θ on F and non-

singular upper Hessenberg matrices P and Q such that ϕ(A) = PAθQ for all

A ∈ Hn(F) or ϕ(A) = P (Aθ)∼Q for all A = (aij) ∈ Hn(F) where Aθ =
(
θ(aij)

)
.

Proof. Assume that ϕ preserves rank-1 matrices. By Lemma 3.1,

(i) there exist s, q ∈ {1, . . . , n} with s ≤ 2 and q ≥ n − 1, nonzero elements

x1 ∈ Us and vn ∈ V t
q and injective additive maps g1, cn on Mn1(F) such that

ϕ(e1 ⊗ z) = x1 ⊗ g1(z) for all z ∈Mn1(F)

and ϕ(z ⊗ en) = cn(z)⊗ vn for all z ∈Mn1(F), or

(ii) there exist s, q ∈ {1, . . . , n} with s ≤ 2 and q ≥ n − 1, nonzero elements

un ∈ Us and y1 ∈ V t
q and injective additive maps d1, hn on Mn1(F) such that

ϕ(e1 ⊗ z) = d1(z)⊗ y1 for all z ∈Mn1(F)

and ϕ(z ⊗ en) = un ⊗ hn(z) for all z ∈Mn1(F).
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Case 1: Assume that (i) holds. Then by Lemma 3.6, we obtain that {x1, . . . , xn}

and {v1, . . . , vn} are linearly independent where x1 ∈ U2, xi ∈ Ui for all i ∈

{2, . . . , n}, vi ∈ V t
i for all i ∈ {1, . . . , n − 1} and vn ∈ V t

n−1. Furthermore, gi

and ci are also bijective additive maps on V t
i−1 and on Ui+1, respectively, for all

i ∈ {1, . . . , n}.

Let X =


| |

x1 . . . xn

| |

 and Y =


vt1
...

vtn

. Then X ∈ H1
n(F) ∪ Tn(F)

which is nonsingular and Xei = xi for all i. Put P1 = X−1. Then ei = P1xi for

all i and P1 ∈ H1
n(F) ∪ Tn(F).

Similarly, Y ∈ H2
n(F)∪ Tn(F) which is nonsingular and eiY = vti for all i. Put

Q1 = Y −1. Then ei = vtiQ1 for all i and Q1 ∈ H2
n(F) ∪ Tn(F).

Let ϕ1 : Hn(F)→Mn(F) be defined by ϕ1(X) = P1ϕ(X)Q1 for all X ∈ Hn(F).

Then P1ϕ(X)Q1 ∈ Hn(F) for all X ∈ Hn(F), i.e., ϕ1 : Hn(F) → Hn(F) from

Proposition 1.15. In fact, ϕ1 is a surjective additive rank-1 preserver resulted

from ϕ. Fix i ∈ {1, . . . , n}. For each z ∈ Mn1(F) with ei ⊗ z ∈ Hn(F), by

applying (3) in the proof of Lemma 3.6, we get that

ϕ1(ei ⊗ z) = P1ϕ(ei ⊗ z)Q1 = P1

(
xi ⊗ gi(z)

)
Q1 = ei ⊗Qt

1gi(z),

similarly,

ϕ1(z ⊗ ei) = P1ϕ(z ⊗ ei)Q1 = P1

(
ci(z)⊗ vi

)
Q1 = P1

(
ci(z)

)
⊗ ei.

Let ψi(z) = Qt
1gi(z) where z ∈ V t

i−1 when V t
0 = Mn1(F) and φi(z) = P1

(
ci(z)

)
where z ∈ Vi+1 when Un+1 = M1n(F). Then ψi and φi are bijective additive maps

on V t
i−1 and on Ui+1, respectively, for all i by the virtue of gi and ci, respectively.

Let c ∈ F and i, j ∈ {1, . . . , n} with i ≤ j + 1. Since

ei ⊗ ψi(cej) = ϕ1(ei ⊗ cej) = ϕ1(cei ⊗ ej) = φj(cei)⊗ ej,

it follows that there exists αij(c) ∈ Fr{0} such that ψi(cej) = αij(c)ej owing

to (ii) of Proposition 1.8. Then we are to show that αij : F → F is a bijective

additive map.
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Suppose that αij(a) = αij(b) for any a, b ∈ F. Then ψi(aej) = αij(a)ej =

αij(b)ej = ψi(bej). Since ψi is a 1-1 additive map, αij is additive and aej−bej = 0

and hence a = b. Thus αij is a 1-1 additive map. To show that αij is onto, let

a ∈ F. Then (Qt
1)
−1aej ∈ V t

i−1 owing to i ≤ j + 1. Since gi is onto V t
i−1, it follows

that gi(z) = (Qt
1)
−1aej for some z ∈ V t

i−1. Hence

ψi(z) = Qt
1gi(z) = Qt

1(Q
t
1)
−1aej = aej.

However,

ψi(z) = ψi
( n∑
k=i−1

bkek
)

=
n∑

k=i−1

αik(bk)ek

where z =
∑n

k=i−1 bkek with bk ∈ F for all k. It follows that a = αij(bj) thus αij

is onto F.

As a result, ϕ1(cEij) = ϕ1(cei ⊗ ej) = ei ⊗ ψi(cej) = ei ⊗ αij(c)ej = αij(c)Eij.

In another word, ϕ1(cEij) = αij(c)Eij for any c ∈ F and i, j such that i ≤ j + 1

where αij(c) ∈ Fr{0}.

Let ϕ2 : Hn(F)→ Hn(F) be defined by ϕ2(X) = P2ϕ1(X)Q2 for all X ∈ Hn(F)

where P2 =


α1n(1)−1

. . .

αnn(1)−1

, Q2 =


α1n(1)α11(1)−1

. . .

α1n(1)α1n(1)−1


and αij(1)−1 is the inverse of αij(1) for all i, j. Then ϕ2 is a surjective additive

rank-1 preserver on Hn(F). Furthermore,

ϕ2(cEij) = P2ϕ1(cEij)Q2 = P2αij(c)EijQ2

= P2αij(c)
(
ei ⊗ ej

)
Q2 = αij(c)

(
P2ei

)(
etjQ2

)
= βij(c)Eij where βij(c) = αij(c)αin(1)−1α1n(1)α1j(1)−1.

For each k ∈ {1, . . . , n}, we obtain that

ϕ2(E1k) = α1k(1)α1n(1)−1α1n(1)α1k(1)−1E1k = E1k

and ϕ2(Ekn) = αkn(1)αkn(1)−1α1n(1)α1n(1)−1Ekn = Ekn.

Hence

β1k(1) = 1 = βkn(1) for all k. (1)
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Similarly, it can be shown that βij is a bijective additive map on F.

Next, let c ∈ F. We are showing that β1j(c) = β1n(c) = βin(c) for all

i, j ∈ {1, . . . , n}. Without loss of generality, since



jth

↓
nth

↓
1st→ c c

ith→ 1 1

 ∈ Ω and

ϕ2 is an additive rank-1 preserver, we get that



jth

↓
nth

↓
1st→ β1j(c) β1n(c)

ith→ βij(1) βin(1)

 ∈ Ω. By

Theorem 1.6 and (1), we obtain β1n(c)βij(1) = β1j(c)βin(1) = β1j(c). In particu-

lar, letting c = 1 implies βij(1) = 1. Hence β1n(c) = β1j(c) for all j.

Moreover, since E1j + cE1n +Eij + cEin has rank one, β1j(1)E1j +β1n(c)E1n +

βij(1)Eij + βin(c)Ein must have rank one and then βin(c) = β1n(c)βij(1) by (1).

In addition, βij(1) = 1 as c = 1. Hence βin(c) = β1n(c) for all i.

In order to prove that βpq(c) = β1n(c) for all p, q ∈ {1, . . . , n}, given p, q ∈

{1, . . . , n} and use the same argument on cE1q+E1n+cEpq+Epn. Hence βpq(c) =

β1n(c) for all p, q ∈ {1, . . . , n}. Put θ = β1n. Then θ is a bijective additive map

on F such that for all i, j ∈ {1, . . . , n}, we get

ϕ2(cEij) = βij(c)Eij = β1n(c)Eij = θ(c)Eij.

Besides, θ(ab) = θ(a)θ(b) for all a, b ∈ F by using the same manner as proving

that βin(c) = β1n(c) for all i on E11 + aE1n + bE21 + abE2n and the fact that

θ(1) = 1 because β1n(1) = 1. Thereby, θ is a field automorphism on F.

Now, for each i, j ∈ {1, . . . , n}, we know that

ϕ(cEij) = P−11 ϕ1(cEij)Q
−1
1

= Xϕ1(cEij)Y

= XP−12 ϕ2(cEij)Q
−1
2 Y

= XP−12 θ(c)EijQ
−1
2 Y
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= Pθ(c)EijQ where P = XP−12 and Q = Q−12 Y.

Hence for each A ∈ Hn(F), we obtain that

ϕ(A) = ϕ
(∑

cijEij

)
=
∑

ϕ(cijEij)

=
∑

Pθ(cij)EijQ

= P
(∑

θ(cij)Eij

)
Q = PAθQ where Aθ =

(
θ(aij)

)
.

Case 2: Assume that (ii) holds. Then there exist s, q ∈ {1, . . . , n} such that

s ≤ 2 and q ≥ n− 1, nonzero elements un ∈ Us and y1 ∈ V t
q and injective additive

maps d1, hn on Mn1(F) such that

ϕ(e1 ⊗ z) = d1(z)⊗ y1 for all z ∈Mn1(F)

and ϕ(z ⊗ en) = un ⊗ hn(z) for all z ∈Mn1(F).

By capability of S, we get that S ◦ ϕ

( )
= S

(
,

)
=

( )
and

S ◦ϕ

( )
= S

( )
=

(
,

)
. Besides, S ◦ϕ is a surjective additive

rank-1 preserver. Making use of Case 1, there exist P ∈ H1
n(F) ∪ Tn(F) and

Q ∈ H2
n(F)∪Tn(F) such that S ◦ϕ(A) = PAθQ for all A ∈ Hn(F). Hence for each

A ∈ Hn(F), we get that ϕ(A) =
(
ϕ(A)∼

)∼
=
(
PAθQ

)∼
= Q∼(Aθ)∼P∼ where

Q∼ ∈ H1
n(F) ∪ Tn(F) and P∼ ∈ H2

n(F) ∪ Tn(F).

For the sufficient part, let A ∈ Hn(F) such that ρ(A) = 1. By the assump-

tion, the property of nonsingular matrices and the property of ∼, we obtain that

ρ
(
ϕ(A)

)
= ρ(Aθ). It remains to show that ρ(Aθ) = 1, or equivalently to show

that every two rows of Aθ are linearly dependent. Let A =


r1
...

rn

 and

Aθ =


R1

...

Rn

 where ri =
(
ai1 · · · ain

)
and Ri =

(
θ(ai1) · · · θ(ain)

)
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for all i. Fix i 6= j and let α, β ∈ F be such that αRi + βRj = 0. Since θ is onto,

there exist a, b ∈ F such that θ(a) = α and θ(b) = β. Then, for each 1 ≤ k ≤ n,

θ(aaik + bajk) = θ(a)θ(aik) + θ(b)θ(ajk) = 0 and hence aaik + bajk = 0 because

θ is 1-1. Thus ari + brj = 0. Since ρ(A) = 1, it forces either a 6= 0 or b 6= 0.

Accordingly, α 6= 0 or β 6= 0 on account of the injectivity of θ and thus Ri and Rj

are linearly dependent.

Corollary 3.8. Let ϕ be a surjective additive map on Hn(F). Then ϕ is a rank

preserver if and only if there exist a field automorphism θ on F and nonsingular

upper Hessenberg matrices P and Q such that ϕ(A) = PAθQ for all A ∈ Hn(F)

or ϕ(A) = P (Aθ)∼Q for all A = (aij) ∈ Hn(F) where Aθ =
(
θ(aij)

)
.

Proof. For the necessary part, by using Theorem 3.7 and the fact that if ϕ is

a rank preserver, then ϕ is a rank-1 preserver. For the converse, it is done on

account of Theorem 1.5 and the property of θ.



CHAPTER IV

CONCLUSION

This dissertation is motivated by various research, especially, the research of

Minc [19] and Chooi and Lim [8]. Notice that these results are quite similar

although they are studied in different spaces. Besides, it seems that the ∼ of ma-

trices acts instead of the transpose of matrices in the case of triangular matrices.

In this work, the space of Hessenberg matrices is chosen among various types

of matrices. For the first reason, Hessenberg matrices are full matrices and trian-

gular matrices also are Hessenberg. Another reason is that Hessenberg matrices

are applied in many areas such as applied mathematics and quantum theory of

Physics. From whole reasons, it make us investigate linear rank-1 preservers on

Hessenberg matrices. Theorem 2.29 provides the standard form in the sense of

Hessenberg matrices. Like the spaces of upper triangular matrices, the ∼ is needed

for Hessenberg matrices since the ∼ of upper Hessenberg matrices are still upper

Hessenberg matrices but the transpose of upper Hessenberg matrices become lower

Hessenberg matrices.

This result leads to study a linear preserving determinants and a linear preserv-

ing eigenvalues. Observingly, the pattern of linear maps preserving determinants

on Hn(F) and on Mn(F) are more similar than that of linear maps preserving

determinants on Tn(F). Unsurprisingly, the determinant of each upper triangular

matrices is the product of all elements in its main diagonal, hence the pattern

of linear maps preserving determinants on Tn(F) relates to only entries on its

main diagonal. However, a Hessenberg matrix has one subdiagonal added, thus

its determinant should not be considered in the same way as the determinant of

a triangular matrix.

Furthermore, Theorem 2.29 can be generalized by replacing linear maps with

surjective additive maps as Theorem 3.7.
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Let T be a surjective linear map on Hn(F) preserving rank one. Then both

of Theorems 2.29 and 3.7 can be applied on this T . In another word, there are

nonsingular upper Hessenberg matrices P and Q such that

T (A) = PAQ for all A ∈ Hn(F)

or T (A) = PA∼Q for all A ∈ Hn(F)

and there are nonsingular upper Hessenberg matrices X and Y and an injective

additive map θ on F such that

T (A) = XAθY for all A ∈ Hn(F)

or T (A) = X(Aθ)∼Y for all A ∈ Hn(F)

where Aθ =
(
θ(aij)

)
for A = (aij). To be certain that these results are the same,

it is enough to show that Aθ = A for any A in Hn(F). Thus, it is adequate to

prove that θ is the identity map.

Let a ∈ F. From the proof of Theorem 3.7, T (aijEij) = α(aij)Eij for all i, j

with i ≤ j + 1 when A = (aij). In particular, T (aE11) = α(a)E11 for A = aE11.

However, T (aE11) = aT (E11) because T is a linear map. Since α(1) = 1, we get

that

α(a)E11 = T (aE11) = aT (E11) = aα(1)E11 = aE11.

Hence α is the identity map.

In my opinion, this work can be generalized by neglecting the surjectivity

condition and may still have the same result since there is a research of Zhang

and Sze [25] concerning additive rank-1 preservers between spaces of rectangu-

lar matrices. Furthermore, the result of linear maps preserving rank-k matrices

are convinced to be similar to Theorem 2.29 provided that we can show that

linear rank-k preservers are linear rank-1 preservers because this property holds

on Mmn(F). Moreover, the results of additive maps preserving rank-k, additive

maps preserving determinants and additive maps preserving eigenvalues should

have the same type.
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