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CHAPTER I

Introduction

1.1 Rationale for This Thesis

Emotion detection is related to many fields such as behavioral study, rehabilita-

tion, e-learning, etc. If computers can detect emotions, they will be an important

tool in applications of these fields as well. Emotion detection from human faces is

one of non-invasive methods to detect emotions from facial expression. Emotion

detection from faces is still an active research in computer vision. It is easy for

humans to detect emotion expression from faces. However, this is not an easy task

for computers. There are many attempts to accomplish this job. The overview of

emotion detection methods in most papers are similar. Firstly, a face is detected.

Secondly, features from a face are extracted. Finally, emotions are classified using

these features.

The goal of our work is to find good features from a face to classify emotions.

Good features in our work should have three properties. Firstly, features should

be extracted from any single frame in an image sequence using the templates

from the neutral face frame only. Texture information from the neutral face helps

the tracking procedure to have accurate facial feature localization. This makes

the emotion detection system using this algorithm can be used with a new face

sequence whose only neutral face information has been added to the algorithm.

Secondly, features should be extracted from any single frame in an image sequence

using only the location information from the previous frame. Location information

from the previous frame helps the tracking procedure to track the facial feature

locations of the current frame easily because the current feature locations tend to

be located near the feature locations of the previous frame.

Emotion detection is useful for computer to analyze, collect, or response to
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the emotion information. Our proposed work focuses on six basic emotion clas-

sification: happiness, sadness, anger, surprise, disgust, and fear. The ability of

detecting emotion can be an important step to human-computer interaction. The

difficulty of this area is to find and interpret important features from human faces

that vary from one to another and from illumination. If computers can immitate

human better, they will have the ability to help human in more areas than they

have been able to do.

1.2 Statement of The Problem

Our expectation is to classify an emotion from the last frame (peak of emotion)

in an image sequence from tracked facial points using only texture template from

the first frame (neutral emotion) and spacial information from the previous frame

because in the real would application that detects faces from a video sequence,

sometimes there might not be any texture information from other emotional frames

except the neutral frame to train the system. We avoid the tracking methods that

need the training process thus we choose to adapt the probabilistic model together

with the spatial and texture models in our work.

1.3 Objectives

The objectives of this work is to be able to classify an emotion from an image

sequence labeled as one of six basic emotions.

1.4 Method

Our study research focuses on finding a method that can classify emotions from

2D gray-scale image sequences using the image processing, the probabilistic model

and the classification technique.

We use textures from the neutral face and the facial points from the previous

frame to form a probabilistic model for facial point tracking. Textures from the

neutral face are used to form an observation or texture model. The facial points
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from the previous frame are used to form a transition or spatial model. After

that, the facial points in each frame are assigned. Then, we extract emotion from

features produced by these points by using a classification technique.

1.5 Structure of The Thesis

In this paper, we start with the literature review and preliminary in chapter 2 and

go forward to our proposed method in chapter 3. Experimental results and discus-

sion are presented in chapter 4. In the literature review chapter and preliminary,

we introduce emotion expression, image processing, basic mathematics that are

correlated to our work, and related papers. In the proposed-method chapter, we

introduce our probability model for facial point tracking with probabilistic estima-

tion by particles and classification technique for classifying an emotion. In chapter

4, we show the accuracy rate of facial point tracking and emotion classification as

well as discussion of strong points and limitations for this work.



CHAPTER II

Literature Review and Preliminary

2.1 Literature Review

Emotion detection can give some information that is correlated with many appli-

cations such as behavioral studying, rehabilitation, or e-learning in such the way

that computer can analyze, collect, or respond to such information.

Works in this area have tried to make computers be able to understand human

better so that they can help human in more areas than they have been able to

do. One benefit of extracting interesting features from images is that this method

does not have any invasive process and sensor attachment. The ability of detecting

emotion is one of several important steps in human-computer interaction. The

difficulty of this area is to find and interpret important features that vary from

one to another and from illumination. Normally, there are challenges in developing

a system for emotion detection in many steps such as facial point detection [1, 2],

facial point tracking [3], and emotion classification [4, 5] because all of them need

to use information from the first or the previous frame to complete their task.

C. Bouvier[6] proposed the method for lip segmentation that does not require

information from other frames but they still need to use color information from

RGB images. Some researches use edge detection [7] or blob finding [8] to reduce

the possible area of facial feature positions. Many researches use image sequences

of Cohn-Kanade(CK) [9] which have one of six basic emotions labeled. The de-

scription of the database can be seen in Table 2.1 and Table 2.2. Saeed, A. and

Al-Hamadi, A. and Niese, R. and Elzobi, M. suggest effective geometric features [5]

from chosen facial points. This paper shows that choosing even a few but good

features for a classifier can lead to the good results. SVM is the classifier that is

used in this paper.
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Properties Descriptions

Number of subjects 18 to 50 years of age, 69% female, 81%, Euro-American,

13% Afro-American, and 6% other groups

Gray/Color Eight-bit gray

Resolution 640 x 490

Frame rate 12 frame/sec

Table 2.1: Description of Cohn-Kanade AU-Coded facial expression database

label Number of image sequences

Angry 45

Contempt 18

Disgust 59

Fear 25

Happy 69

Sadness 28

Surprise 83

Table 2.2: Number of image sequences that are labeled as one of six basic emotions

Our expectation is to detect an emotion from any frame in an image sequence

with facial point tracking using just information from the previous frame or the

first frame, which contains the neutral face. In real world applications when de-

tecting emotion from a video camera, sometimes there might be only information

from the neutral or peak emotional face. In these cases, using large information

to train the facial point tracking model is impossible, thus we try to detect fea-

tures from faces using as less information as possible to train the tracking and

classification model.
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2.2 Preliminary

2.2.1 Probabilistic Model

Probabilistic model is a statistical method. In our case, we use a transition model

and an observation model to form the probabilistic model for facial point track-

ing. In this preliminary part, a simple example of the transition model and the

observation model are shown in Eq. (2.1) and (2.2). Xk = (x(k), y(k)) are coordi-

nates for the horizontal and vertical axes of the current frame k, where x is the

horizontal coordinate and y is vertical coordinate. Xk−1 = (x(k−1), y(k−1)) are x

and y coordinates of the previous frame k − 1.

Transition Model

Xk =

Triangle(leftx, rightx,mode = x(k−1))

Triangle(lefty, righty,mode = y(k−1))

 (2.1)

• Xk is the facial point coordinates (x, y) in the current frame.

• Xk−1 is the facial point coordinates in the previous frame.

• Triangle(left, right,mode) is the triangular probability distribution where

left, right,mode are left bound, right bound and mode(highest peak) of this

distribution, respectively.

The meaning of this Eq. (2.1) is that the new facial point positions depend on

and stay close to the facial point positions from the previous frame. The triangular

distribution of x(k) in Eq. (2.1) is shown in Figure 2.1 and it is similar for y(k).

Observation Model

The observation model uses the texture information from the neutral face as the

template. Normalized cross-correlation values ρ(c, z) between the template c and

the window z centered at the interested coordinates are used to form the prob-

abilistic model. As seen in Figure 2.2, an example of the template of right eye

corner is shown. The template is the window that contains pixel values centered



7

PDF for the triangular distribution

Figure 2.1: Triangular distribution: x-axis is the x coordinate of the frame k called

x(k) and y -axis is the PDF for the triangular distribution f(x(k)) of the random

variable x(k)
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at the right eye corner point. Templates of other facial points to be tracked are

defined similar to the right eye corner case.

p(z|Xk) = ∆× e
(ρ(c,z)−1)

0.05 (2.2)

where

ρ(c, z) =

∣∣∣∣∣
∑

r∈R2 [c(r)− c̄][z(r)− z̄]√∑
r∈R2 [c(r)− c̄]2

√∑
r∈R2 [z(r)− z̄]2

∣∣∣∣∣ , 0 ≤ ρ ≤ 1

• c conveys gray scale template centered at the facial point of the neutral face

• c(r) conveys gray scale value at rth pixel of template c

• z proposes gray scale window centered at coordinates X

where size of window can be chosen depending on how much texture around

the coordinates X is needed.

• z(r) denotes gray scale value of rth pixel of window z

• c̄ is the average value of gray scale template c

• z̄ is the average value of z

• Xk is the interested coordinates in current frame k

• ∆ is the value for probabilistic normalization.

The meaning of this model is that the new facial point position probability

distribution will be adapted using Eq. (2.2) by the observation or template c of

the facial points from the neutral face. This model will reduce the probabilistic

value at position with low correlation between texture z of that position X and

the template c.

2.2.2 Particle Estimation

In the complex probabilistic model, calculating joint distribution has the high

cost of computing. Normally, in the case of two dependent random variables with
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right eye corner 
template

Figure 2.2: An example of the right eye corner template is shown. Small rectan-

gular window centered at the right eye corner coordinates is the template c.

the same discrete domain of size n, the complexity of calculating over all joint

domains is O(n2). However, in some real time applications, the estimation of joint

distribution is evaluated by sampling m particles using the initial distribution of

first random variable. Then it uses conditional distributions that distribute the

probability of the first random variable to another random variable. With this

method, the complexity of finding joint distribution can be reduced to O(m).

The simple example of using 100 particles to estimate the normal distribution

(Figure 2.3) can be seen in Figure 2.4 and after rounding the domain as seen in

Figure 2.5. In case of 100 particles, each particle equals 0.01 probability value

because the summation of 100 probabilistic values of all particles needs to be 1.

We can call that each particle has its weight equal 0.01.

In case of truncated normal distribution, we suggest two ways of using 100

particles, whose weights are 0.01, to estimate the probability distribution. Assume

that our interested truncated normal distribution is as Figure 2.6. The first way

is to sample 100 particles using the normal distribution as seen in Figure 2.3 then

eliminate the particles that are not in range of −2 to 2. After elimination process,
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we need to divide all particle weights with the summation of overall particle weights

to make the summation of weights equals 1 again. Then we get the approximation

of truncated normal distribution from the histogram of these particles. In order to

make the number of particles to be 100 again, we need to use this approximation

of truncated normal distribution for sampling the new 100 particles. Finally, the

approximation of truncated normal distribution with 100 particle estimation with

equal weight (= 0.01) for each particle is produced successfully. The second way

is to generate 100 particles directly from the truncated normal distribution. The

second one is better in term of accuracy because the first case has the particle

elimination step that causes the estimation to be more rough because the number

of particles are reduced to be less than 100 in between step. However, in some

model with more than one random variable, the first way is better in term of speed.

For example, the value of each random variable may be generated parallelly in a

computer that has more than one processor and after that the particles that are not

inside the bounding area can be eliminated after the sampling process. However,

we use the second way to generate the particles in our work because it is more

reliable.

2.2.3 Classification and Feature Selection

Support Vector Machine (SVM)

Support vector machine (SVM) is a classification technique that is reported to be

the effective tool for classification and the complexity depends on the number of

training samples but not on the dimension of features. The idea of this method is

to map the features by a kernel to have higher dimensions but easier to be classi-

fied by linear discrimination. After mapping, the position of linear discrimination

plane is optimized by maximizing the margin from support vector to discrimina-

tive line and minimizing sum of the square error
∑n

i=1 ξ
2
i of classification as seen

in Eq. (2.5). Margin
2

is the length from support vector to discriminative line. Dis-

criminative line is defined by Eq. (2.3) where x is features and ϕ(x) ⊙ ω is the

dot product between mapped features ϕ(x) and parameter vector ω. The rela-
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Figure 2.3: Normal distribution with sd = 1: f(s) is the probability density

function of the random variable s.
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Figure 2.4: Normal distribution approximation from 100 particles with sd = 1:

f(s)×0.01 is the probability density function of the random variable s.
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Figure 2.5: Rounded normal distribution approximation from 100 particles with

sd = 1: f(s)×0.01 is the probability density function of the random variable s.
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Figure 2.6: Normal distribution with sd = 1 truncated as s − 2sd and s + 2sd:

f(s) is the probability density function of the random variable s.
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tion between Margin and ω is as Eq. (2.4). This method can only separate two

groups apart from each other. In case of more than two groups to be separated,

one-vs-one or one-vs-the rest techniques are used to solve the problem.

ϕ(x)⊙ ω + b = 0 (2.3)

Margin =
2

∥ω∥
(2.4)

min

(
∥ω∥2 + c

n∑
i=1

ξ2i

)
(2.5)

N-fold Cross-Validation

In a classification problem, when one needs to test the performance of the classifier,

n-fold cross-validation is an appropriate method for this purpose. The first step

of the n-fold cross-validation is to partition a sample of data into n subsets. The

cross-validation performs n rounds to reduce variability. One round of cross-

validation uses one subset as the testing dataset and other n − 1 subsets as the

training dataset. The validation results are average accuracy over n rounds.

Relief (Feature Selection)

Relief is a fast feature selection method that requires only linear time in the

number of given features and training instances. However, it is not suitable for

discriminating between redundant features, and low numbers of training instances

can cause a low accuracy of algorithm.

Assume that a dataset has n instances with p features, belonging to two known

classes and each feature should be scaled to the interval [0 1]. The closest same-

class instance is called ’near-hit’, and the closest different-class instance is called

’near-miss’. The algorithm updates the weight Wi of each feature at iteration i by

Eq. (2.6). xi is the ith sample from the dataset.

Wi = Wi−1 − (xi − nearHiti)
2 + (xi − nearMissi)

2 (2.6)

Thus the weight of any given feature decreases if it differs from that feature in

nearby instances of the same class more than nearby instances of the other class,
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Figure 2.7: Facial points

and increases in the reverse case. the feature is selected if the its normalized weight

is greater than a given threshold.

2.2.4 Facial Geometric Features

Facial Points around Eyes and Eyebrows

We use facial geometric features similar to ones used in [3] that use particle fil-

ter as the tracking procedure. Localizations of facial points in their research are

done successively. The probability in each facial point location is estimated by

particles. Facial points and geometric features EW,EMW, and HW can be seen

in Figure 2.7 and Figure 2.8. Firstly, two points of nostrils 1 and 2 are local-

ized. Secondly, ith particle of points 3,4,5,and 6 are localized using the conditional

equations below.

2

3
× EW ≤ Width(xi(3)− xi(5)) ≤ 4

3
× EW (2.7)

2

3
× EW ≤ Width(xi(6)− xi(4)) ≤ 4

3
× EW (2.8)

Height(xi(3)− xi(5)) ≤ 1

3
×HW (2.9)
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Figure 2.8: Geometric features

Height(xi(6)− xi(4)) ≤ 1

3
×HW (2.10)

−1

2
× EMW ≤ Width

(xi(3) + xi(4)

2
− x(1) + x(2)

2

)
≤ 1

2
× EMW (2.11)

−1

2
× EMW ≤ Width

(xi(5) + xi(6)

2
− x(1) + x(2)

2

)
≤ 1

2
× EMW (2.12)

where Width(x) denotes first component(x-axis) of x and Height(x) denotes sec-

ond component(y-axis) of x. And x(s) =
1

Ns

Ns∑
i=1

xi(s) where xi(s) is coordinates

of ith particle dependent on facial point s and Ns is the total number of particles.

Secondly, point 7 is assigned using conditional equations below. Similar equations

are used in case of point 8.

W
(x(3) + x(5)

2

)
− 1

4
× EW ≤ Width

(
xi(7)

)
≤ W

(x(3) + x(5)

2

)
+

1

4
× EW

(2.13)

Height
(x(3) + x(5)

2

)
≤ Height

(
xi(7)

)
≤ Height

(x(3) + x(5)

2

)
+ EH

(2.14)

Eyebrow points 11 and 13 use the condition in Eq. (2.15) below and it is similar

to points 12 and 14. The geometric feature EBW can be seen in Figure 2.8.
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2

3
× EBW ≤ Width

(
xi(11)− xi(13)

)
≤ 4

3
× EBW (2.15)

After getting accurate positions of points 1 to 8 and 11 to 14, point 9 is localized

using equations (2.16) and (2.17). And it is similar to point 10.

W
(x(3) + x(5)

2

)
− 1

4
× EW ≤ Width

(
xi(9)

)
≤ W

(x(3) + x(5)

2

)
+

1

4
× EW

(2.16)

Height(x(11)) ≤ Height(xi(9)) ≤ Height(x(7)) (2.17)

Facial Points around Mouth

There are four interested points around the mouth. Nostril points are used as

reference points for localizing accurately these four points. Top corner of the

mouth, point 15, is localized using Eq. (2.18) and (2.19). The geometric features

HMN and MW can be seen in Figure 2.8.

Width(x(1)) ≤ Width(xi(15)) ≤ Width(x(2)) (2.18)

Height
(
xi(15)

)
≥ Height

(x(1) + x(2)

2

)
+

1

2
×HMN (2.19)

After point 15 is assigned. The rest of the points are localized using equations

below.

Width(x(1)) ≤ Width(xi(16)) ≤ Width(x(2)) (2.20)

Height(xi(16) ≥ Height(x(15)) (2.21)

Width
(
x(15)

)
−2×MW ≤ Width

(
xi(17)

)
≤ Width

(
x(15)

)
− 1

2
×MW (2.22)

Width
(
x(15)

)
+
1

2
×MW ≤ Width

(
xi(18)

)
≤ Width

(
x(15)

)
+2×MW (2.23)

Height(xi(17)) ≥ Height(x(15)) (2.24)

Height(xi(18)) ≥ Height(x(15)) (2.25)
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Binarization Finding Blob

Figure 2.9: Binarization and blob finding

2.2.5 Adaptive Thresholding and Blob Finding

Adaptive thresholding is an adaptive method of binarization. We use the method

that requires blocksize. A moving average of pixels over each block is called

localMean of that window block. The threshold for each window block can be

calculated as Eq. (2.26) where p is the constant that can be defined by a user, e.g.

p = 5.

threshold = localMean− p (2.26)

Blob finding looks for continuous light regions and return them as Blob features.

Figures 2.9 shows adaptive binarization and finding blob. In this Figure, there are

many blobs founded in blob finding process and one example of them is painted in

green colour.

The interested blob can be used in the facial point tracking process to reduce

the possible area of particles used in the probabilistic model.



CHAPTER III

Methodologies

We use a probabilistic model with particle estimation to assign the positions of

facial points in each frame and extract the features from these points with an

emotional label for training and testing the classifier. We use texture information

from the first frame that is neutral face and spatial information from previous

frame to form a probabilistic model that can indicate the correct position of the

facial points. Then, these positions are processed to use with the classifier. Last

output of this method for an image sequence is an assigned emotion that is one of

the six basic emotions.

We propose the facial point tracking method similar to fiducial facial point

tracking using particle filter and geometric features [3] by Fazli, S. and Afrouzian,

R. and Seyedarabi, H. We improve the sampling state of particles of this paper by

not canceling the particles in the impossible areas after sampling like the method

in this paper but try to begin with sampling particles into the possible area as

much as possible to avoid loosing particles that means loosing accuracy of prob-

ability estimation. The number of particles means how much the probability is

approximated. The fewer particles, the probability distribution is more approx-

imated. So we avoid the elimination or reducing the number of particles. Some

researches use edge detection [7] or blob finding [8] to reduce the possible area

of facial feature positions. In our work, we also use an image processing called

local binarization to help assign some facial points. We use Cohn-Kanade (CK)

dataset in our work [9]. We use image sequences of CK which have one of six

basic emotions labeled. And we use the facial points of the first frame in each

image sequence from text file containing the facial point positions for extracting

texture around those interested facial points. The facial points from this database

are assigned from the Active Appearance Model (AMM) method. In our work,
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we choose only image sequences with given correct facial point positions in the

first frame. Saeed, A. and Al-Hamadi, A. and Niese, R. and Elzobi, M. suggest

effective geometric features [5] from chosen facial points. This paper shows that

choosing even a few but good features for a classifier can lead to the good results.

SVM is the classifier that is used in this paper.

3.1 Overview

Fig 3.1 shows the overview of emotion detection processes for each image sequence.

Firstly, a frame is queried from an image sequences, If it is the first frame, we can

get the existed facial point positions from Cohn-Kanade database. Then, these

facial points are kept to use in the next frame to find current facial point positions.

If it is not the first frame, it goes to facial point tracking process. In this process,

previous positions of facial points are used to guide the locations of the current

facial points. Finally, if this is the last frame, the tracked facial points is put into

the classifier. One of six basic emotions is the last output of this algorithm. In the

following sections in this chapter, facial point tracking and classifier are explained

in details.

3.2 Facial Point Tracking

3.2.1 Eyes and Eyebrows

Points 3, 4, 5 and 6

The real probability distribution is as Eq. (3.1). Nk is the normal distribution

and Xk is the position of facial point k in the current frame. −1Xk is the position

of facial point k in the previous frame. 0Xk is the position of facial point k in

the first frame which is the frame with the neutral face. z is gray scale window

centered at point Xk and c is a gray scale template of point k. ∆ is the normalized

value.
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Figure 3.1: Flowchart showing overview of emotion detection algorithm
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Pr(X = {X3, X4, X5, X6}) =



(
∑
−1X

Nk(
−1X,X))p(z|Xk) if X3, X4, X5, X6

correspond to equa-

tions (2.7, 2.8, 2.9,

2.10, 2.11, 2.12)

0 otherwise.
(3.1)

where

Nk(
−1X,X) =

∏
k∈{3,4,5,6}

N (x = Xk,mean = −1Xk, scale)

p(z|Xk) = ∆× e
(ρ(c,z)−1)

0.05

ρ(c, z) =

∣∣∣∣∣
∑

r∈R2 [c(r)− c̄][z(r)− z̄]√∑
r∈R2 [c(r)− c̄]2

√∑
r∈R2 [z(r)− z̄]2

∣∣∣∣∣ , 0 ≤ ρ ≤ 1

However, the complexity of calculating all the probability values is high because

the random variables Xk depend on the random variables in the previous frame
−1Xk. Moreover, the random variables in the current state also depend on other

random variables in the current state, e.g. X3, X4, X5, X6 depend on each other.

The N particles can be used to estimate the probability distribution thus Eq.

(3.1) can be changed to Eq. (3.2) where i means the ith particle. The explanation

of each variable is similar to above. ∆ is the value for normalization. Each ith

particle is sampled using the product of N i
k multiplied by p(zi|Xi

k) where k is

3, 4, 5, 6, respectively. If the 4 positions 3, 4, 5, 6 of the ith particle correspond to

equations (2.7) to (2.12), the weight is set to p(zi|Xi
k); otherwise the weight is set

to zero. After all particles are calculated, the number of particles with non-zero

weight might be less than N so the re-sampling is needed to make all particles

have equal weights and the number of particles become N again.

Pr(X i
A, X

i
B, X

i
C , X

i
D) =


∏

k∈{3,4,5,6} p(z
i|Xi

k) if X i
3, X

i
4, X

i
5, X

i
6 are in

bounding conditions
0 otherwise

(3.2)
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where

X i
k is sampled from N (meank =

−1X i
k, scalek =

−1X i
k − 0X i

k)

p(zi|Xi
k) = ∆× e

(ρ(c,zi)−1)
0.05

ρ(c, zi) =

∣∣∣∣∣∣
∑

r∈R2 [c(r)− c̄][zi(r)− z̄i]√∑
r∈R2 [c(r)− c̄]2

√∑
r∈R2 [zi(r)− z̄i]2

∣∣∣∣∣∣ , 0 ≤ ρ ≤ 1

However, the particle method above has some step that sets some particle

weights to zero thus the accuracy of probability may reduce rapidly over time.

We propose the new method using Eq. (3.3) to approximate the probabilistic

value of Eq. (3.1). By using this method we can avoid to set the weight of

some particles to zero by using the conditional probability and sample the ith

particle step-by-step from point A to point D where (A,B,C,D) are different

among particles. For example, the 1st particle may have (A,B,C,D) as (3, 4, 5, 6)

and the 2nd particle may have (A,B,C,D) as (4, 6, 3, 5). We use 96 particles to

estimate the probabilistic model. Each particle has eight dimensions that consists

of the coordinates x and y of four points 3, 4, 5, and 6. There are four steps (four

probabilistic sampling), one step for each facial point, for each particle. Each

current particle depends on the particles of the previous frame. Each particle of

100 particles has its own criteria. For example, if the first particle has (3, 4, 5, 6)

and the second particle has (5, 6, 4, 3), the first particle will perform the first step

to localize the 3rd facial point and the last step for the 6th facial point as well as the

second particle will perform the first step to localize the 5th facial point and the last

step for the 3rd facial point. The reason that each particle has different criteria is

to reduce risk from relying on some criteria too much. For example, if we use only

(3, 4, 5, 6) criteria for all particles and the 3rd point position for each particle fails to

localize the 3rd facial point position, the rest of the facial point position detection

will be affected because the next step accuracy also depend on the previous step.

All possible criteria are propagated to the particles equally. A criterion is the

member of set {(A,B,C,D) | A,B,C,D ∈ {3, 4, 5, 6} ∧ A ̸= B ̸= C ̸= D}. Each

criterion has similar explanation. For example in case of (3, 4, 5, 6), the position of
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the 3rd facial point is localized using the initial distribution for facial point 3 and

the weight of the particle will be adapted by texture correlation and by possible

area of facial points 4, 5, 6 related to founded facial point 3. After the weight is

adapted, particles need re-sampling to contain 100 particles again. After the point

3 is processed, the position of the facial point 4 is localized using the conditional

probability from point 3 to point 4. Then the position of the facial point 5 is

localized using the conditional probability from points 3 and 4 to point 5. Finally,

the position of the facial point 6 is localized using the conditional probability

from points 3, 4, and 5 to point 6. The geometric conditions for finding these

four points can be found in the matrices in Eqs. (3.9, 3.10, 3.11, 3.12, 3.13, 3.14)

that are similar to equations (2.7, 2.8, 2.9, 2.10, 2.11, 2.12). we define z = 0,

t = inf and ⊙ is dot product. T (LB,UB,mean, scale) is the trancated normal

distribution where LB is the lower truncation limit, UB is the upper truncation

limit, mean is the mean of the distribution, and scale is the standard deviation

of the distribution. t is ∞, z is 0, and ξ is just dummy data. Ept01 is the average

between x-axis values of facial points 1 and 2. Φ is the golden ratio. L1, U1, L2,

and U2 are defined in matrix form for other equations reaching its elements easily.

Pr(X i
A, X

i
B, X

i
C , X

i
D) = Pr(X i

D | X i
C , X

i
B, X

i
A) Pr(X

i
C | X i

B, X
i
A)

Pr(X i
B | X i

A) Pr(X
i
A | −1X i

A) Pr(
−1X i

A) (3.3)

Pr(−1X i
A,

−1X i
B,

−1X i
C ,

−1X i
D) = InitialV alue (3.4)

Pr(X i
A | −1X i

A) = F−1Xi
B ,−1Xi

C ,−1Xi
D
× p(zi|Xi

A) (3.5)

Pr(XB | XA,
−1X i

B) = FX−1
C ,X−1

D
× p(zi|Xi

B) (3.6)

Pr(X i
C | X i

B, X
i
A,

−1X i
C) = F−1Xi

D
× p(zi|Xi

C) (3.7)

Pr(X i
D | X i

C , X
i
B, X

i
A,

−1X i
D) = p(zi|Xi

D) (3.8)
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where

• X i
A is sampled from T (LBi

A, UBi
A,meanA = −1X i

A, scaleA = −1X i
A − 0X i

A),

• X i
B is sampled from T (LBi

A2B, UBi
A2B,meanB = −1X i

B, scaleB = −1X i
B −

0X i
B),

• X i
C is sampled from T (LBi

AB2C , UBi
AB2C ,meanC = −1X i

C , scaleC = −1X i
C −

0X i
C),

• X i
D is sampled from T (LBi

ABC2D, UBi
ABC2D,meanD = −1X i

D, scaleD = −1X i
D−

0X i
D)

Lfn(q, r)i = L1q,r ⊙X i
q + L2q,r

Ufn(q, r)i = U1q,r ⊙X i
q + U2q,r

LBi
A = −1X i

A + LA

UBi
A = −1X i

A + UA

LBi
A2B = max(Lfn(A,B)i, 0X i

B + LB)

UBi
A2B = min(Ufn(A,B)i, 0X i

B + UB)

LBi
AB2C = max(Lfn(A,C)i, Lfn(B,C)i, 0X i

C + LC)

UBi
AB2C = min(Ufn(A,C)i, Lfn(B,C)i, 0X i

C + UC)

LBi
ABC2D = max(Lfn(A,D)i, Lfn(B,D)i, Lfn(C,D)i, 0X i

D + LD)

UBi
ABC2D = min(Ufn(A,D)i, Ufn(B,D)i, Ufn(C,D)i, 0X i

D + UD)

F−1Xi
B ,−1Xi

C ,−1Xi
D
=

∏
k∈{B,C,D}

Pr(LBi
A2k ≤ −1X i

k ≤ UBi
A2k)

Pr(0X i
A + LA ≤ X i

A ≤ 0X i
A + UA)

F−1Xi
C ,−1Xi

D
=

∏
k∈{C,D}

Pr(LBi
B2k ≤ −1X i

k ≤ UBi
B2k)

F−1Xi
D
=
∏

k∈{D}

Pr(LBi
C2k ≤ −1X i

k ≤ UBi
C2k)
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L1 =



3 4 5 6

3 ξ (−1, z) (1, 1) (z, z)

4 (−1, z) ξ (z, z) (1, 1)

5 (1, z) (z, z) ξ (−1, z)

6 (z, z) (1, 1) (−1, z) ξ

 (3.9)

U1 =



3 4 5 6

3 ξ (−1, t) (1, t) (t, t)

4 (−1, t) ξ (t, t) (1, t)

5 (1, 1) (t, t) ξ (−1, t)

6 (t, t) (1, t) (−1, t) ξ

 (3.10)

L2 =



3 4

3 ξ [2(−0.5EMW + Ept01), 0]

4 [2(−0.5EMW + Ept01), 0] ξ

5 [2EW
3

, 0] [0, 0]

6 [0, 0] [−4EW
3

, −EH
3

]]

5 6

[−4EW
3

, −EH
3

] [0, 0]

[0, 0] [2EW
3

, 0]

ξ [2 ∗ (−0.5EMW + Ept01), 0]

[2(−0.5EMW + Ept01), 0] ξ


(3.11)
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U2 =



3 4

3 ξ [2(0.5EMW + Ept01), 0]

4 [2(0.5EMW + Ept01), 0] ξ

5 [4EW
3

, EH
3
] [0, 0]

6 [0, 0] [−2EW
3

, 0]

5 6

[−2EW
3

, 0] [0, 0]

[0, 0] [4EW
3

, EH
3
]

ξ [2(0.5EMW + Ept01), 0]

[2(0.5EMW + Ept01), 0] ξ


(3.12)

L =
[ 3 4 5 6

[−(Φ− 1)ewm,− ew
1.5

] [−ewm,− ew
1.5

] [−ewm,− ew
1.5

] [−(Φ− 1)ewm,− ew
1.5

]
]

(3.13)

U =
[ 3 4 5 6

[ewm,
ew
1.5

] [(Φ− 1)ewm,
ew
1.5

] [(Φ− 1)ewm,
ew
1.5

] [ewm,
ew
1.5

]
]

(3.14)

and

ew =
EW

2.5

ewm = 1.25ew

After all particles are processed, the mean of each particle is assigned to be

an accurate position of each facial point as shown in Eq. (3.15). x(s) means the

assigned positions of point s.

x(s) =
1

Ns

ΣNs
i=1X

i
s where s ∈ 3, 4, 5, 6 (3.15)
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Points 7 and 8

After points 3,4,5 and 6 are assigned, point 7 is localized using Eq. (3.16)

Pr(X i
7) = p(zi|Xi

7) (3.16)

X i
7 is sampled from T (LBi

7, UBi
7,mean7 =

−1X i
7, scale7 =

−1X i
7 − 0X i

7)

where

LBi
7 = [W

(x(3) + x(5)

2

)
− 1

4
× EW,Height

(x(3) + x(5)

2

)
]

UBi
7 = [W

(x(3) + x(5)

2

)
+

1

4
× EW,Height

(x(3) + x(5)

2

)
+ EH]

Equation of point 8 is defined similar to Eq. (3.16).

Points 11, 12, 13, and 14

After points 7 and 8 are assigned, points 11,12,13 and 14 are localized using

Eq, (3.17) to Eq. (3.20) and geometric features (3.2.1, 3.2.1, 3.2.1, 3.2.1, 3.2.1). A

criteria for each particle is the member of set {(E,F ) | E,F ∈ {11, 13}∧E ̸= F}.

Pr(X i
E, X

i
F ) = Pr(X i

F | X i
E,

−1X i
F ) Pr(X

i
E | −1X i

E) Pr(
−1X i

E,
−1X i

F ) (3.17)

where

Pr(−1X i
E,

−1X i
F ) = InitialV alue (3.18)

Pr(X i
E | −1X i

E) = F−1Xi
F
× p(zi|Xi

E) (3.19)

Pr(XF | XE,
−1X i

F ) = p(zi|Xi
F ) (3.20)
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X i
E is sampled from T (LBi

E, UBi
E,meanE = −1X i

E, scaleE = −1X i
E − 0X i

E)

X i
F is sampled from T LBi

E2F , UBi
E2F ,meanF = −1X i

F , scaleF = −1X i
F − 0X i

F )

LBi
E = −1X i

E + LE

UBi
E = −1X i

E + UE

LBi
E2F = max(Lfn(E,F )i, −1X i

F + LF )

UBi
E2F = min(Ufn(E,F )i, −1X i

F + UF )

F−1Xi
F
= Pr(LBi

E2F ≤ −1X i
F ≤ UBi

E2F ) Pr(
0X i

E + LE ≤ X i
E ≤ 0X i

E + UE)

L1eb =


11 13

3 ξ (1, z)

4 (1, z) ξ



U1eb =


11 13

3 ξ (1, t)

4 (1, t) ξ



L2eb =


11 13

3 ξ [−4
3
EBW, 0]

4 [2
3
EBW, 0] ξ



U2eb =


11 13

3 ξ [−2
3
EBW, 0]

4 [4
3
EBW, 0] ξ



Leb =
[ 11 13

[−20,−20] [−20,−20]
]

Ueb =
[ 11 13

[20, 20] [20, 20]
]

Equations of points 12 and 14 are defined similar to Eq. (3.21).
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Points 9 and 10

After points 11,12,13 and 14 are assigned, point 9 is localized using Eq. (3.21)

Pr(X i
9) = p(zi|Xi

9) (3.21)

X i
9 is sampled from T (LBi

9, UBi
9,mean9 =

−1X i
9, scale9 =

−1X i
9 − 0X i

9)

where

LBi
9 = [W

(x(3) + x(5)

2

)
− 1

4
× EW,Height(x(11))]

UBi
9 = [W

(x(3) + x(5)

2

)
+

1

4
× EW,Height(x(7))]

Equation of point 10 is defined similar to Eq. (3.21).

3.2.2 Mouth

Point 15

After points 9 and 10 are assigned, point 9 is localized using Eq. (3.22)

Pr(X i
15) = p(zi|Xi

15) (3.22)

X i
15 is sampled from T (LBi

15, UBi
15,mean15 =

−1X i
15, scale15 =

−1X i
15 − 0X i

15)

where

LBi
15 = [Width(x(1)), Height

(x(3) + x(5)

2

)
]

UBi
15 = [Height

(x(1) + x(2)

2

)
+

1

2
×HMN, inf]

Points 17 and 18

After point 15 is assigned, points 17 and 18 are localized using eq. (3.23).

Pr(X i
17) = p(zi|Xi

17) (3.23)

X i
17 is sampled from T (LBi

17, UBi
17,mean17 =

−1X i
17, scale17 =

−1X i
17 − 0X i

17)

where

LBi
17 = [Width

(
x(15)

)
− 2×MW,Height(x(15))]
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UBi
17 = [Width

(
x(15)

)
− 1

2
×MW, inf]

Equations of point 18 is defined similar to Eq.(3.23).

Point 16

After point 15 is assigned, point 16 is localized using Eq. (3.24).

Pr(X i
16) = p(zi|Xi

16) (3.24)

X i
16 is sampled from T (LBi

16, UBi
16,mean16 =

−1X i
16, scale16 =

−1X i
16 − 0X i

16)

where

LBi
16 =

[
Width(x(1)), Height

(x(17) + x(18)

2

)]
UBi

16 = [Width(x(2)), inf]

Pr(X i
18) = p(zi|Xi

18) (3.25)

where

X i
18 is sampled from T (LBi

18, UBi
18,mean18 =

−1X i
18, scale18 =

−1X i
18 − 0X i

18)

LBi
18 =

[
Width

(
x(15)

)
+

1

2
×MW,Height

(x(3) + x(5)

2

)
, Height(x(15))

]
UBi

18 =
[
Width

(
x(15)

)
+ 2×MW, inf

]

3.2.3 Blob and Binary Information

For some facial points, we do not use only the spatial and texture model as de-

scribed above in sections 3.2.1 and 3.2.2 to localize the facial points but also use

the blob region described in section 2.2.5 to reduce the possible region. As seen

in figure 3.2, we bound the area to find blobs for eyebrows. The green one is the

example of founded blob that is the largest blob in this rectangular area. This

founded blob can help to reduce the area of finding points 18 and 21.

Considering only the region containing mouth without eyes and a nose, blobs

are extracted as seen in Figure 2.9 to help localization of points 20 and 21. Let



33

green

Figure 3.2: Example of founded blob shown in green color for eyebrow localization

blob ∈ β where β is the set of founded blobs. We use the condition from Eq. (3.26)

to eliminate irrelevant blobs. h0, h1, v0, and v1 can be defined as seen in Figure 3.3.

contour(blob) is composed of the edge points of a blob. Let β ⊆ β where β is a

set of candidate blobs. Let (h, v) ∈ contour(blob), where h and v is the horrizontal

and vertical coordinates of the edge points of the blob.

β =

{
blob | (h, v) ∈ contour(blob), h0 ≤ h ≤ h0 +

h1 − h0

3
, v0 ≤ v ≤ v1,

h0 +
h1 − h0

3
< h < h0 + 2

(
h1 − h0

3

)
, v0 ≤ v ≤ v1,

h0 + 2

(
h1 − h0

3

)
≤ h ≤ h1, v0 ≤ v ≤ v1

}
(3.26)

3.3 Strong Points of Using Probabilistic Model for Facial

Point Tracking

Low complexity Complexity of probabilistic model used in this research is O(n)

where n is the number of particles used for probabilistic value estimation.

Because of low complexity, cost of computing is effect only a bit while the

dimensions of the model increase.

No training process Some methods for facial point tracking need information

from many image sequences and many frames to train the tracking model.
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Figure 3.3: Definition of h0, h1, v0, and v1 that are used in finding candidate blobs

process for mouth

The benefits of those methods are that they have high speed and high ac-

curacy for facial point tracking. However, the accuracy for trained model

usually has high accuracy for only the training data set and has low accu-

racy for the unseen or new data set. In contrast, our model do not need

the training process. Our model can solve this problem by using only the

texture from the neutral face of an image sequence to form the model so

that it is easier to adapt our method to a new image sequence.

3.4 Emotion Classification

After all facial points as seen in Figure 2.7 are localized we will choose only the

first and the last frame of each image sequence to create features.

3.4.1 Features

The first frame contains a neutral face. The last frame contains a face with peak

emotion. The distances between points are used to create features so a number of

features for 18 facial points of the first frame is
(
18
2

)
and for the last frame is

(
18
2

)
features as well. After features from the first and the last frame are extracted,

they are subtracted with each other as Eq. (3.27) for all i to produce the new
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feature.

feai = ∥fea0i − fealasti ∥ (3.27)

where

i ∈ {1, 2, ...,
(
18
2

)
}

feafri is the ith feature of frame fr

To avoid redundant of features, some distances that have the same meaning such

as height distances of eyes from point 7 to 9 and distance from point 8 to 10 will

be merged by averaging these two distances together, thus the number of features

will be reduced from
(
18
2

)
to M features. The reasons for choosing only differences

of facial distances from first and last frame of the image sequence to produce the

features is that

• Last frame contains the face with a peak of emotion. The unique facial

distances are seen from the face with a peak of each emotion easier than the

faces from other frames in the image sequence,

• Using many frames can give more information to the classifier but it can

produce more dimensions of features that are related to feature redundancy,

classification overfitting, and speed of computing issues.

3.4.2 Feature Selection and Classification

After the number of features are reduced to M , we use the classifier and feature

selection from orange library. Orange is an open source library for data mining

through visual programming or Python scripting. We choose SVM as the classifier

and we use the relief method for feature selection to reduce features from M

features to 40 features to avoid over fitting. We use 10 folds cross validation to

test the performance of our model. The parameters of the SVM are set as seen in

Table 3.1. The parameters of SVM are adjusted automatically by Orange library

for increase of classification rate.
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Parameters Methods

kernel RBF

mullticlass stratigie one vs one

other parameters automatically adjusted by orange library

Table 3.1: SVM parameters used in our research



CHAPTER IV

Results and Discussion

4.1 Facial Point Tracking

We show the results of some image sequences for the first, the middle and the last

frames in each emotion. We show facial tracking with high accuracy and some

results with low accuracy as well.

4.1.1 Accurate Tracking

The tracking results of the sequences labeled as one of the basic emotions are shown

in Figures 4.1, 4.2, 4.3, 4.4, 4.5, and 4.6. The results of three image sequences

are shown for each emotion. The first, the second, and the third columns in

the Figures are the first, the middle, and last frames of the image sequences,

respectively. Tracking results of 18 facial points around eyebrows, eyes, nose, and

mouth are shown in each figure.

4.1.2 Inaccurate Tracking

Some of image sequences have inaccurate tracking results as shown in Figures 4.7

and 4.8. The first, the second, and the third columns in the Figures are the first,

the middle, and last frames of the image sequences, respectively. The reasons of

inaccurate tracking are that

• Using particles for probabilistic value approximation cause accuracy to drop

but it reduces complexity of calculation.

• Face deformation of emotion expression is not rigid so that using the static

templates form the neutral face causes accuracy to drop when deformation of
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Figure 4.1: This figure shows tracking results of three image sequences that are

labeled as anger. Each row is for each image sequence. The first, the second, and

the third columns are the first, the middle, and last frames of the image sequences,

respectively.
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Figure 4.2: This figure shows tracking results of three image sequences that are

labeled as disgust. Each row is for each image sequence. The first, the second, and

the third columns are the first, the middle, and last frames of the image sequences,

respectively.
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Figure 4.3: This figure shows tracking results of three image sequences that are

labeled as fear. Each row is for each image sequence. The first, the second, and

the third columns are the first, the middle, and last frames of the image sequences,

respectively.
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Figure 4.4: This figure shows tracking results of three image sequences that are

labeled as happiness. Each row is for each image sequence. The first, the second,

and the third columns are the first, the middle, and last frames of the image

sequences, respectively.
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Figure 4.5: This figure shows tracking results of three image sequences that are

labeled as sadness. Each row is for each image sequence. The first, the second, and

the third columns are the first, the middle, and last frames of the image sequences,

respectively.
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Figure 4.6: This figure shows tracking results of three image sequences that are

labeled as surprise. Each row is for each image sequence. The first, the second,

and the third columns are the first, the middle, and last frames of the image

sequences, respectively.
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Real/Predict Anger Disgust Fear Happiness Sadness Surprise

Anger 17 6 0 9 3 1

Disgust 6 43 2 5 1 0

Fear 3 2 7 3 5 3

Happiness 5 7 0 49 2 1

Sadness 1 1 2 3 10 5

Surprise 1 1 0 0 2 71

Table 4.1: Performance of classification

Real/Predict Anger Disgust Fear Happiness Sadness Surprise

Anger 47.22 16.67 0 25 8.33 2.78

Disgust 10.53 75.44 3.51 8.77 1.75 0

Fear 13.04 8.7 30.43 13.04 21.74 13.04

Happiness 7.81 10.94 0 76.56 3.13 1.56

Sadness 4.55 4.55 9.09 13.64 45.45 22.73

Surprise 1.33 1.33 0 0 2.67 94.67

Table 4.2: Performance of classification calculated as percentage of successful

prediction

the emotional frame make huge difference from the neutral frame. However,

using simple templates like this causes has a complexity of computing.

4.2 Classification Rate

Table 4.1 shows the success rate of emotion classification. The row labels are

the real labels of emotions from video sequences and the column labels are the

predicted emotions. Table 4.2 shows the Table 4.1 in the form of percentage. In

accuracy of classification can come from the inaccurate tracking results and the

number of samples. As seen in the result Table 4.1, the results of emotion with

low number of samples have low accuracy.
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Figure 4.7: This figure shows inaccurate tracking results of some image sequences.

Each row is for each image sequence. The first, the second, and the third columns

are the first, the middle, and last frames of the image sequences, respectively.
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Figure 4.8: This figure shows inaccurate tracking results of some image sequences.

Each row is for each image sequence. The first, the second, and the third columns

are the first, the middle, and last frames of the image sequences, respectively.
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4.3 Discussion

In practical applications, speed and accuracy are important keys. Our method is

based on probabilistic estimation so the complexity is low. Moreover, the texture

information from the first frame plays an important role for accuracy in this work

for facial point tracking. However, this kind of texture is not presented in unseen

faces. This is the big limitation that needs to be improved so that emotion detec-

tion can be easier adapted to a real world application. We suggest that the future

works should focus on tracking algorithm that can localize facial points from any

single frame in an image sequence without using the texture information from first

frame or the spacial information from the previous frame. Another point is that

using the low-level programming language is suggested to make the algorithms

run faster.
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