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At present, there are many studies related to the use of medical information, in
order to assist in the analysis and diagnosis of the patients. In the field of computer science,
there are methods to assist in analysis and diagnosis of the various diseases using the data
mining techniques. Data mining is a popular technique used for analyzing a large number of
data, to find the relationship of the hidden information in those data and applied for the
benefits of the organization. Classification technique based on the supervised learning is one
of the data mining techniques, which divides the dataset into two subsets: training set and
testing set. The training set is used to create a classification model and this classification
model will be evaluated the performance by the testing set. In this thesis, three individual
classifies, namely, Naive Bayes approach, Support Vector Machine and K-Nearest Neighbor
method are combined using an artificial neural network with backpropagation learning to
enhance the performance of classification. This method is called a mixed classifier. The
process of the mixed classifier divides the classification into two major phases. In the first
phase, the heart disease dataset obtained from the UCI Machine Learning Repository is
classified by Naive Bayes approach, Support Vector Machine and K-Nearest Neighbor method.
Then in the second phase, the results of individual classifiers become the input for classifying
with the artificial neural network. The performance of the mixed classifier is measured by
three heterogeneous measures: accuracy, False Positive Rate (FPR) and False Negative Rate
(FNR). From the experimental results, the mixed classifier is more accurate and yields better

FPR than the other classifiers.
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Chapter 1. Introduction

In the recent decade, data are very important and valuable in several fields such
as business, financial, marketing, trading and stock etc. Due to data size, some of these
data are beneficial and can be used subsequently. Researchers are interested in
extracting the knowledge from these data. The medical information is one of the
datasets that many researchers are interested in studying, in order to assist the
physician to diagnose and classify the heart patients.

According to the 2015 annual report of ThaiNCD (Bureau of Non-Communicable
Disease) [1], heart disease is one of the non-communicable diseases which is the
leading cause of death in Thailand. As shown in Table 1, there are 58,681 deaths from
heart disease in the year 2014. The death rate of heart disease in Thailand is becoming
incessant and progressive every year. In the same way, in the United States of America,
the leading cause of death is heart disease. The 2017 Heart Disease and Stroke Statistics
from AHA (American Heart Association) shows that 790,000 people have heart attacks
each year in the USA and 114,000 people will die because of it. For all the mentioned

above, it is imperative that an awareness of this disease should be considered.

Table 1. The number and rate of death per 100,000 population of all age groups

caused by non-communicable diseases between 2007-2014 in Thailand.

Diseases 2007 2008 2009 2010 2011 2012 2013 2014

Cardiovascular 34,742 | 35391 39,459 39,453 46,349 54,530 58,681 58,681
disease (55.20%) | (56.00%) | (61.94%) | (61.94%) | (72.12%) | (84.38%) | (90.34%) | (90.34%)

Ischemic 13,742 | 13,395 13,124 13,037 14,422 15,070 17,388 18,079
heart disease | (20.25%) | (21.19%) | (20.68%) | (20.47%) | (22.47%) | (23.45%) | (26.91%) | (27.83%)

12,995 | 13,133 | 13,353 | 17,540 | 19,283 | 20,368 | 23,350 | 25,114

Stroke
(20.65%) | (20.78%) | (21.04%) | (27.53%) | (30.04%) | (31.69%) | (36.13%) | (38.66%)
) 2,291 2,463 2,295 2,478 3,664 3,684 5,165 7,115
Hypertension
(3.64%) (3.90%) (3.62%) (3.89%) (5.71%) (5.73%) (7.99%) | (10.95%)
Diabetes 7,686 7,725 7,019 6,855 7,625 7,749 9,647 11,389

mellitus (12.21%) | (12.22%) | (11.06%) | (10.76%) | (11.88%) | (12.06%) | (14.93%) | (17.53%)
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At present, there are several computer science studies that use the heart disease
data to assist in the classification of the heart patients’ symptoms. In classifying the
heart disease patients, the data mining technique is used to discover some
relationships among the heart disease data. Data mining is a powerful tool which has
several techniques such as classification, association, clustering techniques etc.

Due to the mentioned benefits of data mining techniques, there are many types
of research that proposed the heart disease classification using data mining techniques.
In order to improve the performance of the heart disease classification and yield better
results than previous research, this thesis proposes a mixed classification based on
supervised learning. The mixed classifier is created by using three different techniques;
that is, Support Vector Machine (SVM), K-Nearest Neighbor (KNN) method and Naive
Bayes approach based on multi-layer perceptron with backpropagation learning
algorithm.

1.1. Objective

In order to improve the performance of the heart disease patients classification,

there are two goals as follows.

1. To diagnose heart disease with high accuracy.

2. To evaluate the performance of the proposed model comparing with the
previous research.

1.2. Scope of thesis and constraints
There are two issues in this research as follows.

1. The heart disease dataset was gathered from UCI repository. This dataset
contains 303 instances and 14 attributes including class attribute. Some
missing attribute values are denoted by "?".

2. The proposed classifier technique is created by three different basic
classification approaches: Naive Bayes approach, SVM and KNN method to

classify patients on heart disease.
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1.3. Expected outcome
This research aims to propose a classification model for classifying patients into
two classes: risk and non-risk. Moreover, our method can be used to support a doctor

to diagnose the heart disease, which helps save a patient’s life. Additionally, it can

reduce time for diagnosis.
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Chapter 2. Theoretical backgrounds

2.1. Diagnosis of the heart disease

There are two steps in general diagnosis of the heart disease, in the heart
patients. First, preliminary physical examination such as sex, age, weight, height, heart
rate and measuring blood pressure etc. is conducted. Next, there is the use of medical
instruments to analyze the heart patient and other diagnostics as follows.

1. Electrocardiography (ECG).
This approach is an electrical signal record process of the heart activity, in order
to help the physicians detect abnormalities of cardiac arrhythmias and cardiac
structures. ECG examines the patients both while they are exercising and not
exercising. The use of electrocardiograms while exercising is called “Exercise

Stress Test”.
2. Holter Monitoring.

Although this approach is similar to ECG approach, Holter Monitoring can be
carried out with the heart patient everywhere, in cases that the ECG is unable

to detect abnormalities of cardiac arrhythmias. It takes 24-72 hours to examine.

3. Echocardiography (ECHO).
Echocardiography or “ECHO” creates the graphical image, using reflected high-
frequency sound wave. It is called ultrasound scanning. The contraction of the
heart, conditions of heart valves and detection of the presence of narrowing
can be assessed by this approach.

4. Magnetic Resonance Imaging (MRI)
MRI is the medical equipment that uses radio wave and a magnetic field to
take an image of the tissues, organs and other structures within the body. This
approach can support the diagnosis, the treatment plan and follow up on
patient's treatment.

5. Computerized Tomography Scan (CT Scan)
CT Scan is using computed tomography to conduct diagnosis of the patient.
The physician will use radiation to examine the area. This approach provides

images with higher resolutions than normal x-rays.
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2.2. Data mining

Data mining is the process of extraction the large data to find the model or useful
knowledge which is hidden in that large data. At present, many fields employ data
mining techniques to assist in their data analysis. For example, in business, to launch
a product that suits consumer behavior, data mining techniques are used to analyze
customer data, sales, marketing, etc. Figure 1 shows the data mining process that

consists of four major steps; raw data, data preprocessing, data mining and evaluation.

-
Evaluation ]—» Knowledge
.
~
4{ Data Mining
Y, - - Naive Bayes approach

T

I ] !
) . - K- h h

:_ - Classification - -! > K-Nearest Neighbor method

i

1

| N
N | ,=> Support Vector Machine
Data . - -» Association ]
Preprocessing ! I_> Decision tree
.

T I--> Clustering
- - » Selection

- » Artificial neural networks

[ Raw Data ] - -» Transformation
1

ey Handling missing values

- -» Data understanding

-» Data collection

Figure 1. The data mining process.

In this thesis, classification technique is chosen to classify the heart dataset.
Classification is one of the most popular data mining techniques based on supervised
learning. This approach divides the original dataset into training and testing set. The
training set is used to create the model and this model is evaluated by the testing set.
There are several classification techniques, namely Naive Bayes approach, K-Nearest
Neighbor (KNN) method, Support Vector Machine (SVM), Decision tree random forests

and artificial neural networks.
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2.2.1. Naive Bayes approach

Naive Bayes approach is a classifier technique based on Bayes’ Theorem by using
the conditional probability. The conditional probability is the probability of event A
when considering that event B occurs first (The probability of event A given event B).
It can be calculated by using equation (2.1). On the other hand, if event B occurs

before event A occurs, it can be calculated by using the equation (2.2).

P(B|4) = P(ANB)
where P(B|A) is the conditional probability of B given A.
P(A n B) is the joint probability of A and B.
P(A) is the probability of A.
P(AlB) = P(ANB)

where P(A|B) is the conditional probability of A given B.

P(A N B) is the joint probability of A and B.

P(B) is the probability of B.
The equation (2.1) and (2.2) show that P(4 n B) are equivalent. So, the new

equation can be formed as follows.
P(ANB) = P(B|A) x P(4) from (2.1), P(ANB) = P(A|B) x P(B) from (2.2)
Then,
P(B|A) x P(A) = P(A|B) x P(B)

P(A|B) x P(B)

P(B|A) = i) (2.3)

Subsequently, change B to class C.

P(C|A) = P(Al?(:)P(C) (2.0)
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where P(C|A) is the posterior probability of the class (C) given a set of attributes
(A).
P(C) is the prior probability of the class.
P(A|C) is the probability of a set of attributes (A) given the class (C).
P(A) is the prior probability of a set of attributes.
Suppose there are two class: C; and C,. After P(C{|A) and P(C,|A) are
calculated by using equation (2.4). The set of attributes is assigned to the class with

higher posterior probability.

Example of Naive Bayes approach

For example, a part of “The heart disease dataset” is obtained from the UCI
Machine Learning Repository as shown in Table 2. It contains 14 instances, 4 attributes
and 2 classes, risk and non-risk.

Table 2. The heart disease dataset.

slope restecg | sex fbs | Class (Risk, Non-Risk)
up sloping 0 male | false Risk
up sloping 0 male | true Risk
flat 0 male | false Non-Risk
down sloping 1 male | false Non-Risk
down sloping 2 female | false Risk
down sloping 2 female | true Risk
flat 2 female | true Non-Risk
up sloping 1 male | false Risk
up sloping 2 female | false Non-Risk
down sloping 1 female | false Risk
up sloping 1 female | true Non-Risk
flat 1 male | true Non-Risk
flat 0 female | false Non-Risk

down sloping 1 male | true Risk
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Calculating the conditional probability of all attributes in data training

Table 3. The conditional probability of slope attribute.

slope class Probability of attribute given the class
attribute Risk Non-Risk P(slope|Risk) P(slope|Non — Risk)
up sloping 3 2 3/7=0.43 2/7 =0.29

flat 0 a4 0/7 = 0.00 4/7 = 0.57
down sloping 4 1 4/7 = 0.57 1/7 =0.14

Table 4. The conditional probability of restecg attribute.

restecg class Probability of attribute given the class
attribute Risk Non-Risk | P(restecg|Risk) | P(restecg|Non — Risk)
0 2 2 2/7 =0.29 2/7 =0.29

1 3 3 3/7 =0.43 3/7 =043

2 2 2 2/7 = 0.29 2/7 =0.29

Table 5. The conditional probability of sex attribute.

class Probability of attribute given the class
sex attribute
Risk Non-Risk P(sex|Risk) P(sex|Non — Risk)
male 4 3 4/7 = 0.57 3/7 =0.43
female 3 4 3/7 = 0.43 4/7 = 0.57

Table 6. The conditional probability of fbs attribute.

class Probability of attribute given the class
fbs attribute
Risk Non-Risk P(fbs|Risk) P(fbs|Non — Risk)
true 3 3 3/7 =043 3/7 =043
false q 4 4/7 = 0.57 4/7 = 0.57
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Table 7. The testing instance.

Actual class | The predicted
No. slope restecg sex fbs (Risk, Non- class of Naive
Risk) Bayes approach
1. up sloping 0 male false Risk Risk
2. flat 2 female | true Non-Risk Non-Risk
3. down sloping 1 male true Risk Risk

In this example, the numbers of instances of risk and non-risk classes are equal.
Both classes include seven instances. So the probability of each class, P(C), is 0.5. In
the same way, the value of the probability of a set of attributes P(A4) is calculated
once and never changed. So P(C) and P(A) can be ignored in equation (2.4).
Consequently, the equation of Bayes’ Theorem for this example can be modified to

the equation below.

n
N:
Ginigpe(T) = Y ~LGini(T = t) (2.5)

where P(A|C) = P(A{|C) X P(4,|C) X P(A3]|C) X ... x P(4;]C)

Calculating the posterior probability of instance no.1

P(Risk|slope = up sloping,restecg = 0,sex = male, fbs = false )

= P(slope = up sloping|Risk) X P(restecg = 0, |Risk) X P( sex = male|Risk)
X P(fbs = false|Risk)

= 0.43 X 0.29 X 0.57 x 0.57 = 0.0405

P(Non — Risk|slope = up sloping ,restecg = 0,sex = male, fbs = false)

= P(slope = up sloping|Non — Risk) x P(restecg = 0|Non — Risk)
X P(sex = male|Non — Risk) X P(fbs = false|[Non — Risk)

=0.29 X 0.29 X 0.43 x 0.57 = 0.0206
As the value of P(Risk |Attribute) is greater than P(Non — Risk |Attribute),

this instance should belong to risk class with higher probability. So, Risk class is the

answer of this instance.



21

Calculating the posterior probability of instance no.2

P(Risk|slope = flat,restecg = 2,sex = female, fbs = true )

= P(slope = flat|Risk) X P(restecg = 2 |Risk) X P(sex = female |Risk)
X P(fbs = true |Risk)

=0x029%x043x043=0

In this case, P(slope = flat|Risk) is zero that means none of this pattern occurs
in this training set. So the total value of P(Risk|slope = flat,restecg = 2,sex =
female, fbs = true) is zero. The probability estimation is required to handle this
situation.

Laplace is probability estimation that deals with conditional probability which is

zero. It can be calculated by using equation below:

P(4;|C +1
P(Ailc)new= (ll )old

n+c (2.6

where n is the number of instances which has class as C

¢ is the number of classes in dataset.

For example.

P(slope = flat|Risk)y4 + 1
P(slope = flat|Risk) ey = (slope = flat|Risk),ia

n+c
_0+1

+2
=0.11

Thus, The probability estimations of P(slope = flat|Risk)
and P(slope = flat|Non — Risk) are shown in Table 8.

Table 8. The probability estimation of slope attribute.

slope class The probability estimation

attribute | Risk | Non-Risk | P(slope = flat|Risk) | P(slope = flat|Non — Risk)

0+1 4+1
flat 0 a4 —=0.11 ——=0.56
7+ 2 7+ 2
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Then, the posterior probability of the instance no.2 is described as below.

P(slope = flat|Risk) x P(restecg = 2 |Risk) X P(sex = female |Risk)
X P(fbs = true |Risk)

=0.11x 0.29 x 0.43 x 0.43
= 0.0059

Also, P(Non — Risk|slope = flat,restecg = 2,sex = female, fbs = true)

= P(slope = flat|Non — Risk) X P(restecg = 2|Non — Risk)

X P(sex = female|Non — Risk) X P(fbs = true|Non — Risk)
= (0.56 X 0.29 X 0.57 x 0.43
= (0.0398

As the value of P(Non — Risk |Attribute) is greater than P(Risk |Attribute),
this instance should belong to non-risk class with higher probability. So, Non-Risk class

is the answer of this instance.

Calculating the posterior probability of instance no.3

P(Risk|slope = down sloping,restecg = 1,sex = male, fbs = true)
= P(slope = down sloping |Risk) X P(restecg = 1 |Risk)
X P(sex = male|Risk) X P(fbs = true|Risk)
= 0.57 X 0.43 x 0.57 x 0.43
= 0.06007

P(Non — Risk|slope = down sloping,restecg = 1,sex = male, fbs = true )
= P(slope = down sloping |Non — Risk) X P(restecg = 1 |[Non — Risk)

X P(sex = male|Non — Risk) X P(fbs = true|Non — Risk)
=0.14 X 0.43 X 0.43 X 0.43
= 0.01113

As the value of P(Risk|Attribute) is greater than P(Non — Risk|Attribute), this
instance should belong to risk class with higher probability. So, Risk class is the answer

of this instance.
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2.2.2. Support Vector Machine
Support Vector Machine is a classification technique that separates the data by
hyperplane. Hyperplane can be a linear line or a plane used to classify the instance
into two classes. The SVM concept is divided into two cases, depending upon a
function used to classify data.
The first case is linear separable. The dataset can be shown in Figure 2. The
details of this case are as follows:
1. Plot the dataset in feature space (dimensional space) as shown in Figure 3
(.
2. Find the linear hyperplane that separates the instances into two classes with
a large margin between the hyperplane and each support vector. So there is
one linear hyperplane as shown in Figure 3 (b).

[] Class 0 QO Class1
A,

A
N
=] N
g o RN

O

Figure 2. Example of linear separating dataset in SVM.
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Figure 3. Example of linear separable case in SVM.
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The second case is not linear separable. The dataset can be shown in Figure 4.
In this case, kernel function for non-linear mapping is used. The details of this case are
as follows:

1. Use the kernel function for non-linear mapping to transform the original
training data into a higher dimension. The result depends on a suitable kernel
function. Figure 5 shows the use of the kernel function.

2. Search for the linear optimal separating hyperplane within new dimension.
There is one hyperplane to separate data into two classes which have the
large margin.

[ Class 0 Q Classl
A,

Aq

Figure 4. Example of non-linear separating dataset in SVM.
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Ficure 5. Transformation of the original training data into a higher dimension by the

kernel function.
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2.2.3. K-Nearest Neighbor method

K-Nearest Neighbor method is one of the supervised learning methods that
divides the original data set into the training set and testing set, then generates the
classification model from the training set and uses the testing set to evaluate the
performance of that model. This method measures similarity to compare an unknown
instance with every instance in the training set so that it can assign an unknown
instance to the class based on majority class that is nearest to the unknown instance.

Figure 6 presents the classification framework of KNN method.

[ Class 0 Q Class1 A\ New instance
A, A,
O o O o
O O O
@) @)
N=JO o y
| |
o O o O
O O
A, Ay
(@) 1-nearest neighbor (b) 3-nearest neighbor
[ Class 0 O Classl A\ New instance
A,

Aq

(c) 5-nearest neighbor

Figure 6. The classification framework of KNN method.
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For example, in Figure 7, there are 2 classes in datasets, class 0 and class 1 which

are represented by orange circles and blue squares respectively. The two dimensional

spaces in this example consist of A; and A,. The steps of KNN method are as follows.

Step 1.
Step 2.

Step 3.

Step 4.

Step 5.

Determine the number of nearest neighbor. This example sets k as 5.
Transform the original training data into n-dimensional space, (n is a
number of features or attributes). In Figure 6 (a), the original training data
are transformed into two-dimensional space.

Measure the similarity of the unknown instance with each training
instance in the dimensional space. According to Figure 6 (b) and (c),
when the unknown instance appears in the dimensional space, the
similarity of the unknown instance and each training instance in the
dimensional space is measured. In this work, the Euclidean distance is
used to measure the similarity.

Sort the similarity values and select k instances of nearest neighbor
which have the highest similarity. In Figure 6 (d), k is 5, so the top 5
instances with the highest similarity consist of class 0 four instances and
class 1 one instance. These instances are nearest neighbors.

Assign an unknown instance to the class based on majority class in step
4 to the unknown instance. In this example, Figure 6 (e) shows that the

unknown instance is assigned to class 0.
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Figure 7. Example of KNN process.
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There are different similarity measures, but the most popular similarity measures
are Euclidean distance, Manhattan distance, Minkowski distance, Cosine similarity and
Jaccard similarity. This work uses the Euclidean distance to measure the similarity of

each instance which can be calculated by the equation below.

(2.7)

where x; y; are attribute i of two instances in data set

m is the number of attributes in each instance of the dataset.

An example of calculating two similarities from one instance compared with two
other instances are provided. In Table 9, three instances contain three attributes. In
order to measure two similarities, one between instance; and instance, and another

between instance; and instances, the Euclidean distances are calculated as follows.

Table 9. Three instances used for calculating two similarities.

Attributes
Instance
A As Ay

Instance; 2 5 q
Instance, 3 6 5
Instance; 4 3 2

3 3

Dg, = Z(Instancel ; — Instance2 ;)? | Dg, = Z(Instancel ; — Instance3 ;)?
i=1 i=1

Dpy =+/(2-3)2+(5-6)2+ (4—75)2

Dey =~/ (=1)2 + (-1)2 + (—1)?

=+/3 = 1.73205080757

Dpy =2 =42+ (5-3)2 + (4—2)2

Dey =~/ (2)% + (2)2 + (2)?

=12 = 3.46410161514



The Euclidean distance between instance; and instance, is 1.73205080757
while the distance between instance; and instances is 3.46410161514. Therefore,

instance; is more similar to instance, than to instances.

29
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2.2.4. Decision tree
Decision tree is a classification technique based on a tree structure. This

technique is a widely used classification technique. The tree structure is shown in

Root Node

Figure 8.

Internal Node

Leaf Node Leaf Node Leaf Node Leaf Node

Figure 8. The tree structure.
The tree structure consists of a root node, internal nodes, leaf nodes and branch
which are described as follows.

- The root node is an attribute or feature of the dataset that can be clearly split.
There are one or more outgoing branches and no incoming branches of the
root node.

- Internal nodes are attributes or features like a root node but there are one
incoming branch and one or more outgoing branches of the internal node.

- Leaf nodes are class labels of the data (The output from classification). There
are one incoming branch and no outgoing branches of the leaf node.

- Branch is an attribute value that is split from the internal node (attribute). So,
if there are two attribute values, there will be two branches from this attribute

(internal node).
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Decision tree Construction
Selecting the attribute as the root node.

In order to select an attribute which has purity as a root node. (Root nodes can
split the data clearly.) Three main measures are frequently used for selecting
attributes: Gini Index, Entropy and Misclassification error. In this work, Gini index is used
as a measure for selecting attributes. There are two equations for selecting attributes

as shown below.

n
i=1
where n is a number of classes,

T is a node of tree (or an attribute in dataset),

t; is the value of attribute T,

p(T =t;) is probability of T that is equal to t;.
and

n
N;
Ginigpue(T) = ) <L Gini(T = t) 29)
i=1

where N is a number of instances,
T is a node of tree (or an attributes in dataset),
N; is a number of instances providing each attribute value t; of

attribute T.
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For example, a partial heart disease dataset is retrieved from the original heart

disease dataset in UCI Machine Learning Repository as shown in Table 10. It contains

14 instances, 4 attributes and 2 class, risk and non-risk.

Table 10. A partial heart disease dataset.

slope restecg | sex fbs | Class (Risk, Non-Risk)
up sloping 0 male | false Risk
up sloping 0 male | true Risk
flat 0 male | false Non-Risk
down sloping 1 male | false Non-Risk
down sloping 2 female | false Risk
down sloping 2 female | true Risk
flat 2 female | true Non-Risk
up sloping 1 male | false Risk
up sloping 2 female | false Non-Risk
down sloping 1 female | false Risk
up sloping 1 female | true Non-Risk
flat 1 male | true Non-Risk
flat 0 female | false Non-Risk
down sloping 1 male | true Risk

From this dataset, the values of slope attribute contains up sloping, down sloping

and flat. Next, there are three different values in the restecg, that is, 0, 1 and 2.

Moreover, there are two possible values in the sex attribute. Finally, fbs contains true

and false. All of these values are presented in Tables 11, 12, 13 and 14 respectively.
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Table 11. The number of slope attribute values in each class.

Class
slope attribute
Risk Non-Risk
up sloping 3 2
flat 0 4
down sloping a4 1

With this table, the calculation can be given as follows.

Gini(slope = up sloping) =1 — ( > ( > = 0.48
2

Gini(slope = flat) = 1 — (_) = (%)

4\?
Gini(slope = down sloping) =1 — <§> — (—) = 0.32

Ginigpue (slope) = ( )(048)+( )(0)+( )(032)—0286

Table 12. The number of restecg attribute values in each class.

Class
restecg attribute
Risk Non-Risk
0 2 2
1 3 3
2 2 2

With this table, the calculation can be given as follows.
2

o 2\% 2
Gini(restecg =0) =1 — (—) - (—) =0.5

4 4
3\2 /3\?
Gini(restecg =1) =1 — (E) — (g) =0.5

2

Gini =2)=1 2\’ 2 =0.5
ini(restecg = 2) = _(Z> _(Z) = 0.

Ginigyc(restecg) = ( ) (0.5) + ( ) (0.5) + ( ) (0.5) = 0.500
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Table 13. The number of sex attribute values in each class.

Class
sex attribute
Risk Non-Risk
male 4 3
female 3 4

With this table, the calculation can be given as follows.
2

. 4% 3
Gini(sex = male) =1 — (7) — (7) = 0.49

2

- 3\* /4
Gini(sex = female) =1 — (7) — <7> = 0.49

7 7
Ginigye(sex) = (ﬁ) (0.49) + (ﬁ)(0.49) = 0.490

Table 14. The number of fbs attribute values in each class.

Class
fbs attribute
Risk Non-Risk
true < 3
false 4 a

With this table, the calculation can be given as follows.
2

Gini(fbs = true) =1 — (%) — (2)2 =0.5

2

Gini(fbs = false) =1 — (g)z - (g) =0.5

6 8
Ginigpu(Fbs ) = (ﬁ> (0.5) + ()(05) = 0.500

After the calculation of Ginigy,;(T) is finished, the Ginigy,;(T) results of these
attributes are compared. The lowest Ginigy;(T) value of attributes will be selected
as a root node. The above example shows that the Ginisy;(slope ) result has the
lowest value. Therefore, the slope attribute is selected as the root node. This step is

recursively repeated until the tree is complete.
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As shown in Figure 9, the Decision tree can generate rules that are used to classify
the heart disease dataset into risk or non-risk. The rules from this example are

explained as follow.

Root node --------------------

FTTTTTTT T flat

Internal nodes

Non-Risk Risk Branch

L — »
- -

1 1

1 1

1 1

I 1

Leaf nodes Risk Non-Risk : \
| |

1 1

1 1

_________________________________ I S o1

Figure 9. The Decision tree example.

1. If slope=up sloping and sex=male then class=Risk

If slope=up sloping and sex=female then class=Non-Risk

If slope=flat then class=Non-Risk

S

If slope=down sloping then class=Risk

There are four rules from Figure 9. Each rule is generated from a path of root

node to leaf nodes.

In this work, J48 Decision tree [12] using information gain is selected to compare

any other classifiers including the proposed method.
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2.2.5. Artificial Neural Network

Artificial Neural Network is a branch of artificial intelligence, a simulation of the
human brain function, which consists of a large number of neurons (nodes). A node is
the processor unit in the human brain. Each node can have many inputs. But there is
only one output from node. The output of a node becomes the input for other nodes.
Every output is connected to all nodes in the previous layer. Each connection of nodes
has a weight. Weight is the value that represents the significance of each node to
another node in the next layer. A simple structure of neuron network can be adjusted,
as shown in Figure 10. Also, Figures 11, 12, 13 and 14 present the neural networks from

simplest to most complex structure.

input

input

input

output

input

input

input

Figure 10. A simple neuron network structure.

In Figure 11, a simple neural network with single node, one input and one weight
called a single-node neural network is illustrated. x is an input, w is a weight and 0 is
the output from the activation function f(m). The bias and weight are parameters that

can be optimized for a neural network.
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0=f(m)

L 0

Figure 11. A single-node neural network.

Figure 12 shows a single node neural network with multiple inputs. It consists

of a single node, n inputs and weights.

0=

f(m) 0

Figure 12. A single-node neural network with multiple inputs.

Figure 13 shows a single-layer perceptron neural network. It consists of one

layer, many nodes and inputs.

0, = f(my) 0,

2 = f(m, 0,

05 = f(mg)——— 0

Figure 13. A single-layer perceptron neural network.
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Figure 14 shows a multi-layer perceptron neural network. It is the most popular
artificial neural network. It consists of multi-layer, many nodes and inputs. Moreover,

it can be applied to many pattern recognition problems.

fm}) ———o0}

—— f(mi)

f(mg)

Figure 14. A multilayer perceptron neural network.

Generally, there are well-known activation functions, such as linear function, a
sismoid function, Tanh or Hyperbolic Tangent and RelLU or Rectified Linear Unit. In this
work, sigmoid function is selected as the activation function. The function is similar to
the S curve as shown in Figure 15. The sigmoid function can be calculated by using

the equation below.

1
f)=1-= (2.10)

Figure 15. The sigmoid function curve.
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2.2.6.K-fold cross validation

To evaluate the performance of the classification model, the original dataset
must be divided into training and testing data. The training data is used to create the
classification model. Then, this model is evaluated by using the testing data. There are
three main techniques to divide the data, self-consistency test, split test and cross-
validation test. In this work, K-fold cross validation is selected to divide the heart
disease dataset.

K-fold cross validation is a widely used technique for dividing dataset to
evaluate the performance of a classification model. This technique will divide the
dataset into many subsets or folds, in which number of subsets depends on number
of K. For example, for 10-fold cross validation, the dataset is divided into 10 folds. Each
fold has an equivalent number of instances. Then each fold is used to evaluate the

classification model while the other folds are used for training process.

According to Figure 16, the process of 10-fold cross validation is described as

follows.

Round 1. Fold number one is used for testing data and the other folds are
used for training data. The training data is used to create the
classification model and testing data is used to evaluate that model.

Round 2. Fold number two is used for testing data and the other folds are
used for training data.

Round 3. Fold number three is used for testing data and the other folds are
used for training data.

Round 4. Fold number four is used for testing data and the other folds are
used for training data.

Round 5. Fold number five is used for testing data and the other folds are used
for training data.

Round 6. Fold number six is used for testing data and the other folds are used
for training data.

Round 7. Fold number seven is used for testing data and the other folds are

used for training data.
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Round 8. Fold number eight is used for testing data and the other folds are

used for training data.

Round 9. Fold number nine is used for testing data and the other folds are

used for training data.

Round 10. Fold number ten is used for testing data and the other folds are used

for training data.

v s e s e s o | oo
1 || N || 5 [ 6 || 7 | s | o | 10 | [ Roundg,
2 s a s et 8| o | t0]]roud
vz s a5 s T e | o o] reus,
e s e sl s | T e | o | to]f]Proun
vz s a s fef 7| 8| o | t0]]reun
e s e s sz e oo | oo
1 || 2 [ 3 | & | 5 | s || 7| 8 || o || 10 | | Round,
vl s e s e | 7 e |l 2] 10]]rews
t 2 2 el s s 7 s || o | 10]][rouna,

Figure 16. 10-fold cross validation.

Therefore, every fold (all instances in the dataset) is used to evaluate the

performance of the classification model. Each round of the evaluation yields a number

of true positive (TP), true negative (TN), false positive (FP) and false negative (FN). These

numbers will fill in the confusion matrix. The confusion matrix is described in next

section.
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2.2.7.Performance measurement

There are several performance measurements which are well known and
commonly used to measure the performance of a classification model such as
accuracy, false positive rate (FPR), false negative rate (FNR), etc. They are calculated
from the number in the confusion matrix. The confusion matrix is the table that
contains the number of classifications from the obtained result as shown in Table 15.

Table 15. The confusion matrix.

Predicted class

Non-Risk Risk
" True negative False positive
o Non-Risk
T (TN) (FP)
§ False negative True positive
& Risk

(FN) (TP)

The details of the confusion matrix are as follows.

True negative (TN) is the number of classifications for which classifier predicts
that the patients have non-risk and in fact, the patients have non-risk.

True positive (TP) is the number of classifications for which classifier predicts that
the patients have risk and in fact, the patients have risk.

False positive (FP) is the number of classifications for which classifier predicts
that the patients have risk but in fact, the patient have non-risk.

False negative (FN) is the number of classifications for which classifier predicts
that the patients have non-risk but in fact, the patients have risk.

In order to measure the performance of each classifier, three different measures;
accuracy, false positive rate and false negative rate, are chosen in this study. These
measures are described in the following paragraphs.

Accuracy is the probability of correct prediction. The accuracy can be

calculated using the equation below.

(TP +TN)
(TP + TN + FP + FN) (2.11)

Accuracy =
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False positive rate is the ratio of the number of incorrectly predicted non-risk

patients to the total number of actual non-risk patients.

FP

False positive rate = m (2.12)

False negative rate is the ratio of the number of incorrectly predicted risk

patients and to the total number of actual risk patients.

FN

False negative rate = m (2.13)
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Chapter 3. Related Works

In the recent decades, there have been many studies presenting several data
mining techniques with medical data such as Naive Bayes approach, Support Vector
Machine (SVM), K-Nearest Neighbor (KNN) method, Decision tree, Artificial Neural
Network (ANN) to help medical diagnosis and classification of patients. This Chapter
reviews previously relevant research on the classification of medical information. Table
16 presents eight research works related to heart disease classification and data mining

techniques.

Table 16. The previous research on medical classification.

Years Research name Author (s)

Diagnosis of Heart Disease using Data Mining | A. Rajkumar and G. S.
2010
Algorithm [3] Reena

Comparison of Data Mining Classification
2013 C. Shah and A. G. Jivani
Algorithms for Breast Cancer Prediction [8]

An Ensemble Based Decision Support Framework | S. Bashir, U. Qamar, and

for Intelligent Heart Disease Diagnosis [4] M. Y. Javed

A Comparative Study of Breast Cancer Detection
2014 S. Ghosh
based on SVM and MLP BPN Classifier [9]

Prediction of Diseases by Cascading Clustering | B. V. Sumana and T.

and Classification [10] Santhanam

E. O. Olaniyi, O. K. Oyedotun,
2015 | Neural Network Diagnosis of Heart Disease [5]
and A. Helwan

Diagnosing of Heart Diseases Using Average K-
C. Kalaiselvi
Nearest Neighbor Algorithm of data mining [6]

2016 | Classification and Prediction of Heart Disease Risk

Using Data Mining Techniques of Support Vector | S. Radhimeenakshi

Machine and Artificial Neural Network [7]

The details of these previous studies are described as follows.
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In 2010, “Diagnosis of Heart Disease Using Datamining Algorithm” was proposed
by A. Rajkumar and G. S. Reena [3]. They selected three different data mining
techniques namely Naive Bayes approach, KNN method, and Decision List algorithm to
classify the heart disease dataset with 10-fold cross validation. This dataset consists of
3000 instances and 14 attributes. The Tanagra tool was used for this experiment to
compare the results of three techniques. The accuracy and time taken to build the
models were used for the performance comparison of these three techniques. As
shown in Table 17, Naive Bayes approach provides higher accuracy than KNN method
and Decision List.

Table 17. The performance comparison of three techniques from [3].

Algorithm Used Accuracy Time Taken
Naive Bayes approach 52.33% 609ms
Decision List 52% 719ms
KNN method 45.67% 1000ms

In 2013, C. Shah and A. G. Jivani presented “Comparison of Data Mining
Classification Algorithms for Breast Cancer Prediction [8]”. Their research used the
WEKA software to analyze three algorithms, Decision tree, Bayesian Network and K-
Nearest Neighbor (KNN) method. The performance of these algorithms was compared
with several performance measures such as time taken, percentage of correctly
classified instances and percentage of incorrectly classified instances as shown in Table
18. The Bayesian Network outperforms other algorithms in terms of accuracy and time
taken to build the models.

Table 18. The performance comparison of data mining classification algorithms for

breast cancer prediction from [8].

Percentage of Percentage of
Time taken
Classifiers correctly incorrectly
(Sec)
classified instance | classified instances
Decision tree 0.11 95.9943% 4.0057%
Bayesian Network 0.02 95.9943% 4.0057%
KNN method 0.02 94.9928% 5.0072%
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In 2014, "An Ensemble based Decision Support Framework for Intelligent Heart
Disease Diagnosis” was published by S. Bashir, U. Qamar and M. Y. Javed [4]. Their
research gathered the heart disease datasets from Cleveland database of UCI
repository to develop an intelligent heart disease diagnosis and prediction system. The
prediction system is the combination of three different classification techniques: Naive
Bayes approach, Decision trees Gini Index (DT-GI) and SVM, using majority vote. The
performance measurement of their prediction system was evaluated with the

accuracy, sensitivity and specificity. Accuracy of prediction system is 81.82% as shown

in Table 19.
Table 19. The performance of prediction system from [4].
Classifiers Accuracy | Sensitivity | Specificity
Naive Bayes approach 78.79% 68.42% 92.86%
SVM 75.76% 73.68% 78.57%
Decision tree 72.73% 63.16% 85.71%
Their proposed method 81.82% 73.68% 92.86%

In the same year, S. Ghosh presented “A Comparative Study of Breast Cancer
Detection Based on SVM and MLP BPN Classifier” [9]. The researcher used the breast
cancer dataset from UCI repository to analyze breast cancer with two different
classifiers: Multi-Layer Perceptron with Backpropagation (MLP-BPN) and SVM. In the
data preprocessing, the principle component analysis was used to reduce the number
of attributes (dimensions) of the breast cancer dataset. The missing value was replaced
by the mean value of an attribute. Then, the 10-fold cross-validation technique was
used to divide the breast cancer dataset to the training set and testing set. Finally,
MLP-BPN and SVM classifiers were implemented by MATLAB software. Different
performance measurements were used in the research, such as accuracy, precision,
recall, F-measure, Kappa statistic, etc. Table 20 shows only the accuracies in various

number of dimensions.
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Table 20. The accuracies in various number of dimensions from [9].

Number of dimensions
Classifiers

5 6 7 8 9

Accuracy of SVM 95.56% | 96.28% | 96.71% | 96.71% | 96.85%

Accuracy of MLP-BPN | 95.27% | 95.71% | 95.71% | 94.71% | 94.99%

Additionally, “Prediction of diseases by Cascading Clustering and Classification”
was proposed by B. V. Sumana and T. Santhanam [10]. They collected five different
medical datasets; Wisconsin Breast cancer, Breast cancer-L, Heart Cleveland, Diabetes,
and Liver Disorder from UCI repository. Their proposed method used the Weka
software to classify these medical datasets with 10-fold cross validation. The method
consists of four steps. First, data preprocessing deals with missing value, outliers, noisy
data and irrelevant attributes. Next, the correlation based feature selection with best-
first search algorithm is used to select the attributes (features). Then, k-mean algorithm
is used to group the dataset into two clusters: incorrect and correct clusters. The
incorrect cluster is eliminated. Finally, 12 different classifiers are analyzed with the
Weka software. The performance of the classifiers is based on the Accuracy, Kappa,
Mean Absolute Error and Time.

In the following year, E. O. Olaniyi, O. K. Oyedotun and A. Helwan used the
artificial neural network to conduct diagnosis of heart diseases. Their research title is
“Neural Network Diagnosis of Heart Disease” [5]. In data preprocessing, the heart
disease dataset collected from UCI repository consists of 13 attributes and 270
instances. Before using this dataset in training with neural networks, the dataset was
divided into 60% for training set and 40% for testing set. Also, the normalization was
used to transform the dataset to the suitable input for neural network. In an artificial
neural network, there are three layers: input layer, hidden layer and output layer. The
hidden layer consists of six nodes, the output layer consists of two nodes and number
of epochs is set to 2000. The backpropagation algorithm with feedforward neural
network was used to train for a neural network. Also, the sigmoid function was
employed as activation function. As shown in the Table 21, the recognition rate of an

artificial neural network with backpropagation algorithm is higher than other algorithms.
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Table 21. The recognition rate of each method from [5].

Method Recognition rate
KNN method 45.67%
Decision tree 84.35%
Naive Bayes approach 82.31%
WAC (Weighted Associative Classifier). 84%
BPNN 85%

“Diagnosing of heart diseases using average K-Nearest Neighbor algorithm of data
mining” [6] was conducted by C. Kalaiselvi in 2016. Their research gathered all four
heart disease datasets from UCI repository; Cleveland clinic foundation, Hungarian
institute of cardiology, university hospital of Switzerland and V.A. medical center. To
get the KNN method faster, average KNN method was proposed. The new approach
creates a super instance using the average of all training instances in each class. The
new approach can reduce the number of instances in the training set. Therefore, it is
faster to search the nearest neighbor. As shown in Table 22, the accuracy of the new
approach is higher than that of Naive Bayes approach and Decision tree.

Table 22. The accuracy of average K-Nearest Neighbor algorithm compared with

Naive Bayes approach and Decision tree from [6].

Accuracy with

Classification techniques

13 Attributes 14 Attributes
Naive Bayes approach 94.43% 90.72%
Decision tree 96.1% 96.62%
Average KNN method 96.5% 97%

Finally, “Classification and Prediction of Heart Disease Risk Using Data Mining
Techniques of Support Vector Machine and Artificial Neural Network” was published
in 2016 [7] by S. Radhimeenakshi. In order to classify the heart disease dataset taken
from UCI repository, the researcher used the Matlab R2010 to implement SVM and
ANN. Before the heart disease dataset was trained with SVYM and ANN, it was divided

into a training set, validation set and testing set. The performance of SVM and ANN was
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based on Accuracy, Precision and Sensitivity, Table 23 shows the performance of SYM

and ANN.

This Chapter presents the several studies that aim to propose the new

approaches for medical classification. In order to gain more reliable results of the heart

Table 23. The performance of SVM and ANN from [7].

Method | Accuracy | Precision | Sensitivity
SVM 84.7% 85.6% 84.12%
ANN 81.8% 83.3% 68.7%

disease classification, the mixed classifier using three heterogeneous approaches based

on multi-layer perceptron with backpropagation learning algorithm is proposed in this

thesis. The proposed mixed classifier is presented in Chapter 4.
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Chapter 4. Proposed Method

This work proposes the mixed classifier by using different data mining techniques
to directly compare the performance of this work with the method from [4]. The data
mining techniques which are combined to build the mixed classifier include three
classifiers; Naive Bayes approach, Support Vector Machine (SVM) and K-Nearest
Neighbor (KNN) method. These classifiers are combined based on an artificial neural
network (ANN). The process of this work consists of five steps as shown in Figure 17:
data preparation, 10-fold cross validation, implementation of three classifiers, the
mixed classifier based on ANN, evaluation and performance analysis of the model. The

details of each step are as follows.

[ Data Preparation ]

' N
10-Fold Cross-Validation
L J
/ \
[ Naive Bayes Approach ] Support Vector Machine [K—Nearest Neighbor Method]
. J

— A ——

Mixed Classifier
Using ANN

'd )
Evaluation

and Performance analysis
| J

Figure 17. Process of the mixed classifier.
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4.1. Data Preparation

The heart disease datasets from UCI repository. It consists of four different
datasets which are taken from different medical center: Cleveland clinic foundation,
Hungarian institute of cardiology, university hospital of Switzerland, and V.A. medical
center. This work uses the dataset from Cleveland clinic foundation. In this dataset,
there are 303 instances, 14 input attributes including class attribute, 6 missing values
in ca and thal defect attributes and two classes: risk and non-risk. The details of
attributes information are shown in Table 24. In this work, the original dataset is used
without applying normalization to create the mixed classifier. The missing value is
handled by using mode of each attribute, so the values of ca and thal attributes are

replaced by 0 and 3 respectively.

Table 24. Attribute Information of the heart disease dataset from Cleveland clinic

foundation.
Attribute
No. Description Value
Name
1. | age Age in years Numeric
2. | sex Sex of subject 1 = male; 0 = female
3. |cp Chest pain types 1: typical angina
2: atypical angina
3: non-anginal pain
4: asymptomatic
4. | trestbps Resting blood pressure Numeric
(in mm Hg on admission to the
hospital)
5. | chol Serum cholesterol in mg/dl Numeric
6. | fbs Fasting blood sugar > 120 mg/dl | 1 = true; 0 = false
7. restecg Resting electrocardiographic 0: normal
result 1: having ST-T wave
abnormality




Attribute
No. Description Value
Name
2: showing probable
or  definite  left
ventricular
hypertrophy
8. | thalach Maximum heart rate achieved Numeric
9. | exang Exercise induced angina 1 =yes;0=no
10. | oldpeak | ST depression induced by | Numeric
exercise relative to rest
11. | slope Slope of peak exercise ST | 1: upsloping
segment 2: flat
3: downsloping
12. | ca Number of major vessels | 0-3
colored by fluoroscopy
13. | thal Defect type 3 = normal;
6 = fixed defect;
7 = reversable defect
14. | num Diagnosis of heart disease | Risk (1): 139 instances
(angiographic diseasestatus) Non-Risk ~ (0): 164
instances

4.2.

10-Fold Cross-Validation
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10-fold cross validation is used to separate the heart disease datasets to measure

the performance of the model. In this dataset, there are 303 instances which are made

up of 164 non-risk classes and 149 risk classes. So, after generating 10-fold cross

validation, each fold has approximately 30 instances which consist of 16 non-risk

classes and 14 risk classes. The details of k-fold cross validation have already been

described in Chapter 2.
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4.3. Three different classifiers

This work chooses three heterogeneous classifiers, Naive Bayes approach, SVM
and KNN method, to build the mixed classifier based on ANN. From 10-Fold Cross-
Validation, the training and testing datasets are implemented with these classifiers then
the output from these classifiers is prepared for using as input of the mixed classifier

in next step.

The advantages and disadvantages of individual classifiers are concluded in Table

25 while the details of these classifiers are described in Chapter 2.

Table 25. The advantages and disadvantages of individual classifiers.

Classifier Advantage Disadvantage

It is easy to apply, because | It only applies to an
Naive Bayes approach

it uses simple calculation. independent attribute.

Accuracy is higher than It takes a lot of time to
SVM

other classifiers. construct a model.

Because it is a lazy learner, | It takes a lot of computing
KNN method

the model is not built. time.

4.4, Mixed Classifier Using ANN

This step is a combination of the three classifiers from step 3. After the three
different classifiers, Naive Bayes approach, SVM and KNN method, are trained and
tested with 10-fold cross validation, ANN with backpropagation learning algorithm is
used to mix the results from these classifiers. The details of this step are shown in
Figure 18. There are two sub-steps, data preparation and ANN. The details of sub-steps

are explained as follows:
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Figure 18. The sub-steps of the mixed classifier.

4.4.1. Data Preparation

In order to prepare the dataset to use with the neural network, 10-fold cross

validation and data reduction are applied in this sub-step.

10-Fold Cross-Validation

The prediction results of Naive Bayes approach, SVM and KNN method becomes
the input for the neural network. In order to generate the training and testing set, these
results are used to create ten folds of data. Each instance contains three attributes
and yields either one of two possible class values: 0 (Non-Risk) and 1 (Risk). The details

of 10-fold cross validation have already been described in Chapter 2.

Data reduction

After the 10-fold Cross-Validation dataset is generated, there are 9 folds to be
the training dataset in each round. This training dataset contains eight possible patterns
from three classifiers as shown in Table 26. This means that in the training set there
will be duplicate patterns with either risk or non-risk class. The number of duplicate
patterns in each class will be counted. If the pattern consists of the number of

repetitions in risk class that is greater than the number of repetitions in non-risk class,
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then the risk class is defined as the actual class in this pattern. On the other hand, if
the pattern consists of the number of repetitions in non-risk class is greater than the
number of repetitions in risk class, then the non-risk class is defined as the actual class
in this pattern. However, if the pattern consists of the same number of repetitions in
both risk and non-risk classes, the majority vote will be used in this pattern instead.
The example is shown in Table 27. The pattern 1 1 1 consists of 93 repetitions in risk
class and 8 repetitions in non-risk class. The repetitions in risk class are greater than
the repetitions in non-risk class. Therefore, the risk class is defined as the actual class
in this pattern. In pattern 0 1 0, the numbers of risk and non-risk class are equal, the
majority vote will be used in this pattern. Therefore, the non-risk class is defined as
the actual class in this pattern. Actual class selection of eight patterns for every training

set shown in the appendix.

Table 26. The eight possible patterns in each training set.

Pattern
No. | Naive Bayes KNN
SVM
approach method
1 1 1 1
2 1 1 0
3 1 0 1
q 1 0 0
5 0 1 1
6 0 1 0
7 0 0 1
8 0 0 0




Table 27. Example of actual class selection of each pattern.

No. Pattern
Number | Number of
Actual
Naive Bayes KNN of risk | non-risk (0)
SVM class
approach method | (1) class class
1 1 1 1 93 8 Risk (1)
2 0 1 0 1 1 Non-risk (0)

4.4.2. Artificial neural network (ANN)

55

After the dataset has been prepared in the data preparation sub-step, the

the input layer and the hidden layer is fully connected.

network is trained by backpropagation learning algorithm. Finally, the testing set is used
to evaluate the trained network. In this work, ANN is based on multi-layer perceptron
architecture. The weights are adjusted from right to left of the network by
backpropagation learning algorithm. Figure 19 shows the architecture of the neural
network. There are three layers. Firstly, in the input layer, there are three inputs: x4,
X, and x5 obtained from Naive Bayes approach, SVM and KNN method, respectively.
Next, in the hidden layer, there are two hidden nodes. Finally, the output layer
contains one node. The sigmoid function is used as an activation function, which

transfers the data in the hidden and the output layers. Also, the relationship between

0 = f(my) —+0

Figure 19. Architecture of neural network in this study.
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4.5. Evaluation and Performance Analysis
In order to measure the performance of the mixed classifier, the proposed
method used three different measurements including accuracy, false positive rate and

false negative rate. The results of these measurements will be described in Chapter 5.
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Chapter 5. Experiments and Results

5.1. Experimental Setup

In this work, Cleveland clinic foundation heart disease dataset is gathered from

UCI repository. This dataset contains 303 instances and 14 attributes including class

attribute: risk and non-risk classes. The missing attribute values are replaced by the

mode of each attribute. Then, 10-fold cross-validation technique is used to divide

dataset to training and testing sets. The implementation of this experiment is run on

the windows operating system with CPU Intel Core i7-4790 at 3.60GHz and 16.0GB of

RAM. Weka 3.8 is a software used to implement all classifiers and parameter setting of

individual classifiers is shown in Table 28.

Table 28. Parameter setting of individual classifiers.

Classifier

Parameter setting

Naive Bayes approach

numDecimalPlaces: 2

Support Vector Machine
(SVM)

Kernel function: linear function
epsilon: 1.0E-12
toleranceParameter: 0.001

numDecimalPlaces: 2

K-Nearest Neighbor (KNN)

method

Number of neighbor : 5
nearestNeighbourSearchAlgorithm: Euclidean distance

numDecimalPlaces: 2

Decision tree

confidenceFactor: 0.25
mMinNumObj: 2

numDecimalPlaces: 2

Artificial neural network

(ANN)

Activation function: sigmoid function
Number of node in hidden layers: 2
Number of epochs: 1000

Learning rate: 0.3

Momentum: 0.2

numDecimalPlaces: 2
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5.2. 10-fold cross validation

After the data preparation is finished, 10-fold cross validation is generated by
separating Cleveland clinic foundation heart disease dataset into 10 subsets equally
for training and testing set. In Figure 20, the Cleveland clinic foundation heart disease
dataset contains 303 instances that are made up of 164 non-risk and 139 risk classes.
Therefore, each subset has approximately 30 instances that contain 16 non-risk and

14 risk class instances.

14 risk instances

* 16 non-risk instances

Heart disease datasets l
303 instances
= 1 Fold :

30 instances

139 risk instances 164 non-risk 164 instances

Figure 20. 10-fold cross validation in this experiment.

5.3. Evaluation and Performance analysis

From UCI repository, there are four heart different datasets which are taken from
Cleveland clinic foundation, Hungarian institute of cardiology, university hospital of
Switzerland and V.A. medical center. The dataset from Cleveland clinic foundation is
mainly used in this study. However, all four datasets are still used to show the

performance of the proposed method as well.
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5.3.1.Cleveland clinic foundation heart disease dataset

For evaluation the proposed method, the accuracy, false positive rate (FPR) and
false negative rate (FNR) are used to measure the performance of each classifier. These
measures are calculated from the confusion matrix which has been explained in
Chapter 2. The confusion matrices of individual classifiers are presented in Tables 29-
32. The confusion matrices of the mixed classifier using majority vote are presented in
Tables 33 and 34. The confusion matrices of proposed method is presented in Table
35. The performance measures of all classifiers in this work are shown in Table 36.
Moreover, all confusion matrices from 10-fold cross validation and the predicted

results of all classifiers are shown in the appendix.

Table 29. The confusion matrix of Naive Bayes approach.

Predicted class
Non-Risk Risk
é Non-Risk 143 21
E
G Risk 26 113
<
Table 30. The confusion matrix of SVM.
Predicted class
Non-Risk Risk
é Non-Risk 146 18
<
£ Risk 28 111
<

Table 31. The confusion matrix of KNN method.

Predicted class
Non-Risk Risk
é Non-Risk 142 22
T
5 Risk 23 116
<




Table 32. The confusion matrix of J48 Decision tree.

Predicted class

Non-Risk Risk
8 Non-Risk 135 29
g
5 Risk 39 100
<
Table 33. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote

Predicted class

Non-Risk Risk
8 Non-Risk 144 20
g
5 Risk 29 110
<
Table 34. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote

Predicted class

Non-Risk Risk
é? Non-Risk 144 20
E
£ Risk 24 115
<C

Table 35. The confusion matrix of the proposed method

Predicted class

Non-Risk Risk
r§ Non-Risk 148 16
E
£ Risk 26 113
<C
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Table 36. The performance measures

61

False Positive

False negative

Method Accuracy
Rate (FPR) rate (FNR)

Naive Bayes approach 84.49% 12.80% 18.71%
SVM 84.82% 10.98% 20.14%
KNN method 85.15% 13.41% 16.55%
J48 Decision tree 77.56% 17.68% 28.06%
Mixed classifier based on Naive Bayes
approach, SVM and J48 Decision tree 83.83% 12.20% 20.86%
using majority vote from [4]
Mixed classifier based on Naive Bayes
approach, SVM and KNN method 85.48% 12.20% 17.27%
using majority vote
Proposed method 86.16% 9.76% 18.71%

According to Table 36, the accuracy, FPR and FNR of the proposed method are

86.16%, 9.76% and 18.71% respectively. The proposed method provides better

performance than any other methods in terms of the accuracy and FPR. Also, the

method gives 18.71% FNR that is a bit higher than the lowest FNR belonging to KNN

method.
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5.3.2. AUl four heart disease datasets

AUl four heart disease datasets from UCI repository consists of 920 instances, 14
input attributes including class attribute, 1759 missing values and two classes: risk and
non-risk. The missing values are handled by using mode or mean of each attribute as
shown in Table 37. Then, all four heart disease datasets are separated into training and

testing set by using 10-fold cross validation technique.

Table 37. Details of the missing values of all four heart disease datasets from UCI

repository.
Mode or mean which is
Number of missing
Attribute Name replaced to each missing
values
value

trestbps 59 132
chol 30 199
fbs 90 0
restecg 2 0
thalach 55 138
exang 55 0
oldpeak 62 0.9
slope 309 2
ca 611 0
thal 486 3

The confusion matrices of individual classifiers of four heart disease datasets
from UCI repository are presented in Tables 38-40 while the confusion matrix of
proposed method is presented in Table 41. The performance measures of all classifiers

with four heart disease datasets are shown in Table 42.



Table 38. The confusion matrix of Naive Bayes approach of all four heart disease

datasets from UCI repository.

Predicted class
Non-Risk Risk
§ Non-Risk 329 82
T
£ Risk 86 423
<

Table 39. The confusion matrix of SVYM of all four heart disease datasets from UCI

repository.
Predicted class
Non-Risk Risk
§ Non-Risk 317 94
E
z Risk 86 423
<

Table 40. The confusion matrix of KNN method of all four heart disease datasets

from UCI repository.

Predicted class
Non-Risk Risk
_QE Non-Risk 320 91
5
T Risk 89 420
<

Table 41. The confusion matrix of the proposed method of all four heart disease

datasets from UCI repository.

Predicted class
Non-Risk Risk
Lf Non-Risk 302 109
T
5 Risk 50 459
<
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From Table 42, the accuracy, FPR and FNR of the proposed method with four
heart disease datasets are 82.72%, 26.52% and 9.82% respectively. The proposed
method outperforms other methods in terms of the accuracy and FNR. The research
from [6] use all four heart disease datasets from UCI repository to diagnose the heart
disease with average KNN method in the same direction as shown in this part. However,
the how to handle missing values and separate dataset are not described in details. If
the missing values are slightly absent and missing values are further analyzed, the
performance of the proposed method with all four heart disease datasets will be

expected to be better.

Table 42. The performance measures of proposed method of all four heart disease

datasets from UCI repository.

False Positive | False negative
Method Accuracy
Rate (FPR) rate (FNR)
Naive Bayes Approach 81.74% 19.95% 16.90%
SVM 80.43% 22.87% 16.90%
KNN method 80.43% 22.14% 17.49%
Proposed method 82.72% 26.52% 9.82%

5.4. Discussion

In this study, the mixed classifier based on the artificial neural network, which
consists of three different classifiers; Naive Bayes approach, SVM and KNN method, is
proposed. For the architecture of neural network, the weight of each classifier is
defined and adjusted with backpropagation learning algorithm until the error is
satisfied. With this reason, the performance from the neural networks is greater than
that of majority vote. Additionally, the data reduction is used to reduce the number
of patterns under the assumption that each pattern should belong to one class. This
process can lead to some failure cases. The less number of patterns for training the
neural network cannot discriminate some ambiguous patterns. However, with the
dataset from Cleveland clinic foundation, the proposed method still outperforms the

other classifiers in terms of the accuracy and FPR.
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Chapter 6. Conclusion

In this study, four individual classifiers techniques: Naive Bayes approach, Support
Vector Machine (SVM), K-Nearest Neighbor (KNN) method and J48 Decision tree are
implemented for classification of the heart disease datasets. There are three mixed
classifier techniques to combine the individual classifier techniques. For the method
from [4], the first mixed classifier is constructed by combining Naive Bayes approach,
SVM and Decision tree based on the majority vote. Second, the mixed classifier is
generated by combining Naive Bayes approach, SVYM and KNN method using majority
vote. Finally, the mixed classifier of the proposed method is constructed using the
Naive Bayes approach, SVM and KNN method, based on the artificial neural network.
The performance of each classifier is measured with three different measures: the
accuracy, false positive rate (FPR) and false negative rate (FNR). In summary, the
accuracy and FPR of the proposed method are 86.16% and 9.76% which provides
better performance than any other methods in the heart disease dataset from
Cleveland clinic foundation. Moreover, the mixed classifier can be applied to other

disease data, such as breast cancer and diabetes.



REFERENCES

Bureau of Non Communicable Disease, “Annual report 2015 bureau of non
communicable disease,” Jan. 2016.

American Heart Association, “Heart disease and dtroke dtatistics 2017,” Jan.
2017.

A. Rajkumar and G. Sophia Reena, “Diagnosis Of Heart Disease Using Data mining
Algorithm,” Global Journal of Computer Science and Technology (GJCST), vol.
10, no. 10, pp. 38-43, 2010.

S. Bashir, U. Qamar, and M. Y. Javed, “An ensemble based decision support
framework for intelligent heart disease diagnosis,” in Proceedings of the
International Conference on  Information Society (i-Society 2014), London,
England, 2014, pp. 259 - 264.

E. O. Olaniyi, O. K. Oyedotun, and A. Helwan, “Neural network diagnosis of heart
disease,” in Proceedings of the International Conference on Advances in
Biomedical Engineering (ICABME), Beirut, Lebanon, 2015, pp. 21 - 24.

C. Kalaiselvi, “Diagnosing of heart diseases using average k-nearest neighbor
algorithm of data mining,” in Proceedings of the 3rd International Conference on
Computing for Sustainable Global Development (INDIACom), New Delhi, India,
2016, pp. 3099 - 3103.

S. Radhimeenakshi, “Classification and prediction of heart disease risk using data
mining techniques of Support Vector Machine and Artificial Neural Network,” in
Proceedings of the 3rd International Conference on Computing for Sustainable
Global Development (INDIACom), New Delhi, India, 2016, pp. 3107 - 3111.

C. Shah and A. G. Jivani, “Comparison of data mining classification algorithms for
breast cancer prediction,” in Proceedings of the Fourth International Conference
on Computing, Communications and Networking Technologies (ICCCNT),

Tiruchengode, India, 2013, pp. 1 - 4.



[9]

67

S. Ghosh, S. Mondal, and B. Ghosh, “A comparative study of breast cancer
detection based on SVM and MLP BPN classifier,” in Proceedings of the First
International Conference on Automation, Control, Energy and Systems (ACES),
West Bengal, India, 2014, pp. 1 - 4.

B. V. Sumana and T. Santhanam, “Prediction of diseases by cascading clustering

)

and classification,” in Proceedings of the International Conference on Advances

in Electronics Computers and Communications (ICAECC), Bangalore, India, 2014,

pp. 1-8.
“UCI machine learning repository: heart disease data set,” Aug. 21, 2017. [Onlinel.
Available: https://archive.ics.uci.edu/ml/machine-learing-databases/heart-

disease/processed.cleveland.data
“WEKA Manual for Version 3-8-1,” Aug. 21, 2017. [Online]. Available:

https://www.cs.waikato.ac.nz/ml/weka/documentation.html


https://archive.ics.uci.edu/ml/machine-learning-databases/heart-disease/processed.cleveland.data
https://archive.ics.uci.edu/ml/machine-learning-databases/heart-disease/processed.cleveland.data

AWIANTAUAUIINY 1A Y
CHuLALoNGKORN UNIVERSITY



Table 43. The predicted results of Naive Bayes approach of fold 1.
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Table 44. The predicted results of Naive Bayes approach of fold 2.

Instance No.

Actual class

Predicted class
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Table 45. The predicted results of Naive Bayes approach of fold 3.

Instance No.

Actual class

Predicted class
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Table 46. The predicted results of Naive Bayes approach of fold 4.

Instance No.

Actual class

Predicted class

Error

1

1

1

1

1

1

1

O | 0| N | O] | A OV DN

—
(@]

—_
—_

—
N

—
[6N]

H
N

N
()]

—
(@)

—_
~

—
oo

Ol O O ©

—
O

—_

N
(@)

N
—

N
N

N
W

N
S

N
(€]

N
(@)

N
-

N
oo

N
\O

[SN]
(@]

el NeolNol Noll Neoll el el ol ol Nol NoN ol Holl Nol el e

ol NeolNolNol Neol Nol ol Nol ol Neo R e

72



Table 47. The predicted results of Naive Bayes approach of fold 5.

Instance No.
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Predicted class
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Table 48. The predicted results of Naive Bayes approach of fold 6.

Instance No.

Actual class

Predicted class

Error
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Table 49. The predicted results of Naive Bayes approach of fold 7.

Instance No.

Actual class

Predicted class
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Table 50. The predicted results of Naive Bayes approach of fold 8.
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Table 51. The predicted results of Naive Bayes approach of fold 9.

Instance No.
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Table 52. The predicted results of Naive Bayes approach of fold 10.

Instance No.
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Predicted class
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Table 53. The predicted results of SVM of fold 1.

Instance No.

Actual class

Predicted class
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Table 54. The predicted results of SVM of fold 2.

Instance No.

Actual class

Predicted class

Error
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Table 55. The predicted results of SVM of fold 3.

Instance No.

Actual class

Predicted class

Error
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Table 56. The predicted results of SVM of fold 4.

Instance No.

Actual class

Predicted class

Error
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Table 57. The predicted results of SVM of fold 5.

Instance No.

Actual class

Predicted class

Error

1

1

1

1

0

1

1

O | 0| N | O] | A OV DN

—
(@]

—_
—_

—
N

—
[6N]

H
N

N
()]

—
(@)

—_
~

—
oo

—
O

N
(@)

N
—

Ol ol OO O O] O

N
N

—_

N
W

N
S

N
(€]

N
(@)

N
-

N
oo

N
\O

eNNeolNol Nol ol NoR ]

[SN]
(@]

el NeolNol Noll Neoll el el ol ol Nol NoN ol Holl Nol el e

83



Table 58. The predicted results of SVM of fold 6.

Instance No.

Actual class

Predicted class
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Table 59. The predicted results of SVM of fold 7.

Instance No.

Actual class

Predicted class
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Table 60. The predicted results of SYM of fold 8.

Instance No.

Actual class

Predicted class
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Table 61. The predicted results of SVM of fold 9.

Instance No.

Actual class

Predicted class
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Table 62. The predicted results of SVM of fold 10.
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Actual class

Predicted class

Error
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Table 63. The predicted results of KNN method of fold 1.

Instance No.

Actual class

Predicted class

Error
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Table 64. The predicted results of KNN method of fold 2.

Instance No.

Actual class

Predicted class

Error

1

1

1

1

1

1

1

O | 0| N | O] | A OV DN

—
(@]

—_
—_

—
N

—
[6N]

H
N

N
()]

—
(@)

—_
~

—
oo

—
O

N
(@)

N
—

N
N

N
W

N
S

N
(€]

N
(@)

N
-

N
oo

N
\O

[SN]
(@]

el NeolNol Noll Neoll el el ol ol Nol NoN ol Holl Nol el e

90



Table 65. The predicted results of KNN method of fold 3.

Instance No.

Actual class

Predicted class

Error

1

1

1

1

0

1

1

O | 0| N | O] | A OV DN

—
(@]

—_
—_

—
N

—
[6N]

H
N

N
()]

—
(@)

—_
~

—
oo

—
O

o | O

N
(@)

—_

N
—

N
N

N
W

N
S

OO | O O

N
(€]

—_

N
(@)

N
-

N
oo

N
\O

[SN]
(@]

el NeolNol Noll Neoll el el ol ol Nol NoN ol Holl Nol el e

O]l o | o Oof ©

91



Table 66. The predicted results of KNN method of fold 4.

Instance No.

Actual class

Predicted class

Error
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Table 67. The predicted results of KNN method of fold 5.

Instance No.

Actual class

Predicted class

Error
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Table 68. The predicted results of KNN method of fold 6.

Instance No.

Actual class

Predicted class

Error
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Table 69. The predicted results of KNN method of fold 7.

Instance No.

Actual class

Predicted class

Error
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Table 70. The predicted results of KNN method of fold 8.

Instance No.

Actual class

Predicted class

Error
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Table 71. The predicted results of KNN method of fold 9.

Instance No.

Actual class

Predicted class

Error
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Table 72. The predicted results of KNN method of fold 10.

Instance No.

Actual class

Predicted class

Error
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Table 73. The predicted results of J48 Decision tree of fold 1.

Instance No.

Actual class

Predicted class

Error
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Table 74. The predicted results of J48 Decision tree of fold 2.

Instance No.

Actual class

Predicted class

Error
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Table 75. The predicted results of J48 Decision tree of fold 3.

Instance No.

Actual class

Predicted class

Error
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Table 76. The predicted results of J48 Decision tree of fold 4.

Instance No.

Actual class

Predicted class

Error
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Table 77. The predicted results of J48 Decision tree of fold 5.

Instance No.

Actual class

Predicted class

Error
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Table 78. The predicted results of J48 Decision tree of fold 6.

Instance No.

Actual class

Predicted class

Error
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Table 79. The predicted results of J48 Decision tree of fold 7.

Instance No. Actual class Predicted class Error
1 1 1
2 1 1
3 1 1
4 1 0 +
5 1 1
6 1 0 +
7 1 0 +
8 1 0 +
9 1 1
10 1 1
11 1 0 +
12 1 1
13 1 1
14 1 1
15 0 0
16 0 0
17 0 1 +
18 0 1 +
19 0 1 +
20 0 1 +
21 0 il +
22 0 1 +
23 0 0
24 0 0
25 0 1 +
26 0 0
27 0 0
28 0 0
29 0 0
30 0 1 +
31 0 0
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Table 80. The predicted results of J48 Decision tree of fold 8.

Instance No.

Actual class

Predicted class

Error

1

1

1

1

0

1

1

O | 0| N[O L P~ WVBIDN

—
o

—_
—_

—
N

—
W

,_\
a

—
(S,

—
(@)}

—_
~

N
(o8]

—
\O

o | O | O

N
o

—_

N
—

N
N

N
W

N
s

N
(G

N
(o)

N
-

N
(o3}

N
\O

[N}
o

[N}
—

Ol ol ool ol OoO|lo|o|]o|lo|lo|o|lo|]o| o] o] o

O | O] O OO O | OO O O ©

106



Table 81. The predicted results of J48 Decision tree of fold 9.

Instance No.

Actual class

Predicted class

Error
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Table 82. The predicted results of J48 Decision tree of fold 10.

Instance No.

Actual class

Predicted class

Error
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Table 83. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 1.

Instance

No.

Actual

class

Naive
Bayes

approach

SVM
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Error
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Naive Jag
Instance | Actual Majority
Bayes SVM Decision Error
No. class vote
approach tree
26 0 0 0 0 0
27 0 0 0 0 0
28 0 1 0 0 0
29 0 0 0 0 0
30 0 0 0 0 0
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Table 84. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 2.

Naive J48
Instance | Actual Majority
Bayes SVM Decision Error
No. class vote
approach tree
1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
a4 1 0 0 0 0 +
5 1 1 1 1 1
6 1 1 1 0 1
7 1 0 0 0 0 +
8 1 1 1 1 1
9 1 1 1 1 1
10 1 0 1 1 1
11 1 0 0 0 0 +
12 1 1 1 1 1
13 1 1 1 1 1
14 1 1 1 1 1
15 0 0 0 0 0
16 0 1 0 0 0
17 0 0 0 0 0
18 0 0 0 0 0
19 0 1 1 0 1 +
20 0 0 0 0 0
21 0 0 0 0 0
22 0 1 0 1 1 +
23 0 0 0 0 0
24 0 0 0 0 0
25 0 0 0 0 0
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Naive Jag
Instance | Actual Majority
Bayes SVM Decision Error
No. class vote
approach tree
26 0 0 0 0 0
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 0 0 0 0
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Table 85. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 3.

Instance

No.

Actual

class

Naive
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approach

SVM
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Naive Jag
Instance | Actual Majority
Bayes SVM Decision Error
No. class Vote
approach tree
26 0 0 0 0 0
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 0 0 0 0
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Table 86. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 4.

Instance

No.

Actual

class
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Naive Jag
Instance | Actual Majority
Bayes SVM Decision Error
No. class vote
approach tree
26 0 0 0 1 0
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 0 0 1 0
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Table 87. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 5.

Naive J48
Instance | Actual Majority
Bayes SVM Decision Error
No. class vote
approach tree
1 1 1 1 1 1
2 1 0 0 0 0 +
3 1 1 1 1 1
a4 1 1 1 1 1
5 1 1 1 1 1
6 1 1 1 1 1
7 1 1 1 1 1
8 1 1 0 0 0 +
9 1 1 1 1 1
10 1 0 0 0 0 +
11 1 1 i 1 1
12 1 1 1 1 1
13 1 1 1 1 1
14 1 1 1 1 1
15 0 0 0 0 0
16 0 0 0 0 0
17 0 0 0 0 0
18 0 0 0 0 0
19 0 0 0 0 0
20 0 0 0 0 0
21 0 0 0 0 0
22 0 0 1 1 1 +
23 0 0 0 0 0
24 0 0 0 1 0
25 0 0 0 0 0
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Naive Jag
Instance | Actual Majority
Bayes SVM Decision Error
No. class vote
approach tree
26 0 0 0 0 0
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 1 1 1 1 +
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Table 88. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 6.

Naive J48
Instance | Actual Majority
Bayes SVM Decision Error
No. class Vote
approach tree
1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
a4 1 1 1 1 1
5 1 0 1 1 1
6 1 1 1 1 1
7 1 1 0 0 0 +
8 1 1 1 1 1
9 1 1 1 1 1
10 1 1 1 1 1
11 1 1 i 0 1
12 1 1 1 1 1
13 1 0 0 0 0 +
14 1 1 1 1 1
15 0 0 0 0 0
16 0 0 0 0 0
17 0 0 0 0 0
18 0 0 0 1 0
19 0 0 0 0 0
20 0 1 0 1 1 +
21 0 0 1 0 0
22 0 0 0 0 0
23 0 0 0 0 0
24 0 0 0 0 0
25 0 0 0 1 0
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Naive Jag
Instance | Actual Majority
Bayes SVM Decision Error
No. class Vote
approach tree
26 0 0 1 1 1 +
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 1 1 1 1 +
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Table 89. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 7.

Instance

No.

Actual

class
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Bayes
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Naive Jag
Instance | Actual Majority

Bayes SVM | Decision Error

No. class vote

approach tree

26 0 0 0 0 0

27 0 0 0 0 0

28 0 0 0 0 0

29 0 0 0 0 0

30 0 0 1 1 1 +

31 0 0 0 0 0
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Table 90. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 8.

Naive J48
Instance | Actual Majority
Bayes SVM | Decision Error
No. class vote
approach tree
1 1 1 1 1 1
2 1 1 1 0 1
3 1 1 1 1 1
il 1 1 1 1 1
5 1 1 1 0 1
6 1 0 0 1 0 +
7 1 1 1 1 1
8 1 1 1 1 1
9 1 0 0 1 0 +
10 1 1 0 0 0 +
11 1 1 0 0 0 +
12 1 1 1 1 1
13 1 1 1 1 1
14 1 1 1 1 1
15 0 0 0 0 0
16 0 0 0 1 0
17 0 0 0 0 0
18 0 0 0 0 0
19 0 0 0 0 0
20 0 1 0 1 1 +
21 0 0 0 0 0
22 0 0 0 0 0
23 0 1 1 0 1 +
24 0 0 0 0 0
25 0 0 0 0 0
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Naive Jag
Instance | Actual Majority

Bayes SVM | Decision Error

No. class vote

approach tree

26 0 0 0 0 0

27 0 0 0 0 0

28 0 0 0 0 0

29 0 0 0 0 0

30 0 0 0 0 0

31 0 0 0 0 0
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Table 91. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 9.

Instance

No.

Actual

class
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Naive Jag
Instance | Actual Majority

Bayes SVM | Decision Error

No. class vote

approach tree

26 0 1 1 1 1 +

27 0 0 0 0 0

28 0 0 0 0 0

29 0 0 0 0 0

30 0 0 0 0 0

31 0 0 0 0 0

126



Table 92. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 10.

Instance

No.

Actual

class
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SVM
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Naive Jag
Instance | Actual Majority
Bayes SVM Decision Error
No. class vote
approach tree
26 0 0 0 0 0
27 0 0 0 0 0
28 0 0 0 1 0
29 0 0 0 0 0
30 0 0 0 0 0
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Table 93. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 1.

Instance

No.

Actual

class
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Bayes
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SVM
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method

Majority
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Error
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Naive
Instance | Actual KNN Majority
Bayes SVM Error
No. class method | vote
approach
26 0 0 0 0 0
27 0 0 0 0 0
28 0 1 0 0 0
29 0 0 0 0 0
30 0 0 0 0 0
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Table 94. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 2.

Naive
Instance | Actual KNN Majority
Bayes SVM Error
No. class method | vote
approach
1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
il 1 0 0 0 0 +
5 1 1 1 1 1
6 1 1 1 1 1
7 1 0 0 0 0 +
8 1 1 1 1 1
9 1 1 1 1 1
10 1 0 1 1 1
11 1 0 0 0 0 +
12 1 1 il 1 1
13 1 1 1 1 1
14 1 1 1 1 1
15 0 0 0 0 0
16 0 1 0 0 0
17 0 0 0 0 0
18 0 0 0 0 0
19 0 1 1 0 1 +
20 0 0 0 0 0
21 0 0 0 0 0
22 0 1 0 1 1 +
23 0 0 0 1 0
24 0 0 0 0 0
25 0 0 0 0 0
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Naive
Instance | Actual KNN Majority
Bayes SVM Error
No. class method | vote
approach
26 0 0 0 0 0
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 0 0 1 0
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Table 95. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 3.

Instance

No.

Actual

class
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SVM
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Naive
Instance | Actual KNN Majority
Bayes SVM Error
No. class method | vote
approach
26 0 0 0 0 0
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 0 0 0 0
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Table 96. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 4.

Instance

No.

Actual

class

Naive
Bayes
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SVM

KNN
method
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vote

Error
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Naive
Instance | Actual KNN Majority
Bayes SVM Error
No. class method | vote
approach
26 0 0 0 1 0
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 0 0 0 0
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Table 97. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 5.

Instance

No.

Actual

class
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Bayes
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SVM

KNN
method
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Naive
Instance | Actual KNN Majority
Bayes SVM Error
No. class method | vote
approach
26 0 0 0 0 0
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 1 1 1 1 +
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Table 98. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 6.

Instance

No.

Actual

class

Naive
Bayes
approach

SVM

KNN
method
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Naive
Instance | Actual KNN Majority
Bayes SVM Error
No. class method | vote
approach
26 0 0 1 1 1 +
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 1 1 1 1 +
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Table 99. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 7.

Instance

No.

Actual

class

Naive
Bayes
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SVM

KNN
method

Majority
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Error
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Naive
Instance | Actual KNN Majority

Bayes SVM Error

No. class method | vote

approach

26 0 0 0 0 0

27 0 0 0 0 0

28 0 0 0 0 0

29 0 0 0 0 0

30 0 0 1 0 0

31 0 0 0 0 0
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Table 100. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 8.

Naive
Instance | Actual KNN Majority
Bayes SVM Error
No. class method | vote
approach
1 1 1 1 1 1
2 1 1 1 1 1
3 1 1 1 1 1
il 1 1 1 1 1
5 1 1 1 1 1
6 1 0 0 0 0 +
7 1 1 1 1 1
8 1 1 1 1 1
9 1 0 0 1 0 +
10 1 1 0 1 1
11 1 i 0 0 0 +
12 1 1 il 1 1
13 1 1 1 1 1
14 1 1 1 1 1
15 0 0 0 0 0
16 0 0 0 1 0
17 0 0 0 0 0
18 0 0 0 0 0
19 0 0 0 0 0
20 0 1 0 0 0
21 0 0 0 0 0
22 0 0 0 1 0
23 0 1 1 0 1
24 0 0 0 0 0
25 0 0 0 0 0
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Naive
Instance | Actual KNN Majority

Bayes SVM Error

No. class method | vote

approach

26 0 0 0 0 0

27 0 0 0 0 0

28 0 0 0 0 0

29 0 0 0 0 0

30 0 0 0 0 0

31 0 0 0 0 0
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Table 101. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 9.

Instance

No.

Actual

class

Naive
Bayes

approach

SVM
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method
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Naive
Instance | Actual KNN Majority

Bayes SVM Error

No. class method | vote

approach

26 0 1 1 1 1 +

27 0 0 0 0 0

28 0 0 0 0 0

29 0 0 0 0 0

30 0 0 0 0 0

31 0 0 0 0 0
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Table 102. The predicted results of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 10.

Instance

No.

Actual

class
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SVM
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Naive
Instance | Actual KNN Majority
Bayes SVM Error
No. class method | vote
approach
26 0 0 0 0 0
27 0 0 0 0 0
28 0 0 0 0 0
29 0 0 0 0 0
30 0 0 0 0 0
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Table 103. The predicted results of the proposed method of fold 1.

Instance No.

Actual class

Predicted class

Error
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Table 104. The predicted results of the proposed method of fold 2.

Instance No.

Actual class

Predicted class

Error
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Table 105. The predicted results of the proposed method of fold 3.

Instance No.

Actual class

Predicted class

Error

1

1

1

1

0

1

1

O | 0| N | O] | A OV DN

—
(@]

—_
—_

—
N

—
[6N]

H
N

N
()]

—
(@)

—_
~

—
oo

—
O

N
(@)

N
—

N
N

N
W

N
S

O | O] O O] O O O

N
(€]

N
(@)

N
-

N
oo

N
\O

[SN]
(@]

el NeoNNoNNol ol el Nol el el Nel Nel Nell Neol Neol Nell Ne)

O] O] O] O] ©

151



Table 106. The predicted results of the proposed method of fold 4.

Instance No.

Actual class

Predicted class

Error
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Table 107. The predicted results of the proposed method of fold 5.

Instance No.

Actual class

Predicted class

Error
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Table 108. The predicted results of the proposed method of fold 6.

Instance No.

Actual class

Predicted class

Error
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Table 109. The predicted results of the proposed method of fold 7.

Instance No.

Actual class

Predicted class

Error
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Table 110. The predicted results of the proposed method of fold 8.

Instance No.

Actual class

Predicted class

Error
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Table 111. The predicted results of the proposed method of fold 9.

Instance No.

Actual class

Predicted class

Error
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Table 112. The predicted results of the proposed method of fold 10.

Instance No.

Actual class

Predicted class

Error
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Table 113. The confusion matrix of Naive Bayes approach of fold 1.

Predicted class

Table 114. The confusion matrix of Naive Bayes approach of fold 2.

Non-Risk Risk
ke Non-Risk 13 3
@]
E
5 Risk 3 11
<

Predicted class

Table 115. The confusion matrix of Naive Bayes approach of fold 3.

Non-Risk Risk
S Non-Risk 13 3
(@]
E
T Risk i 10
<C

Predicted class

Non-Risk Risk
S Non-Risk 14 2
@]
T
£ Risk 1 13
<C

Table 116. The confusion matrix of Naive Bayes approach of fold 4.

Predicted class

Non-Risk Risk
S Non-Risk 15 1
@]
E
£ Risk 1 13
<C
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Table 117. The confusion matrix of Naive Bayes approach of fold 5.

Predicted class

Table 118. The confusion matrix of Naive Bayes approach of fold 6.

Non-Risk Risk
L Non-Risk 15 1
(@]
E
g Risk 2 12
Z

Predicted class

Non-Risk Risk
S Non-Risk 14 2
@]
E
T Risk 2 12
<C

Table 119. The confusion matrix of Naive Bayes approach of fold

Predicted class

Non-Risk Risk
kS, Non-Risk 14 3
@]
T
2 Risk 2 12
<C

Table 120. The confusion matrix of Naive Bayes approach of fold 8.

Predicted class

Non-Risk Risk
S Non-Risk 15 2
@]
E
£ Risk 2 12
<C
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Table 121. The confusion matrix of Naive Bayes approach of fold 9.

Predicted class

Table 122. The confusion matrix of Naive Bayes approach of fold 10.

Non-Risk Risk
3 Non-Risk 15 2
@]
=
i}
g Risk 6 8
<C

Predicted class

Table 123. The confusion matrix of SVM of fold 1.

Non-Risk Risk
S Non-Risk 15 2
@]
E
5 Risk 3 10
<C

Predicted class

Non-Risk Risk
S Non-Risk 15 1
@]
T
£ Risk 3 11
<C

Table 124. The confusion matrix of SVM of fold 2.

Predicted class

Non-Risk Risk
S Non-Risk 15 1
@]
E
£ Risk 3 11
<C
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Table 125. The confusion matrix of SVM of fold 3.

Predicted class

Table 126. The confusion matrix of SVM of fold 4.

Non-Risk Risk
kS, Non-Risk 14 2
(@]
E
g Risk 2 12
<

Predicted class

Table 127. The confusion matrix of SVM of fold 5.

Non-Risk Risk
S Non-Risk 15 1
@]
E
T Risk 0 14
<C

Predicted class

Non-Risk Risk
S Non-Risk 14 2
@]
T
£ Risk 3 11
<C

Table 128. The confusion matrix of SVM of fold 6.

Predicted class

Non-Risk Risk
S Non-Risk 13 3
@]
E
T Risk 2 12
<
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Table 129. The confusion matrix of SVM of fold 7.

Predicted class

Non-Risk Risk
L Non-Risk 13 a
(@]
E
g Risk 2 12
Z

Table 130. The confusion matrix of SVM of fold 8.

Predicted class

Non-Risk Risk
S Non-Risk 16 1
@]
E
T Risk i 10
<C

Table 131. The confusion matrix of SVM of fold 9.

Predicted class

Non-Risk Risk
S Non-Risk 15 2
@]
T
£ Risk 5 9
<C

Table 132. The confusion matrix of SVM of fold 10.

Predicted class

Non-Risk Risk
S Non-Risk 16 1
@]
E
5 Risk 4 9
<C
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Table 133. The confusion matrix of KNN method of fold 1.

Predicted class

Table 134. The confusion matrix of KNN method of fold 2.

Non-Risk Risk
3 Non-Risk 16 0
(@]
E
T Risk aq 10
<

Predicted class

Table 135. The confusion matrix of KNN method of fold 3.

Non-Risk Risk
S Non-Risk 13 3
@]
E
T Risk 3 11
<C

Predicted class

Non-Risk Risk
kS, Non-Risk 12 q
@]
T
2 Risk 3 11
<C

Table 136. The confusion matrix of KNN method of fold 4.

Predicted class

Non-Risk Risk
s Non-Risk 14 2
@]
T
2 Risk 0 14
<C
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Table 137. The confusion matrix of KNN method of fold 5.

Predicted class

Table 138. The confusion matrix of KNN method of fold 6.

Non-Risk Risk
ke Non-Risk 13 3
@]
E
g Risk 1 13
<

Predicted class

Table 139. The confusion matrix of KNN method of fold 7.

Non-Risk Risk
S Non-Risk 13 3
@]
E
T Risk 1 13
<C

Predicted class

Non-Risk Risk
S Non-Risk 15 2
@]
T
£ Risk 2 12
<C

Table 140. The confusion matrix of KNN method of fold 8.

Predicted class

Non-Risk Risk
S Non-Risk 15 2
@]
E
£ Risk 2 12
<C
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Table 141. The confusion matrix of KNN method of fold 9.

Predicted class

Non-Risk Risk
ke Non-Risk 15 2
(@]
E
£ Risk 5 9
<C

Table 142. The confusion matrix of KNN method of fold 10.

Predicted class

Table 143. The confusion matrix of J48 Decision tree of fold 1.

Non-Risk Risk
S Non-Risk 16 1
@]
E
T Risk 2 11
<C

Predicted class

Non-Risk Risk
S Non-Risk 12 il
@]
T
£ Risk il 10
<C

Table 144. The confusion matrix of J48 Decision tree of fold 2.

Predicted class

Non-Risk Risk
S Non-Risk 15 1
@]
E
£ Risk il 10
<C
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Table 145. The confusion matrix of J48 Decision tree of fold 3.

Predicted class

Table 146. The confusion matrix of J48 Decision tree of fold 4.

Non-Risk Risk
3 Non-Risk 15 1
Vo3
ERRY
G Risk 3 11
<C

Predicted class

Table 147. The confusion matrix of J48 Decision tree of fold 5.

Non-Risk Risk
3 Non-Risk 13 3
@]
E
2 Risk 2 12
<C

Predicted class

Non-Risk Risk
§ Non-Risk 13 3
(@]
E
G Risk 3 11
<C

Table 148. The confusion matrix of J48 Decision tree of fold 6.

Predicted class

Non-Risk Risk
S Non-Risk 11 5
@)
E
£ Risk 3 11
<C
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Table 149. The confusion matrix of J48 Decision tree of fold 7.

Predicted class

Table 150. The confusion matrix of J48 Decision tree of fold 8.

Non-Risk Risk
S Non-Risk 9 8
@]
E
T Risk 5 9
<

Predicted class

Table 151. The confusion matrix of J48 Decision tree of fold 9.

Non-Risk Risk
3 Non-Risk 15 2
@]
E
2 Risk q 10
<C

Predicted class

Non-Risk Risk
S Non-Risk 16 1
(@]
E
£ Risk 7 7
<C

Table 152. The confusion matrix of J48 Decision tree of fold 10.

Predicted class

Non-Risk Risk
S Non-Risk 16 1
@)
E
5 Risk 4 9
<C
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Table 153. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 1.

Predicted class

Non-Risk Risk
S Non-Risk 14 2
@]
E
£ Risk 3 11
<C

Table 154. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 2.

Predicted class
Non-Risk Risk
I Non-Risk 14 2
(@]
E
5 Risk 3 11
<

Table 155. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 3.

Predicted class
Non-Risk Risk
S Non-Risk 15 1
@]
E
£ Risk 3 11
<

Table 156. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 4.

Predicted class
Non-Risk Risk
S Non-Risk 15 1
@]
E
< Risk 0 14
<
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Table 157. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 5.

Table 158. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 6.

Predicted class
Non-Risk Risk
K Non-Risk 14 2
@]
T
5 Risk 3 11
<

Predicted class
Non-Risk Risk
< Non-Risk 13 3
@]
5
g Risk 2 12
<

Table 159. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 7.

Predicted class

Non-Risk Risk
L Non-Risk 13 il
@]
5
£ Risk 2 12
<C

Table 160. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 8.

Predicted class
Non-Risk Risk
S Non-Risk 15 2
@]
E
< Risk a4 10
<
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Table 161. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 9.

Predicted class
Non-Risk Risk
K Non-Risk 15 2
@]
E
£ Risk 6 8
<

Table 162. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and J48 Decision tree using majority vote of fold 10.

Predicted class
Non-Risk Risk
I Non-Risk 16 1
(@]
E
£ Risk 3 10
<

Table 163. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 1.

Predicted class

Non-Risk Risk
S Non-Risk 15 1
@)
E
£ Risk 3 11
<C

Table 164. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 2.

Predicted class
Non-Risk Risk
K Non-Risk 14 2
@]
T
£ Risk 3 11
<
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172

Table 165. The confusion matrix of the mixed classifier based on Naive Bayes

approach, SVM and KNN method using majority vote of fold 3.

Predicted class
Non-Risk Risk
© Non-Risk 13 3
(@]
E
5 Risk 3 11
<

Table 166. The confusion matrix of the mixed classifier based on Naive Bayes

approach SVM and KNN method using majority vote of fold 4.

Predicted class
Non-Risk Risk
I Non-Risk 15 1
@]
E
o Risk 0 14
<

Table 167. The confusion matrix of the mixed classifier based on Naive Bayes

approach SVM and KNN method using majority vote of fold 5.

Predicted class
Non-Risk Risk
© Non-Risk 14 2
(@]
E
£ Risk 2 12
<

Table 168. The confusion matrix of the mixed classifier based on Naive Bayes

approach SVM and KNN method using majority vote of fold 6.

Predicted class
Non-Risk Risk
I Non-Risk 13 3
@)
E
5 Risk 1 13
<




Table 169. The confusion matrix of the mixed classifier based on Naive Bayes

approach SVM and KNN method using majority vote of fold 7.

Predicted class

Table 170. The confusion matrix of the mixed classifier based on Naive Bayes

approach SVM and KNN method using majority vote of fold 8.

Non-Risk Risk
ke Non-Risk 14 3
@]
©
5 .
5 Risk 1 13
<

Predicted class

Non-Risk

Risk

Actual class

Non-Risk

16

1

Risk

11
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Table 171. The confusion matrix of the mixed classifier based on Naive Bayes

approach SVM and KNN method using majority vote of fold 9.

Predicted class

Non-Risk Risk
8 Non-Risk 15 2
@]
E
5 Risk 5 9
<C

Table 172. The confusion matrix of the mixed classifier based on Naive Bayes

approach SVM and KNN method using majority vote of fold 10.

Predicted class

Non-Risk Risk
I Non-Risk 15 2
(@]
E
£ Risk 3 10
<C




Table 173. The confusion matrix of the proposed method of fold 1.

Predicted class

Table 174. The confusion matrix of the proposed method of fold 2.

Non-Risk Risk
B Non-Risk 16 0
@]
E
T Risk aq 10
<

Predicted class

Table 175. The confusion matrix of the proposed method of fold 3.

Non-Risk Risk
3 Non-Risk 15 1
@]
E
2 Risk 3 11
<C

Predicted class

Non-Risk Risk
§ Non-Risk 13 3
(@]
E
G Risk 3 11
<C

Table 176. The confusion matrix of the proposed method of fold 4.

Predicted class

Non-Risk Risk
S Non-Risk 15 1
@)
E
£ Risk 0 14
<C
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Table 177. The confusion matrix of the proposed method of fold 5.

Predicted class

Table 178. The confusion matrix of the proposed method of fold 6.

Non-Risk Risk
3 Non-Risk 14 2
@]
E
2 Risk 2 12
<C

Predicted class

Table 179. The confusion matrix of the proposed method of fold 7.

Non-Risk Risk
3 Non-Risk 13 3
@]
E
2 Risk 1 13
<C

Predicted class

Non-Risk Risk
3 Non-Risk 14 3
(@]
E
£ Risk 2 12
<C

Table 180. The confusion matrix of the proposed method of fold 8.

Predicted class

Non-Risk Risk
3 Non-Risk 17 0
)]
E
2 Risk 3 11
<C
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Table 181. The confusion matrix of the proposed method of fold 9.

Predicted class

Non-Risk Risk
ke Non-Risk 15 2
@]
E
£ Risk 5 9
<
Table 182. The confusion matrix of the proposed method of fold 10.
Predicted class
Non-Risk Risk
ke Non-Risk 16 1
@]
E
£ Risk 3 10
<

Table 183. Actual class selection of eight patterns in training set 1.

Pattern Number | Number of Actual
No. | Naive Bayes | SVM KNN of risk | non-risk (0) class
approach method | (1) class class

1 1 1 1 93 7 Risk (1)
2 1 1 0 1 4 Non-risk (0)
3 1 0 1 6 3 Risk (1)
il 1 0 0 3 3 Non-risk (0)
5 0 1 1 5 4 Risk (1)
6 0 1 0 1 1 Non-risk (0)
7 0 0 1 3 6 Non-risk (0)
8 0 0 0 15 118 Non-risk (0)
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Table 184. Actual class selection of eight patterns in training set 2.

Pattern Number | Number of Actual
No. | Naive Bayes | SVM | KNN of risk | non-risk (0) class
approach method | (1) class class

1 1 1 1 92 7 Risk (1)
2 1 1 0 2 a4 Non-risk (0)
3 1 0 1 6 2 Risk (1)
4 1 0 0 4 il Non-risk (0)
5 0 1 1 a4 a4 Risk (1)
6 0 1 0 1 1 Non-risk (0)
7 0 0 1 3 4 Non-risk (0)
8 0 0 0 15 120 Non-risk (0)

Table 185. Actual class selection of eight patterns in training set 3.

Pattern Number | Number of
Actual
No. | Naive Bayes KNN of risk | non-risk (0)
SVM class
approach method | (1) class class
1 1 1 1 91 6 Risk (1)
2 1 1 0 2 5 Non-risk (0)
3 1 0 1 6 2 Risk (1)
a 1 0 0 2 5 Non-risk (0)
5 0 1 1 5 3 Risk (1)
6 0 1 0 0 1 Non-risk (0)
7 0 0 1 3 5 Non-risk (0)
8 0 0 0 18 119 Non-risk (0)
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Table 186. Actual class selection of eight patterns in training set 4.

Pattern Number | Number of
Actual
No. | Naive Bayes KNN of risk | non-risk (0)
SVM class
approach method | (1) class class
1 1 1 1 89 7 Risk (1)
2 1 1 0 2 5 Non-risk (0)
3 1 0 1 5 3 Risk (1)
4 1 0 0 a4 5 Non-risk (0)
5 0 1 1 4 4 Risk (1)
6 0 1 0 1 1 Non-risk (0)
7 0 0 1 3 6 Non-risk (0)
8 0 0 0 17 117 Non-risk (0)

Table 187. Actual class selection of eight patterns in training set 5.

Pattern Number | Number of
Actual
No. | Naive Bayes KNN of risk | non-risk (0)
SVM class
approach method | (1) class class
1 1 1 1 91 6 Risk (1)
2 1 1 0 2 5 Non-risk (0)
3 1 0 1 5 3 Risk (1)
a 1 0 0 aq 5 Non-risk (0)
5 0 1 1 5 3 Risk (1)
6 0 1 0 1 1 Non-risk (0)
7 0 0 1 2 5 Non-risk (0)
8 0 0 0 17 118 Non-risk (0)
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Table 188. Actual class selection of eight patterns in training set 6.

Pattern Number | Number of
Actual
No. | Naive Bayes KNN of risk | non-risk (0)
SVM class
approach method | (1) class class
1 1 1 1 91 6 Risk (1)
2 1 1 0 2 5 Non-risk (0)
3 1 0 1 5 3 Risk (1)
4 1 0 0 a4 a Non-risk (0)
5 0 1 1 4 2 Risk (1)
6 0 1 0 1 1 Non-risk (0)
7 0 0 1 3 6 Non-risk (0)
8 0 0 0 17 119 Non-risk (0)

Table 189. Actual class selection of eight patterns in training set 7.

Pattern Number | Number of
No. | Naive Bayes KNN of risk | non-risk (0) | Actual class
approach 144 method | (1) class class

1 1 1 1 92 5 Risk (1)
2 1 1 0 1 il Non-risk (0)
3 1 0 1 5 3 Risk (1)
4 1 0 0 4 5 Non-risk (0)
5 0 1 1 4 4 Risk (1)
6 0 1 0 1 0 Non-risk (1)
7 0 0 1 3 6 Non-risk (0)
8 0 0 0 17 118 Non-risk (0)
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Table 190. Actual class selection of eight patterns in training set 8.

Pattern Number | Number of
Actual
No. | Naive Bayes KNN of risk | non-risk (0)
SVM class
approach method | (1) class class
1 1 1 1 92 7 Risk (1)
2 1 1 0 2 4 Non-risk (0)
3 1 0 1 5 3 Risk (1)
4 1 0 0 3 a Non-risk (0)
5 0 1 1 5 4 Risk (1)
6 0 1 0 1 1 Non-risk (0)
7 0 0 1 2 4 Non-risk (0)
8 0 0 0 17 118 Non-risk (0)

Table 191. Actual class selection of eight patterns in training set 9.

Pattern Number | Number of
Actual
No. | Naive Bayes KNN of risk | non-risk (0)
SVM class
approach method | (1) class class
1 1 1 1 94 5 Risk (1)
2 1 1 0 2 5 Non-risk (0)
3 1 0 1 6 3 Risk (1)
a 1 0 0 aq 5 Non-risk (0)
5 0 1 1 4 q Risk (1)
6 0 1 0 1 1 Non-risk (0)
7 0 0 1 3 6 Non-risk (0)
8 0 0 0 13 116 Non-risk (0)
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Table 192. Actual class selection of eight patterns in training set 10.

Pattern Number | Number of
Actual
No. | Naive Bayes KNN of risk | non-risk (0)
SVM class
approach method | (1) class class
1 1 1 1 93 7 Risk (1)
2 1 1 0 2 4 Non-risk (0)
3 1 0 1 5 2 Risk (1)
4 1 0 0 a4 5 Non-risk (0)
5 0 1 1 5 4 Risk (1)
6 0 1 0 1 1 Non-risk (0)
7 0 0 1 2 6 Non-risk (0)
8 0 0 0 16 116 Non-risk (0)
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