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Radio Frequency IDentification (RFID) is a promising wireless object identifying technology 

which uses radio frequency waves to transmit data between an RFID reader and tags. The RFID systems 

have been effectively applied in different areas, like manufacturing, healthcare, supply chain, 

transportation and agriculture. Despite the vast deployment of the RFID technology in practice, the 

inherent RFID tag collision problem still persists as a serious concern and remains a challenge. The tag 

collision problem happens when some tags in reader’s vicinity try to transmit data to a reader 

simultaneously without priori coordination. The existing RFID Electronic Product Code (EPC) Class 1 

Generation 2 (Gen 2) industrial standard family uses the Q algorithm as its anti-collision protocol to 

resolve the tag collision problem. As the Q algorithm relies on the concept of ALOHA protocols, the 

achievable maximum system efficiency is only around 34%. 

In this thesis, we propose two novel anti-collision protocols, namely Bayesian Estimation 

based Modified Dynamic Tree (BE-MDT) and Binary Splitting Modified Dynamic Tree (BS-MDT), 

which outperform all existing anti-collision protocols. Both protocols use two phases of operations, i.e., 

estimate the amount of tags in the system and identify all of them. In the first phase of BE-MDT, we 

propose a slotted ALOHA based Bayesian tags estimation method which can accumulate the prior 

knowledge in each slot to estimate the amount of tags in the system and decide the initial frame size to 

use in the second phase. In the second phase of BE-MDT, we introduce Modified Dynamic Tree (MDT) 

algorithm which takes the estimated frame size in the first phase as the initial frame and follow by a 

definite collision skip binary tree algorithm to identify the tags. In our second algorithm, which is BS-

MDT, we follow a binary splitting-based tag estimation method in the first phase and use the MDT 

algorithm in the second phase with a technique to estimate the initial frame size to maximize the system 

efficiency for any range of tags. 

We also present the mathematical models for each algorithm to determine the system 

efficiency and time system efficiency. The mathematical models are validated through computer 

simulations. Numerical results confirm that the BE-MDT achieve the system efficiency of 45% and the 

time system efficiency is 78%, whereas the BS-MDT achieves the system efficiency of 46% and the time 

system efficiency of 80%. 
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Chapter 1 Introduction 

The radio frequency identification (RFID) is one of the popular wireless technology used in automated 

object tracking industry and tag collision is one of the main problem which can negatively affect the 

system throughput by increasing tag identification delay. This PhD thesis examines the techniques to 

enhance the tag identification efficiency in RFID systems by introducing efficient anti-collision 

algorithms with highest tag identification efficiency than the available algorithms in literature to date. In 

this chapter, an introduction to the study is given by stating the background, motivation, objectives, 

problem concern and contributions. It also provides an overview of the subsequent chapters of this thesis. 

 

1.1 Background 

1.1.1 RFID Technology 

The RFID is a mechanism of identifying an object automatically with the aid of appropriate 

communicational devices and protocols. RFID enabled applications are used to track people, assets, 

documents, health care, library systems and wherever tracking is required, RFID tag identification can 

play its role. As shown in Figure 1.1, an RFID system consists of readers and tags. A reader or the 

transceiver is an electronic device which uses radio waves to communicate with tags and transfer the 

data between the software application and tags to track the asset in its interrogation zone. There are three 

categories of RFID tags; passive, active and semi-active. Active tags are self-powered using its internal 

batteries and use the battery power to broadcast the radio waves to the reader. The semi-active tags are 

powered by its own battery power and depend upon the power supply from the reader to broadcast the 

radio waves. The passive tags fully rely on the reader and powered up by reader’s radio frequency (RF) 

signal. The passive tags are less expensive as compared to the active and semi-active tags due to the less 

complexity in the hardware structure [1, 2]. 

 

RFID readerAntennaTAGTAGTag

Computer Application  

Figure 1.1 Components in a Basic RFID system 
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In earlier days, Barcode reading was a prominent technique used for inventory management. However, 

it has its limitations such as, barcode readers work for short ranges and only one object can be scanned 

at a time the identification. These limitations make the process slow. Currently, Near Field-

Communication (NFC) is becoming as a prominent technology in the asset tracking system and it does 

not require any dedicated reader. NFC enabled devices such as smart phones, or tablets can operate as 

reader and communicate with other devices which are comprising NFC tags. These NFC enable devices 

can share the information simply by tapping the two devices in proximity. [3, 4].  

RFID technology is playing a key role in current technological industry by revolutionizing the object 

tracking industry around the globe. Object tracking is one of the main prerequisite to internet of things 

(IoT) which is presently highly demanded. IoT is a process of monitoring the status of physical objects 

by capturing desired data from the objects and communicate those facts over the IP network to software 

application. The entire process is automated without depend upon the manual user interaction [5].  

RFID tag collision is one of the main problem occurred during the reader and tags communication period. 

When several tags are activated by the reader and those activated tags reply the reader at same time, 

collision happens. Therefore, due to the bulk of acknowledgements from the tags, the reader fails to 

identify the tags. This failure increases the delay of tag identification in RFID systems and it wastes the 

system resources and energy. In order to mitigate such a type of problem, lots of Medium Access Control 

(MAC) layer protocols have been introduced in literature to serve as anti-collision protocols in RFID 

systems [2]. 

 

1.1.2 Anti-Collision Protocols  

As outlined earlier, the simultaneous replies from the several tags to reader generate the collisions and 

this leads to delay in tag identification process. In order to resolve such a kind of collisions, some anti-

collision protocols are invented. These protocols can be broadly being divided into, Space Division 

Multiple Access (SDMA), Frequency Division Multiple Access (FDMA), Code Division Multiple 

Access (CDMA) and Time Division Multiple Access (TDMA). Among these four categories, the larger 

number of anti-collision protocols are initiated based on TDMA protocol [6-8]. These protocols can be 

divided in to reader driven and tag driven whereas, tag driven are further classified into pure ALOHA 

and reader driven is classified into slotted ALOHA, frame slotted ALOHA and tree. The classification 

structure of anti-collision protocols is given in Figure 1.2.  

In 1970, Norman Abramson [9] proposed a novel medium access control protocol known as ALOHA or 

pure ALOHA. With respect to the communication processes between the tags and the reader in RFID, a 

tag randomly transmits its tag ID to the RFID reader and waits for an acknowledgement. An 

acknowledgement (ACK) is transmitted to a tag when the reader receives only one tag ID successfully 

and a negative acknowledgement (NACK) is sent when a collision has happened. Based on pure ALOHA 

concept, tags must wait for a random backing off time with a negative acknowledgement before sending 

their IDs. In 1975, Roberts [10] did a simple modification to pure ALOHA, where a synchronous data 
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transmission happens in a specific time period called slot and the retransmission occur after a random 

number of slots. This is known as slotted ALOHA.   

In pure ALOHA and slotted ALOHA, the RFID tag which is having a higher response rate will collide 

with other tags response frequently when accessing the shared channel or a slot. Therefore, the frame 

based slotted ALOHA concept is introduced to have only one response from each tag in a reader’s range 

in a given frame, where the frame is a collection of slots. In Frame Slotted ALOHA (FSA) the frame size 

is set to fix number of slots, and when the frame size is not fixed and changes dynamically it is known 

as Dynamic Frame Slotted ALOHA (DFSA). DFSA operates in multiple rounds and in each round the 

frame size is dynamically changed based on previously used frame feedback, tag number, etc,. Therefore, 

DFSA requires some sort of tag estimation techniques to decide the next frame size. In Figure 1.3, an 

execution examples of FSA and DFSA algorithms are given to illustrate the process of FSA and DFSA 

algorithms. In 1983, F. C. Schoute presented the DFSA algorithm [11] by estimating previous frame tag 

count as 2.39S C+ , where S  gives the number of success and C  gives the amount of collision slots 

happened in the frame. Success slot means a single tag contains in a slot, while a collision slot indicates 

several competing tags are involved in a slot. In [12], Vogt introduces an estimation mechanism based 

on the minimum mean square error or the minimum distance between the mean of success, idle and 

collision in a frame and the actual read results. Idle means that the slot doesn’t contain any tags. In [13], 

a Bayesian estimation based tag estimation method is given to identify the next frame size in DFSA. 

W.T.Chen [14], considered the three possible outcomes of one read cycle in a frame of  empty, success 

and collision are independent events and derived a tag estimation method based on a posterior probability 

equation and multinomial distribution in order to get the next frame size use in DFSA. In [15], a better 

method of a posterior probability is reflected by taking in to account that the tags in a frame are 

multinomial distributed and are mutually dependent for different slot types. To enhance the precision of 

tag estimation and to reduce the computation complexity, [16] presented three Bayesian estimation 

models, with three different risk functions A linearized combinatorial model is presented in [17] to decide 

the optimum frame size in DFSA with less complexity and high accuracy.  

Q protocol, is the currently used protocol in RFID standard such as ISO/IEC 18000-6 Type C and 

Electronic Product Code (EPC) global Class 1 Generation 2 [18]. In Q protocol, the reader initially 

broadcast the slot counter Q, which indicates the frame size of 2
Q

and the reader allows to increase and 

decrease the frame size with a constant value c based on the ternary feedback of idle, success and 

collision from a slot, where 0.1 0.5c  . Advanced properties for Q algorithm are proposed in [19, 20] 

to enhance the performance of convectional Q algorithm.  
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Figure 1.2 Anti-collision protocols [6] 
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Figure 1.3 An execution example of FSA and DFSA protocol with respect to 4 tags. 
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Figure 1.4 An execution of ternary tree algorithm with six tags 

 

In 1979, J.I. Captanakis [21, 22] introduced the tree algorithm as a multiple access protocol in wireless 

communication systems. The introduction to binary tree has been discussed in [22], in which the collided 

tags are grouped into two subgroups along the tree structure, until the leaf nodes in the tree structure 

contains only one tag or none. In Figure 1.4, it shows an example for the execution of ternary tree 

algorithm with five initial competing tags. In addition, [22] initiated the dynamic binary tree algorithm, 

where the tree structure follows binary tree concept except the top level where the initially required slot 

count is decided in relation to the amount of tags in the system. [23], presented a Q-ary tree algorithm 

with the consideration of binary and ternary feedbacks in binary and ternary tree concepts. [24], 

introduced an advancement to the basic binary splitting tree known as adaptive binary splitting tree, 

which can improve the tag identification efficiency. The adaptive tree concept is given in [25], which 

decides the splitting factor of the current collided slot with respect to the collided number of tags in the 

current slot. This adaptive tree structure has been adopted in [26] namely, Tree Slotted ALOHA (TSA) 

along with the Vogt’s estimation to guess the number of collided tags and decide the next subgroup size 

of the splitting tree. 

In Query Tree (QT) protocol, the tags are divided into two subgroups based on their tag IDs as given in 

[27]. At the beginning of the tag identification process, the reader queries a prefix (which is a basically 

a bit string) to collect the information of the tags in its interrogation area. The tags who are having the 

matching prefixes in their IDs reply to the reader. When the reader experiences more than one reply, 

reader queries for one more bit longer prefix. However, according to [28], it is difficult to implement the 

query tree mechanism in the EPC Global standard. In [29], an improved query tree protocol was 

introduced, known as bit collision detection based QT (BQT) to detect the collision in each bit. [30], 

proposed a QT based protocol called as Adaptive Query Tree (AQT), where the reader additionally 

maintain a candidate queue (CQ) other than the main queue (Q) in conventional QT protocol.   

In Binary Search (BS) algorithm, initially, a reader transmits a serial number to the tags. Then the tags, 

those who have the tag IDs equivalent or lesser than the receive serial number send a reply to the reader. 
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Next, the reader applies the bit by bit Manchester coding for the reply and when a collision is experienced, 

the reader splits the tags into subgroups based on the collided bit [31]. 

In Bitwise Arbitration Algorithm (BTA), from tag to reader a synchronous bit by bit transmission 

happens from most significant bit (MSB) to least significant bit (LSB) in a tag ID, with the bit position 

specifies by the reader. A collision is encounter when two tags respond with different bit values.   

There are many hybrid algorithms introduced in the literature where the advantages of tree, and ALOHA 

algorithm are combined to create an efficient protocol in ant-collision paradigm. In [32], binary tree 

splitting tree slotted ALOHA (BSTSA) algorithm is presented which follows the binary splitting tag 

estimation method along with TSA [26]. [33], introduced three different tag anti-collision protocols using 

dynamic binary tree, binary splitting tag estimation and Q algorithm base optimum frame size selection 

mechanism. An optimal binary tracking tree (OBTT) is introduced in [34], where the bit estimation is 

used to estimate the number of tags in the system. Further, it introduced the optimal partitioning with 

frame slotted ALOHA concept and the collided tags are further identified using binary tree techniques.  

Recently, [35] introduces an early frame breaking policy in DFSA to identify a suitable frame size to 

currently presenting tags in the system. After identifying the best frame size, the collided tags are sub-

grouped and identified using DFSA. In [36], a binary splitting based an idle slot skipping mechanism is 

introduced by initiating a binary value of Q. In [37], Dynamic Sub-frame-based Maximum A Posterior 

probability method (DS-MAP) is introduced to estimate the backlog in a sub frame to decide the next 

frame sizes to use in DFSA. A Collision-tolErant Dynamic Framed Slotted ALOHA (CE-DFSA) 

algorithm is presented in [38], which tries to detect several tags in a slot to reduce the overall tag 

identification delay during the RFID tag identification process. 

 

1.2 Motivations for the research 

This section discusses the main motivation factors that persuaded the author to undertake this research 

in PhD study. Firstly, the RFID technology is playing a key role by revolutionizing the object tracking 

industry around the globe. With the evolution of IoT, tag identification importance has been increased 

many folds. Secondly, in order to enhance the tag identification process in RFID system, many research 

works were carried since ages in the field of anti - collision MAC protocols. There is an increased interest 

of researchers in the last five years in the said area. These researchers were able to introduce several 

novel anti- collision protocols with the system efficiency range from 40% to 42% [32, 33, 35].  

 

1.3 Problem Concern 

Initially, in an RFD system, the RFID reader doesn’t know anything about the number of tags in the 

system. During the tag identification process, firstly, the reader broadcast the frame size. Frame size the 

number of slots that the competing tags can choose randomly in order to communicate with the reader. 

Afterwards, the reader reads each slot in the frame and identifies the tags based on the feedback from 

each slot. There are mainly three types of feedback which can originate from a slot i.e. idle, success and 
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collision, where these indicate no tag, one tag and many tags select a slot respectively. Usually, when the 

frame size is larger than the number of tags, the reader can experience more number of idle slots which 

results the wastage of slots. On the other hand, when the frame size is smaller than the tags more number 

of collisions happen, and this result in using more slots to detect the tags. Therefore, to enhance the 

performance of tag identification, it is necessary to identify the optimum frame size for the existing 

number of tags in RFID system. Furthermore, if the reader initially has some idea about the existing 

number of tags in the system, the usage of slots can be controlled, and this makes the tag identification 

process more efficient. Thus, an accurate tag estimation process can make a significant improvement to 

the tag identification process. Based on the tag identification, the tree based anti-collision algorithms can 

achieve higher tag identification efficiency than other ALOHA based algorithms and 42% tag 

identification efficiency has been achieved in literature. To the best of our knowledge, this is the highest 

achievable efficiency to date. 

 

1.4. Objectives 

The main concern of this thesis is to design an efficient tag identification protocol in RFID system with 

minimum tags collision resolution time. It is interesting to analyze some accurate tag estimation methods 

and collision resolution protocols to implement an efficient tag identification algorithm, which can 

achieve more than 42% identification efficiency.  

 

1.5 Contributions 

We have done three major contributions in this thesis. As a first contribution, we propose an algorithm 

which comprises two phases of operations. In the first phase, the algorithm aims to obtain the number of 

competing tags in the system. To acquire the estimated number as fast as possible, an efficient slotted 

based Bayesian tag estimation is applied. In the second phase, we use an efficient technique to 

dynamically set the frame size of first level of the tree, based on the estimated tag count from phase one. 

Then, we use definite collision skip binary tree to resolve the conflict among the tags and identify them. 

The proposed algorithm in the second phase is called as modified dynamic tree. 

In our second contribution, we propose another efficient algorithm which also contains two phases for 

tag estimation and identification. In the first phase, the binary splitting tag estimation is adopted where 

the left most branch of the tree grows until an idle or a success experience in the left most leaf node in 

the tree structure. Then, the tags in the right most nodes in each level of the tree structure are resolved 

based on propose modified dynamic tree algorithm. The effectiveness of the proposed methods is 

validated using analytical models and computer simulations. The two proposed algorithms achieve 

around 45%-46% system efficiency in RFID tag identification process which is gives 4% higher system 

efficiency than the best performance algorithms to date.  

Our third main contribution is to apply the proposed algorithms in EPCglobal Gen2 RFID standard. The 

system efficiency is the most common measure of performance for anti-collision protocols. However, 
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the recent studies for RFID systems aim at maximizing the time system efficiency as it considers the fact 

that timing values of idle slots are shorter than timing values of successful and collision. It is necessary 

to do an investigation on the time system efficiency which is reflect the actual operation of RFID tag 

identification according to EPCglobal Gen2 standard with the defined various recommended time 

parameters.  

  

1.6. Outline of the thesis 

Chapter 2 reviews the literature on anti-collision algorithms and tag estimation methods. One purpose of 

this chapter is to review the literature of tag identification techniques which are already standardized and 

in use. This chapter includes a discussion of the nature of work undertaken at various levels to improve 

the tag estimation and identification practices in very recent years. Finally, the RFID standards for tag 

identification are reviewed with some simulation results.  

Chapter 3 introduces five tag identification algorithms which are the variation of the binary tree 

algorithm. In this chapter, the newly derived mathematical models for each algorithm are given and the 

average amount of slots needed in tag identification for each algorithm is discussed in detail. Finally, the 

derived mathematical model and the simulation results are discussed. 

Chapter 4 mainly focuses on the proposed BE-MDT tag identification method. This chapter reviews the 

literature on the importance of slotted based Bayesian tag estimation and on the creation of look up tables. 

Furthermore, it discussed the importance of selecting the proper frame size in tag the identification using 

binary tree. In addition, it justifies the reason why the proposed tag identification method is powerful 

using some simulation results.  

Chapter 5 presents the next proposed algorithm of BS-MDT along with the mathematical models. The 

originated simulation results based on system efficiency, average delay, average number of collision slots 

and average number of idle slots are given to validate the mathematical model of the proposed method. 

Chapter 6 presents the RFID EPC GlobalGen2 standard timing parameters to validate the propose 

algorithms in terms of time system efficiency and rate of tag identification. The test results of the 

proposed method are compared to seven other well-known tree-based algorithms. 

Chapter 7 concludes the contributions of our work and indicate the areas where we can further improve 

in future works. 
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Chapter 2 Literature Review  

This chapter reviews the research literature of anti-collision algorithms and tag estimation methods. 

Firstly, we discuss the algorithm uses in the EPC Gen2 RFID standard namely Q algorithm. Then, the 

basic binary tree with fair and bias splitting probability is reviewed. Next, the execution process of 

several variation of binary tree algorithms are introduced with examples while reweaving the algorithm 

which gives the highest efficiency in the literature up to date. Latter of the chapter, several well-known 

tag estimation techniques which are already introduced in RFID systems are discussed and the 

performance of those tag estimation methods with respect to the estimation error are compared.   

 

2.1 Q Algorithm 

Q algorithm [18] is an ALOHA based protocol which is used in ISO 18000-6 Type C and EPC Gen 2 

standards. It uses an adaptive frame adjustment by analyzing the feedback of each slot. Usually, the RFID 

reader broadcast a value of Q, which useful to indicate the frame size of 2
Q

 to the tags in the RFID 

system. In Q algorithm, the Q value is adjusted dynamically by maintaining a constant called C, where 

it ranges from 0.1 to 0.5 with ternary feedback of idle, success and collision. For an idle feedback the Q 

decreases and for a collision the Q value increases by the constant of C. For a success, the Q doesn’t 

change. When the frame size is larger than the number of tags, the probability of experiencing more 

number of idle slots increases, while the frame size is smaller than the number of tags, probability of 

occurrence of collision increases. Therefore, using this algorithm, a frame size closer to the remaining 

number of tags can be achieved without using any estimation method. This algorithm can achieve 0.34 

efficiency in tag identification and Figure 2.1 illustrates the flow of Q algorithm.  

 

 

Figure 2.1 Execution flow of Q algorithm 
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2.2 Basic Binary Tree Algorithm 

Binary Tree Algorithm (BTA) also known as fair tree is used in ISO/IEC 18000-6 Type B, EPCGlobal 

Class 0 and EPCGlobal Class 1 as the anti-collision protocols in RFID tag identification. This is 

originally developed by Capetanakis [22] in 1979 with the system efficiency of 0.346. In BTA, each tag 

maintains a counter to track the subgroup and the state of identification. Firstly, the counter value is 0. 

The tags receive the query command from the reader, the tags with the counter value equal to 0 sent their 

IDs back to the reader. Based on the acknowledgment from tags , the collision happens when the reader 

receives more than one tag ID. Then the tags in this colliding group create a 0 or 1 binary number and 

add it to their counter value, and all the other unidentified tags increase their counter value by one. For 

no tag response which indicates an idle, all the unidentified tags increase the counter value by one. For 

single tag responses all the unidentified tags decrease the counter value by one. 

Figure 2.2 displays an example of tag identification using BTA where six users (A, B, C, D, E, F) are 

initially collided in the initial slot and required fourteen slots to resolve this collision and identify the 

tags. 
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Figure 2.2 An execution example of BTA 

 

2.3 Modified Tree Algorithm 

Modified tree algorithm (MTA) [39, 40] is an algorithm which gives a 0.375 system efficiency by 

skipping the definite collision slots in basic binary tree algorithm with fair splitting probability. As 

aforementioned, in BT, the collided slots are further split into two subgroups. If the first subgroup is an 

idle, it is certain that the second subgroup is a collision. Therefore, a slot wastage can be reduced by just 

splitting the second subgroup into two subgroups by pretending that the collision has occurred. 

Based on the example given in Figure 2.2, the slot 7 and 12 are followed by idle slots in slot 6 and 11. 

Therefore, all the collided users in slot 7 and 12 can be split into two subgroups without reading slot 7 

and 12. The modified tree algorithm execution procedure using Figure 2.2 is shown in Figure 2.3. 
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Furthermore, in [39, 40], it is given that in MTA a 0.381 system efficiency is achieved by splitting the 

right subgroup of the binary tree structure with bias probability of 0.582.  
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Figure 2.3 An execution example of MTA 

 

2.4 Optimum Dynamic Tree  

The original porotype of optimum dynamic tree (ODT) algorithm is proposed by Captanakis [22] in order 

to enhance the average efficiency in basic tree algorithm. As shown in Figure 2.4, the first frame size of 

ODT is based on the number of tags in the systems. The collided slots in this frame are resolved using 

binary tree concept. In [33] it is proofed that the optimum average efficiency of ODT algorithm is around 

0.429 under infinite tag population. Therefore, the ODT algorithm gives a higher efficiency compared to 

the basic tree algorithms such as binary tree and ternary tree algorithms. To derive the optimal efficiency 

in ODT, the relationship between the number of tags and the first frame size is mathematically derived 

and given in Section 3.5. 

Figure 2.4 shows the execution processes of ODT algorithm for six competing tags (A, B, C, D, E, F) 

with initial frame size of six.  
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Figure 2.4 An execution example of ODT algorithm 

 

2.4.1 Dynamic Binary Tree Slotted ALOHA 

Dynamic Binary Tree Slotted ALOHA (dynamic BTSA) was introduced in [33] with the system 

efficiency around 0.40 where it adjusts the frame length similar to Q algorithm mentioned in Section 2.1. 

In this algorithm, firstly, it adjusts the frame size dynamically and inquires the feedback of the first slot 

in the frame. If the first slot is an idle, the Q value is decremented by one and for collision it is 

incremented by one. Therefore, it corresponds to read slot which follows the slotted ALOHA mechanism. 

The frame adjustment phase is terminated when a success happens and then it follows the ODT algorithm 

mentioned in Section 2.4 to identify the remaining tags. The process of dynamic BTSA is shown in 

Figure 2.5.  

 

 

Figure 2.5 An execution example of dynamic BTSA algorithm [33] 

2.5. Adaptive Tree 

The adaptive tree (AT) algorithm, decide the next sub group size of current collided slot upon the number 

of collided tags of the current collided slot. Therefore, the adaptive tree performs well with some accurate 

tag estimation techniques and can achieve the optimum efficiency around 0.434 with an accurate tag 
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estimation [25]. In [26], Tree Slotted ALOHA (TSA) algorithm is introduced by adapting the AT concept 

along with the tag estimation method introduced by Vogt in [12]. In TSA, the initial frame size is decided 

upon on the amount of tags in the systems and the collided slots in this initial frame size is resolve using 

AT algorithm and achieved the stable of system efficiency of around 0.38. The execution procedure of 

TSA for initially collided six tags (A, B, C, D, E, F). is given in Figure 2.6  
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Figure 2.6 An execution example of dynamic TSA algorithm 

 

2.6. Binary Splitting Tree Slotted ALOHA 

In [32], binary splitting tree slotted ALOHA (BSTSA) is introduced which uses both BT and TSA 

concepts to achieve 0.415 system efficiency. Initially, the protocol splits tags into two subgroups by 

following BT until the leftmost leaf node of the tree contains no tags or a single tag. Then, all the right 

nodes are executed using TSA. This method enhances the TSA performance due to the initial elegant 

binary tree splitting tag estimation method. The process of BSTSA is given in Figure 2.7  

 

2.6.1. Splitting Binary Tree Slotted ALOHA 

BSTSA performance was significantly enhanced by using the splitting binary tree slotted ALOHA 

(splitting BTSA) as described in [33]. As shown in Figure 2.8, this follows the same binary tree splitting 

tag estimation method used in BSTSA with different tag identification approach. In this protocol, the 

authors have noticed that each node at a given level of the tree contains approximately half of the tags at 

its parent node. Therefore, when the splitting step is finished, the right nodes of the tree structure execute 

the ODT algorithm with initial frame size equal to the number of collided tags in the left-hand side. Using 

this approach 0.425 possible system efficiency is achieved for any number of tags. 
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Figure 2.7 An execution example of dynamic BSTSA [32] 
 

N

0,1       

Level 1 : split 

Level 2 : split 

Level 3 : split 

NLeftk

     

ODT(Lk)

NRightk

ODT(Li)

ODT(L2)

ODT(L1)

NLefti

NLeft2

NLeft1

NRight2

NRight1

binary splitting applied slots

MDT applied slots

Level k : split 

Level i : split 

Level k-1 : split 

2

N
 2

N


i
2

N
i

2

N


4

N


4

N


NRighti

1 1L Nleft=

2 2L Nleft=

i iL Nleft=

1kL =
 

Figure 2.8 An execution example of dynamic splitting BTSA [33] 
 

2.7. Tag Estimation Techniques 

In general, an RFID reader broadcasts the next frame size information and each RFID tags in its 

interrogation zone select one slot among the given frame size. At the end of each slot, the state of the slot 

information is sent back to the reader with a ternary feedback of idle, success, and collision. A collision 

slot (C) indicates that many tags have chosen the slot, while success (S) and idle (I) slots specify one tag 

or none has selected the slot respectively. Most tag estimation methods consider the aforementioned 

ternary feedback to estimate the number of tags at the beginning of the former frame. In next sections 

several well know estimation methods are discussed in detail.  
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2.7.1. Schoute’s tag estimation method 

A simple, fast and accurate tag estimation method is introduced in [11] to decide the next frame size to 

use in DFSA algorithm based on the previous frame S and C with the backlog estimator of 2.39 C . 

The estimated number of tags n̂  in the previous frame is given as, 

     2.39ˆ S Cn = +                 ( 2.1 ) 
Based on Schoute’s method, an accurate tag estimation can be observed when the number of tags in each 

slot follows a Poisson distribution with an integer mean.  

 

2.7.2. Vogt’s tag estimation method  

A tag estimation model, based on minimum mean square error is given in [12] by considering the 

binomial distribution in slot occupancy. The binomial probability that i  out of N tags transmit their ID 

for a given slot in a frame with L  slots is given by,  

   ( )
-

,1/

1 1
1

i N i

N L

N
B i

L Li

     
           

= − ,               ( 2.2 ) 

where 1
L  is the access probability for each tag to access the frame with L  slot,  

The expected number of idle
ea , successful 

sa , and collision 
ca  slots in a frame with L  slot can be 

derived using (2.2) as given in (2.3), (2.4) and (2.5) respectively.  

 

                                       ( )
,1/ 0e N La LB=                                            ( 2.3 ) 

                               ( )
,1/ 1s N La LB=                                                ( 2.4 ) 

                                      ( )1c e sa L a a−= −                                                           ( 2.5 ) 

 

In this estimation method, using (2.6) the minimum mean square error or minimum distance between the 

vector of the expected values and the vector of the read results is calculated recursively until it reaches 

the minimum value. The initial estimation of 2S C+ is considered by considering at least the two tags 

must collided in a slot to experience a collision.  

                                        min

e

s
N

c

a E

n a S

a C

   
   

−   
   
   

=                                                                                     ( 2.6 ) 
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2.7.3. Chen’s tag estimation method 

In [15], the authors derived a posterior probabilistic model by considering binomial distribution of idle 

e(p ) , success s(p ) and collision c(p )  slots which occur in the previous frame as follows: 

1
  1

N

ep
L

 
 
 

= −                                                           ( 2.7 ) 

1
1

1
N

s

N
p

L L

−
   
   
   

= −                   ( 2.8 ) 

1
1 1

1- 1 1
N N

c

N
p

L L L

−
     
     
     

= − − −                                                                ( 2.9 ) 

The authors assumed that the three outcomes of one read cycle: empty, successful and collision are 

independent and derived a posterior probability equation with multinomial distribution as shown in 

(2.10). 

 

!
( , , )

! ! !

E S C

e s c

L
P E S C p p p

E S C
=                                                                                   ( 2.10 ) 

 

By maximizing the posterior probability expressed in (2.10), the estimated number of tags are 

approximated as follows: 

arg max ( , , | )
N

n P E S C N=                                                                                                             (2.11 )  

However, the three outcomes of success, collision and idle are not independent to each other. In Section 

2.1.4, a better a posterior probabilistic model is discussed. 

 

2.7.4. Vahedi’s tag estimation method 

 

 

Figure 2.9 The Frame structure considered in the analytical model of Vahedi [15]. 

 
In [15], the authors reflect better approach of a posterior probability by assuming that tags in the frame 

are multinomial distributed and are mutually dependent for different slot types. As illustrated in Figure 

2.9, a frame structure of E  empty slot in the first part of the structure by following S success slots and 

C collision slots in the last section of the structure is being considered to derive the correct a posterior 

probability close form formula shown in Eq. (2.12). 
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1 2 3

!
( , , ) ( ) ( | ) ( | , )

! ! !

L
P E S C P E P S E P C E S

E S C

 
=  
 

                                  ( 2.12 ) 

 

The probability of observing empty slots in the first part of the frame can be expressed as  

 

1( ) 1

N
E

P E
L

 
= − 
 

                                                                                                                                  ( 2.13 ) 

 

Next, the probability of observing successful slots in the second part of the frame when empty slots in 

the previous step is expressed as in (2.14), where the detail of its derivation is given in [15]. 

 

( - )

2

( - )

!
( | ) 1

( )

( )
!

S N S

S

N S

N

N S S S
P S E

S L E L E S

N L E S
S

S L E

    
= −    

− −    

   − −
=   

−  
             

                                                             ( 2.14 ) 

Finally, the probability of observing collision slots in the last part of the frame when empty slots and 

successful in the previous step is expressed as in (2.15), where the details of its derivation is given in 

[15]. 

 

( )

3
0 0

( )

( )

( | , ) ( 1)

( )! ( )
                             

( )!

C C k
k v

k v

N S k

N S

C C k
P C E S

k v

N S C k v

N S k C

−
+

= =

− −

−

−  
= −    

  

− − −


− −

                                                   ( 2.15 ) 

By maximizing a posterior probability expressed in (2.12) the estimated tag count can be achieved.  

 

2.7.5. Šoli´c’s tag estimation method 

A system model called an Improved Linearized Combinatorial Model (ILCM) is introduced in [17] which 

uses interpolation method following the calculation of the combinatorial model. The expected number 

of tags N  is derived by maximizing (2.16) 

arg max ( , , | )
N

N P E S C N=                                                                                                           ( 2.16 ) 

The introduced interpolation concept in ILCM reduces the complexity of the algorithm with the 

following estimated method:  

( , ) ( , , )!
( , , | )

! ! !

C

n

N n S N n S CL sP E S C N
E S C L

=                                  ( 2.17 ) 

where ( , )N n Ss  stands for the number of ways to distribute remaining n S−  tags in C  collision slots. 

To provide ( , , )CN n S C , the exponential generating function ( )  (  - (1  ))  
x C

G x e x= + and its Maclaurin 
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expansion 
2 3 4 5 C

G(x) = (x /2!+ x /3!+ x /4!+ x /5! + ) is used. Then, ( , , )CN n S C is given by the 

coefficient of the 
( - )

/ ( )!
n S

x n s−  in the expansion of ( )G x . 

 

2.7.6. Annur’s Bayesian estimation-based tag estimation method 

In [41], authors proposed a novel efficient tag estimation concept to figure out the posterior probability 

distribution of number of tags in the system based on Bayesian estimation by following slotted ALOHA. 

This technique accumulates the information in each slot and produces a very consistent tag estimation 

for any number of tags. In this work, they assumed that the reader gets ternary feedback of idle ( )I  , 

success ( )S and collision ( )C  after reading a slot and the posterior probability distribution can be given 

as  

 

P( | )P( )
P( | )

P( )

feedback N N
N feedback

feedback
= ,                                     ( 2.18 ) 

where, ( )P N  is the prior distribution of number of tags. The authors considered the initial prior 

distribution of tags as a uniform distribution with the initial slot access probability of 1 16 , where the 

number of tags distribute from max1 to N , maxN is the length of the distribution. P( )feedback  is the 

normalization constant.  

The likelihood distribution P( | )feedback N  for feedback of success S  ,collision C   and idle  E can 

be written as.  

max( | ) ([1 ], ,1)P S N B N p=                                                      ( 2.19 ) 

max( | ) ([1 ], , 0)P E N B N p=                                              ( 2.20 ) 

( )

( )max max

( | ) 1 ( | ) ( | )

             = 1 ([1 ], ,1) ([1 ], , 0)

P C N P S N P I N

B N p B N p

= − +

− +
         ( 2.21 ) 

where, 
-

( , , ) (1 )
i n in

B n p i p p
i

= −
 
 
 

with access probability of p . 

In success, the distribution is shifted to left hand side to indicate an identification of a tag.  

The estimated number of tags N  is derived from the mean of posterior probability distribution of number 

of tags P( | )N feedback .Then the next access probability becomes 1p N= . 
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2.8 Simulation parameters and results with respect to tag estimation error in an RFID 

system 

In this section, the performances of the stated tag estimation methods in Section 2.7 are compared with 

respect to the tag estimate error which is given in (2.22). Extensive simulations have been carried out 

with the frame lengths of 4, 8, 16, 32, 64, 128 based on the Monte Carlo technique for 10 to1000 range 

of tags.  

 

tag estimate error = 
N n

N

−
                                                         ( 2.22 ) 
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(f) 

Figure 2.10 Tag estimate error for distinct estimation methods 

 

Discussion:  

The results verify that Vogt’s, Schoute’s and Vahedi’s methods give a lower tag estimate error when the 

frame size is equal or less than the given number of tags in the system. The Vog’s minimum distance 

estimation poorly act upon the tag estimation process than the other stated methods, specially, when the 

first frame size is not bigger enough. In Schoute’s backlog estimation and Vahedi's a posterior 

probability-based estimation method, the error in tag estimation increases when more number of tags 

exist in the system than the frame size. As illustrated in Figure 2.10 (f), the Šoli´c’s tags estimation is 

suitable for larger number of tags such as more than twenty tags with larger frame sizes. The Annur’s 

slot wise Bayesian estimation method gives a low and consistent error in tag estimation for any range of 

tags and for any frame sizes. The specialty behind Annur’s estimation is that it accumulates the 

information in each slot. Therefore, by using the prior accumulate knowledge in each slot there is a higher 

probability to get a good estimation value. In Vogt’s, Schoute’s, Vahedi’s and Šoli´c’s methods, they 

utilized one frame information to estimate the available tags.  
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Chapter 3 Average number of slots required in collision resolution 

for various types of binary tree algorithms  

In this chapter, the average number of slots needed in tag identification process is analyzed with respect 

to conventional Binary Tree, Binary Tree with bias probability, Optimum Dynamic tree (ODT), Modified 

Tree Algorithm (MTA) and proposed Modified Dynamic Tree (MDT) are mathematically analyzed.  

3.1 System Model 

In this analysis, a binary tree structure is considered and a node in the tree structure represents a slot uses 

in tags identification process. As depicted in Figure 4.1, at the 
th

k  level of the tree structure, there are 

2
k

number of slots and the splitting probability of right and left branches are p  and 1 p−  respectively. 

We consider the binary tree algorithm which allows ternary feedback of idle, success and collision returns 

at the end of each slots to the users. Based on this system model and the ternary feedbacks, the rest of 

this chapter will calculate the mean number of slots required in tag identification process in different 

types of binary tree-based algorithms.  

 

 

Level 1

Level 0

Level 2

Level k

slot

p 1-p

p p1-p 1-p

1-p1-p1-p1-pp p p p

 

Figure 3.1 System model: binary tree structure 

 

3.2 Binary Tree  

Lemma 1: Let 1( , )C N k denotes the average number of collision slot at the kth level of binary tree 

structure with fair splitting probability of 1

2kp = . 1( , )C N k can be given as: 

1
2

 ( , ) ( ,1 / 2 , )
N

k

n

C N k B N n
=

=                ( 3.1 ) 
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where,
-

( , , ) (1 )
i n in

B n p i p p
i

= −
 
 
 

. 

Proof: The number of collision slots happen when n out of N tags are colliding at the 
th

k level of binary 

tree structure is  
2

( ,1 / 2 , )
N

k

n

B N n
=
 .  

Also note that  

2 2

( ,1 / 2 , ) 1 ( ,1 / 2 , 0) ( ,1 / 2 ,1)
N N

k k k

n n

B n n B N B N
= =

= −−                      (3.2 ) 

Theorem 1: Let ( )BTAT N  be the average number of timeslots required by the binary tree algorithm with 

a fair splitting to recognize N tags. Then, ( )BTAT N  can be expressed as: 

1
1

( , ) ( ) 2 1BTA
k

C N kT N


=

 = + 
  

               (3.3 ) 

Proof: Since the tree structure will continue to grow with collisions i.e., every collided node will always 

produce two new nodes, by taking the summation of average number of collided slots in each level from 

Lemma 1 and multiply with the splitting factor of two, the Theorem 1 can be yielded.  

Furthermore, using an approximated asymptotic expression in [23, 42], (3.3) can be simplified as: 

2
1

ln(2)
BTA

N
T = −                             (3.4 ) 

where N > 2 

Hence, using (3.2), (3.3) can be given as:  

1

1
1 1

1 1 1
2 2 2

( ) 2 1BTA
k

N N
N

k k k
T N



=

 
 
 


−
   

− − − −

 

     
   

 
= +  

  

.               (3.5 ) 

This is exactly the same expression as (3.40) in [23], although it is derived from different approach.  

 

3.3 Binary tree with bias splitting probability 

Lemma 2: Let 2 ( , )C N k  be the average number of collision slots in the thk  level of the binary tree 

structure starting with N tags, 
,k jp  be the  probability that a tag arrives at the kth level of the tree structure 

through the 
thj   path from all possible 2

k
 paths and 0p  and 1 01p p= −  are the probability that a tag 

selects the left and right branches respectively. Then, 2 ( , )C N k  is:  

2 1

2 ,
0 2

( ,( , ) , n)

k

k j
j

N

n

N Nk BC p
−

= =

=                                                     ( 3.6 ) 

and 
1

,
0

i

k

k j
i

p p

−

=

=   where 
1 2( )kj dec   =  and 

i
  is a binary value, which indicates the subgroup 

selected at the thi  level.   
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Proof: A collision is said to take place when two or more tags choose the same slot. Therefore, the 

average number of collision slots in the thk  level of the binary tree structure is the summation of the 

collision probability of all slots in the thk  level and can be given as in (3.6). 

Theorem 2: Let ( )BTAbiasT N  be the average number of timeslots required by the binary tree protocol 

with a biased splitting to recognize N tags. Then, ( )BTAbiasT N  can be expressed as: 

2
1

( , ) ( ) 2 1BTAbias
k

C N kT N


=

 = + 
  

               (3.7 ) 

Proof: Since the tree structure will continue to grow with collisions i.e., every collided node will always 

produce two new nodes, by taking the summation of average number of collided slots in each level from 

Lemma 2 and multiply with the splitting factor of two, the Theorem 2 can be yielded. Also note that this 

is exactly the same expression as (3.31) in [23] , although it is derived from different approach. The 

(3.31) in [23] can be further simplified for binary tree algorithm with splitting probability of p  and 1 p−  

in left and right branches respectively as follows: 

2
( ) 1

( 1) 2( 1) (1 ) 1

1 (1 )

N
k k

k

BTAbias k k
T N

N
k k p p

k

p p

=
= +

 
 − − − − + −   

 

− − −


,     ( 3.8 ) 

where 0 1 1L L= = . 

 

3.4 Modified Tree Algorithm  

Lemma 3: The average number of definite colliding slots that can be predicted at level k is:  

1

2 1
3

1
1,( 1) 21 2

:

( , )
( , , )

1

1

N

k
N

n

k ii n
i odd

C N k
B N p n p

p
k

k
−

− += =

=      

=









                         (3.9 ) 

 

Proof: For the binary tree structure, a collision will definitely occur on the right branch, if no tag selects 

the left branch. The probability of such a definite collision on a slot i  in the kth level of the binary tree 

structure is the probability that there are more than two tags arriving at the 1−
th

k  level through the 

1) 2(
th

i+  path and all of them select the right branch with probability of 1p . Note for the first level that 

all N tags are collided at the root slot. Therefore, 2 ( , )C N k gives the average number of definite colliding 

slots that can be predicted at level k. 

Theorem 3:  Let ( )MTAT N  be the average number of timeslots consumed by MTA to identify all N tags. 

Then, ( )MTAT N  can be given by:  
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3
1

) ( )(  ( , )BTAbias
k

MTAT TN N C N k


=

= −                                                 ( 3.10 ) 

Proof: In MTA, all inevitable collision slots that are be predicted are skipped and tags involve in the 

collision proceed to the next tree level by splitting them into two subgroups. Thus, by deducting (3.7) by 

average number of definite collision slots, (3.10) can be obtained.  

Further, ( )MTAT N  can be derived by extending (3.13) in [23] with p as the splitting probability of the 

left branch in a binary tree structure as:  

2 2

0

( ) 1 (1 ) (1 ) (1 ) ( )
N

N i i N i N i

MTA MTA
i

N
T N p p p p p T i

i

− −

=

= − − + − + −
 

    
 

,

                 (3.11 ) 
and the results are apparently similar to the one in (3.10). 

 

3.5 Optimum Dynamic Tree  

Lemma 4: Let ( ),ODTT N L represents the average number of slots needed by optimum dynamic tree 

(ODT) to resolve the collided slots. Initially, when N  tags distributed in a frame with L  slots, then, 

( ),ODTT N L  can be given by: 

( )
3

( ,1 / , 0) ( ,1 / ,1) 5 ( ,1 / , 2)

,  
                       ( ,1 / , n) ( )BTA

n

ODTT

B N L B N L B N L

N L L
B N L T n



=

+ + 

= 
+ 

 
 
 
 

  

                                                                       ( 3.12 ) 
 
Proof: In ODT tag identification, the tags are initially separated into L sets and the collided slots among 

these sets are resolved based on binary tree protocol. ( ,1 / , )B N L n  representing the binomial probability 

of n  collided tags out of N  tags distribute among L initial slots. The 
1

( , , 0)B N L
−

,
1

( , ,1)B N L
−

and 

1
( , , 2)B N L

−
represent the binomial probability of no tag, one tag and two tags arbitrary select L slots 

respectively. As given in [24], the average number of slots needed to resolve two tag collision in binary 

tree is 5. 

Lemma 5: The relationship between the initial frame size L  and the number of tags N in ODT can be 

obtained as 0.87L N= . 

Proof: 

By substituting (3.4) in (3.12) the ( ),ODTT N L can be simplified as given in (3.13).  

( )
2

2

1
1

( 1) 2 1 1 1
                              3 1 1 1

2 ln(2) ln(2)

2
,  2

ln(2)

ODT

N

L

N N
L N

L L L

N
NT L L

−
 
− 

 

    −    
− + − + − −       

        

= − +
     ( 3.13) 
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To discover the frame size in ODT with minimum slot consumption for any N , the function  

( ),ODTT N L  given in (3.13) differentiates with respect to L . Let the resulting expression derived after 

the differentiation equal to zero and further analyze it with L N= , where  is a constant which gives 

the ratio of L and N . Then, for large number of tags, (3.13) can be simplified to 

1

2 2

2 1 1 1 1 2
3 1 2 1 1

ln(2) ln(2)
1 e 

  

−        
− − + + + −       

        
=                      ( 3.14 ) 

which can be solved with 0.871  . 

Figure 3.2 illustrates the frame sizes which offer the minimum collision resolution interval length for 

different number of tags. CRI length is the average number of slots require in tag identification. By taking 

the ratio between the frame size L, tags N and constant value  is calculated and is given in Table 3.1 

for different number of tags. Therefore, the relationship between the frame size L and number of tags N 

can be given as, 0.87L N= .  
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Figure 3.2 Frame sizes to obtain minimum CRI length for any N . 

 

Table 3.1  values for different N  
No.Of Tags 

(N)

α 

10

0.800

50

0.820

100

0.860

500

0.870

1000

0.870

5000

0.871

10000

0.871

50000

0.871

100000

0.871

 

 

Theorem 4: The optimum average efficiency of ODT is around 0.429 under infinite tag population. 

Proof: Substituting 0.87L N= in Eq. (3.12), 

( ),  2.3278 0.04172ODT N L NT = +  

Definition 1: Let ( )T N  represents the mean number of timeslots needed in anti-collision algorithm to 

identify N tags. Then, the system efficiency  can be given by 
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( )
 = 

N

NT
                              ( 3.15 ) 

Using (3.15), ODT  which is the efficiency of ODT for large number of tags is 

2.3278
  0.42959ODT

N

N
               ( 3.16 ) 

Therefore, Theorem 4 can be yielded.  

Note that the efficiency of ODT has derived in [33] with the assumption of frame size is equal to the 

number of tags. In this thesis, we derive optimum average efficiency of 0.429 based on the relationship 

of the frame size and the number of tags in ODT given in Lemma 5. 

 

3.6 Modified Dynamic Tree  

The first level of the tree is set according to the number of tags in the system. Then, the MTA use to 

resolve the conflict among the tags and identify them. This procedure is referred to as MDT. 

Theorem 5: Let ( ),MDTT N L  denotes the average number of timeslots used in MDT to resolve N tags 

with the initial frame size of L  slots. Then, ( ),MDTT N L  can be given by: 

( )
2

,  ( ,1 ,0) ( ,1 ,1) ( ,1 ,n) ( )
N

MTA
n

MDT N L L B N L B N N L T nT L B
=

 =  + + 
  

 ( 3.17 ) 

 
Proof: Tags are initially separated into L  slots at random. Thus, the probability that each slot contains 

0,1 and more than one tag are 
1

( , , 0)B N L
−

,
1

( , ,1)B N L
−

 and 
1

( , , )B N L n
−

 respectively. As only 

colliding slots are resolved by MTA, given in (3.11). The minimum ( ),MDTT N L can be achieved when 

0.79L N= the frame size L and the number of tags  
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3.7 Simulation parameters and results 

3.7.1 Performance analysis of optimum system efficiency for variations of binary tree 

algorithm   
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Figure 3.3 System efficiency of variations of the binary tree algorithm for large 

number of tags 

 
In Figure 3.3, the system efficiency of ODT, MDT, MTA and conventional binary tree algorithm is 

plotted. For the comparison purpose, we have used the optimal splitting probability of 0.582 and fair 

splitting factor of 0.5 in MDT and MTA algorithms. Compared to MDT with fair splitting, MDT with 

optimal splitting factor of 0.582 offers a significant improvement with a 0.4627 consistent efficiency 

when consider the initial frame size of ODT process equal to the tags. 

Compared to MTA and conventional binary tree, ODT shows a higher system efficiency. As given in 

Figure 3.4, based on the ODT process discussed in Section 3.5, when the tags are initially distributed 

among L slots, we can verify that the most frequently, two tags are collided in a slot. Therefore, when 

binary tree algorithm is used to resolve these collided slots, the efficiency gets increased. Further, ODT 

gives a higher efficiency  
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Figure 3.4 Frequency of tags colliding at the initial frame of ODT 
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Figure 3.5 System efficiency of best performed tree-based algorithm up to date 

 
when considered an initial frame size is equal to the 0.87 time of number of tags as given in Theorem 4. 

Therefore, it is proofed that using MTA and ODT algorithms, we can enhance the efficiency of 

conventional binary tree. In Figure 3.5, the system efficiency of well performed tree-based algorithms 

are given and it is verified that 42% is the best efficiency that have achieved up to date. 

The analytical model results and simulation results of BTA and ODT algorithms are given in the 

following tables.  
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Table 3.2 Comparison of analysis and simulation results for BTA and ODT 

algorithms 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Tags Simulation Analysis Tags Simulation Analysis

2 3.99 4 2 4 4

3 6.671 6.666 3 6.4074 6.4062

4 9.5656 9.528 4 8.7738 8.7721

5 12.3926 12.419 5 11.1273 11.1252

6 15.3028 15.313 6 13.4750 13.4726

7 18.2296 18.2 7 15.8197 15.8169

8 21.1076 21.085 8 18.1626 18.1594

9 23.9476 23.968 9 20.5043 20.5008

10 26.8164 26.853 10 22.8452 22.8413

11 29.7224 29.738 11 25.1856 25.1813

12 32.6082 32.623 12 27.5255 27.5209

13 35.526 35.509 13 29.8651 29.8601

14 38.3705 38.395 14 32.2045 32.1991

15 41.277 41.281 15 34.5436 34.5379

16 44.1452 44.166 16 36.8826 36.8766

17 47.052 47.051 17 39.2215 39.2151

18 49.9347 49.937 18 41.5603 41.5535

19 52.8598 52.822 19 43.8989 43.8919

20 55.7334 55.707 20 46.2375 46.2301

BTA ODT
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Chapter 4 Bayesian Estimation based Modified Dynamic Tree 

Algorithm 

In this chapter, we discuss the proposed algorithm called Bayesian estimation based modified dynamic 

tree (BE-MDT). Throughout the chapter, a detailed clarification of whole the algorithm is presented with 

flow chart and other necessity diagrams.  

 

4.1 Introduction to BE-MDT 

The proposed BE-MDT algorithm comprises two phases of operations. In the first phase, the algorithm 

aims to obtain the number of competing tags in the system. To acquire the estimated number as fast as 

possible, an efficient slotted based Bayesian tag estimation is applied. In the second phase, we use an 

efficient technique to dynamically set the frame size of first level of the tree, based on the estimated tag 

count from phase one. Then, we use MTA to resolve the conflict among the tags and identify them. This 

procedure in the second phase is referred as modified dynamic tree (MDT). 

 

4.2 Process of BE-MDT 

4.2.1 Slotted ALOHA based Bayesian tag estimation: Phase I 

For tag estimation, most well-known methods such as [11-15, 17] rely on the feedback information in 

the previous frame, i.e. the number of idle, success and collision slots to estimate the collided tags. As 

the feedback information is from one whole frame, with efficient estimation techniques [15, 17], 

involving complicated calculations, the estimate can be quite accurate. However, when the current frame 

size is rather different from the actual number of tags, it is very important to change the frame size quickly 

for both over estimation or under estimation. If the decision to change of frame size takes several frames, 

a serious loss of efficiency may occur. That is why, several frame-based algorithms such as [6] adopt the 

early frame braking policy in which a frame can be terminated pre-mutually, if the discrepancy between 

the number of tags and frame size are detected so that a new and more appropriate frame size can be 

initiated promptly. However, frame-based estimation can exhibit slow response, even the early frame 

breaking technique in which a frame can be terminated before the end of the frame is applied. We propose 

to perform the estimation at every slot to achieve fast tag estimation. In order to obtain good estimates, 

it is important to use a technique which can extract feedback information from each slot and accumulate 

them over a series of slots. Bayesian estimation method is one of powerful mathematical tools that 

minimizes posterior expected value of a loss function while accumulating the prior information.  

In this thesis, we follow the Bayesian estimation principles which were introduced in [41] and [43], for 

the purpose of tag estimation and not for collision resolution. The achievable system efficiency is 

reported to be 36%, which approaches the maximum limit of slotted ALOHA protocols. At each slot, the 
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algorithm performs tag estimation, which involves very expensive computation, while resolving collision 

and identifying tags at the same time. Based on their method, a decision tree with dynamically updated 

frame sizes is shown in Figure 4.1(a). This is displayed only for the first three slots. The decision tree 

grows exponentially with the number of slots, making it practically impossible to store all the pre-

assigned frame sizes in a lookup table. Therefore, the reader must compute a new frame size at the end 

of every slot in real time. This is computationally too demanding for the reader. Figure 4.1(b) represents 

the modified decision tree from Figure 4.1(a) with an additional constraint that the frame sizes are 

restricted to 2
k

where  1, 2,3,k  . Such a constraint not only helps minimizing the signaling from 

the reader to tags, but also substantially simplify the tag estimation process.  
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Figure 4.1 Comparison of decision tree diagrams 

 
In our work, we aim to acquire an accurate tag estimate using the smallest number of slots, thus the 

decision tree should be terminated as soon as the tag estimate is deemed accurate enough. An appropriate 

termination criterion is based on the minimum ratio of the standard deviation over mean of the prior 

distribution of the number of tags. As this ratio gets smaller, the estimation becomes more accurate. 

Based on our extensive investigation over a broad range of tags from 2 to 65,535, we found that every 

colliding slot always exhibits a large standard deviation over mean which signifies that the estimation 

procedure should continue. In contrary, the idle and success slots give relatively small standard deviation 

over mean in prior distribution, which indicates that the estimation process can be terminated. Based on 
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these investigations, the decision tree of the proposed method is shown in Figure .4.1(c). As we can see, 

the tree grows linearly with the number of slots, i.e. the number of leaves are two times the number of 

slots plus one. Consequently, it is possible using mathematical methods and simulations to store the 

precomputed frame sizes in a lookup table as given in Table 4.1. Thus, in our method, we get the benefit 

from the Bayesian estimation while the Bayesian computational complexity is no longer a problem.  

 

Table 4.1 Lookup table for precomputed Bayesian estimation. 

Slot

Q

2

5

3-6

6

7-13

7

14-28

8

29-59

9

60-120

10

121-244

11

245-491

12

>491

13

1

4
 

 

As given in [41], the appropriate access probability for the next slot is derived by maximizing the average 

probability of success as follows: 

2

(1 ) ( )

(1 ) ( )

N

N

N p p Nopt
popt

N p p Nopt

−
=

−
,              ( 4.1 ) 

where ( )p N  is the prior probability distribution. Alternatively, a good estimate for (4.1) is: 

1

( )
optp

Np N
=


                     ( 4.2 ) 

In our work, we utilize the Bayesian estimation concept solely for tag estimation purpose (only in Phase 

I), not at all for tag identification. Our main concern is to find out when the Bayesian estimation process 

in Phase I should be terminated. It is clear that the complexity is the main issue here as the number of 

states increases exponentially (see Figure 4.1(a)). To ensure that the proposed algorithm can be 

implemented, we considered an intelligent criterion that when the standard deviation over mean of the 

priori distribution is narrow enough, the estimation process can be terminated. As it appears that after an 

idle or a success slot, the standard deviation over mean is rather narrow, while a collision slot always 

results in large standard deviation over mean. Based on this finding, we construct Table 4.1 accordingly. 

Note that the Q  value in Table 4.1 is defined as 
2log (1 / )optp   . 

 

4.2.2 BE-MDT: Phase II 

In Phase II, the remaining tags from the Phase I are resolved based on MDT algorithm. MDT is the 

combination of ODT and MTA algorithms and a detailed description of MTA and ODT algorithms is 

given in Section 2.4 and 2.5 respectively. The mathematical analysis of MDT algorithm is given in 

Section 3.6. 

In Phase II, an initial frame size L is chosen based on the variable slot  using the lookup table given in 

Table 4.2. The reader sends the query command and waits for L slots. Only those collision slots are 

further resolved through MTA. Note that Table 4.2 is constructed in such a way that the system efficiency 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

38 

can be maximized across a broad range of tags using only frame sizes that have the powers of two. An 

efficient mean to identify the optimum frame sizes for every terminated slots is to assign the mode of a 

posterior distribution of the number of tags at each terminating slot as an initial frame size. We can then 

optimize them to obtain suitable frame sizes, as given in Table 4.2. The main purpose of Table 4.2 to 

assign an initial frame size for each terminating slot so that the system efficiency is maximized across a 

broad range of tags using only frame sizes that are the power of two. The posterior distribution of the 

number of tags at the terminating slot is the key to assign the frame size. We use the mode of the posterior 

distribution at the terminating slot to assign the frame size, as it is the value that appears most often. 

Therefore, 2
ˆ(log ( ))

2
round N

L =  where N̂  is the mode of the posterior distribution. Based on these initial 

frame sizes, we can then optimize them to obtain suitable frame sizes, as given in Table 4.2.  

 

Table 4.2 Initial frame sizes for MDT. 

64

Slot

Frame Size(L)

1-3

128

4-5

256

6-12

512

13-20

1024

21-40

2048

41-70

4096

71-132

8192

133-249 250-490

16384

491-550

32768

>550

65536
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Figure 4.2 Flow chat of proposed BE-MD 

 

4.2.3 Flow chart of BE- MDT 

Figure 4.2 shows the complete flow chart of the proposed algorithm. In the first phase, each unidentified 

tag accesses a slot with the probability of 1 2
Q

, where the initial broadcast frame size of 4Q = . When the 

reader experiences an idle or successful feedback from the current reading slot, it dismisses tag estimation 

phase and moves to the second phase. Otherwise, the reader continues in the first phase with an updated 

value of Q using Table 4.1. In the second phase, an initial frame size (L) is chosen based on the variable 
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slot using the lookup table given in Table 4.2. The reader sends the query command and wait for L slots. 

Only those collided slots are further resolved through MTA.  

 

4.3 Average number of slots required in collision resolution in BE-MDT 

Let ( , max )BE MDTT N slot− be the average number of slots needed by BE-MDT to identify N  tags, 

1 / 2 iQ

ip =  be the access probability that each tag uses in the 
th

i  slot in the first phase where the 
iQ  

value is given in Table 4.1 and iL  be the initial frame size used in the second phase for MDT. Then 

( , )BE MDTT N maxslot−  can be calculated as: 

1

1 1 1 1 1

1
1

2 1

( , ) (1 ) ( , ) (1 ) ( 1, )

                                        [(1 ) ( , ) (1 ) ( 1, ) ]

                             

N N

BE MDT MDT MDT

imaxslot
N

i MDT i i i MDT i m
i m

MDT

T N maxslot p T N L Np p T N L

N
p T N L Np p T N L x

T

−

−

−
−

= =

= − + − −

+ − + − − 

+
1

( , )
maxslot

maxslot q
q

N L x
=


, 

 ( 4.3 ) 

 where 1
1 (1 ) (1 )

N N

m m m mx p Np p
−

= − − − − . 

For BE-MDT, tags stay in the first phase as long as they experience collision slots. Hence, the 

probabilities that all tags arrive at the ( 1)
th

i −  slot while still in the first phase is

1
1

1

1 (1 ) (1 )
i

N N

m m m
m

p Np p
−

−

=

− − − − . If they transit into the second phase due to idleness or success, with 

the probability of (1 )
N

ip−  and 
1

(1 )
N

i iNp p
−

−  respectively, the number of tags entering the second 

phase are N and 1N −  respectively and they will be resolved through MDT. ( , )MDT iT N L which can be 

derived using (3.17) in Section 3.6. By taking into account all possible events as shown in Figure 4.1(c) 

(4.3) can be yielded. 

4.4 Simulation Results and Discussion 

In this section, we compared the performance of the proposed BE-MDT with that of known tree-based 

anti-collision algorithms in terms of system efficiency, average delay, average number of collisions and 

idle slots for 2 to 10000 number of tags range. The system efficiency SE  is the ratio of the number of 

tags N and the average number of time slots ( )T N  required in an anti-collision algorithm to identify 

N  tags as specified bellow:  

.
( )

SE

N

T N
 =       (4.4 ) 
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(a) 

 

(b) 

Figure 4.3 Comparison of system efficiency for various tree-based algorithms. 
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(a) 

 

 

(b) 

Figure 4.4 Average number of slots for identifying all tags for various tree-based 

algorithms. 
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(a) 

 

 

(b) 

Figure 4.5 Average number of collsions for various tree-based algorithms. 
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(a) 

 

 

(b) 

Figure 4.6 Average number of idles for various tree-based algorithms. 

 

Discussion: 

Figure 4.3 presents the system efficiency comparison between the proposed BE-MDT algorithm and 

BTA [22], TTA [23], MTA [40] TSA [26], BSTSA [32], Dynamic BTSA [33] and Splitting BTSA [33]. 

Figure 4.3(a) and (b) show the system efficiency for tags 2 100N   and 100 1000N   respectively. 

It is clear that the BE-MDT consistently offers higher system efficiency of more than 45% than all other 

well-known tree-based algorithms for tags between 100-10,000 and beyond. Note that, for small number 

of tags, these numerical results for BTA, MTA, MDT and BE-MDT are obtained from our derived 
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mathematical formula (3.7), (3.10) and (3.17) respectively and confirmed through computer simulations. 

For larger number of tags, due to floating point precision limitations, numerical results for all algorithms 

are obtained solely from computer simulations. To ensure high accuracy of the simulation results, 10,000 

runs of tag identification are executed for each case. As given in Figure 4.3, the proposed BE-MDT can 

achieve better in system efficiency when 40N   than all other algorithms. 

Figure 4.4 (a) and (b) illustrate the average delay which is the number of slots required to identify all 

tags for 2 100N   and 100 1000N  respectively. As shown in the Figure 4.4, BE-MDT gives 

lowest delay when 40N   than all other algorithms. This is in line with the highest system efficiency 

for 40N  , which we have discussed earlier. Further, Figure 4.5 and Figure 4.6 give the average number 

of collision and idle slots for identifying all tags, respectively. In these figures, our proposed protocols 

may not have the least number of collision or idle slots.  
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Chapter 5 Binary Splitting Modified Dynamic Tree Anti-Collision 

Algorithm for RFID Systems 

In this chapter, another proposed algorithm called binary splitting modified dynamic tree anti-collision 

(BS-MDT) algorithm for RFID systems is explained. Throughout the chapter, a detailed clarification of 

whole algorithm is presented with a flow chart and other necessity diagrams. 

 

5.1 Introduction to BS-MDT 

The proposed BS-MDT algorithm first performs tag estimation by using the binary splitting through a 

tree structure as proposed by [33] and subsequently adopted by [40], until the left branch contains zero 

or one tag. Then, tags in the right branches of the binary tree structure are resolved from the lowest level 

to the top by using our proposed modified dynamic tree (MDT) algorithm. Hence, this algorithm is 

referred as binary splitting modified dynamic tree (BS-MDT) algorithm.  

 

5.2 Execution of BS-MDT 
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Figure 5.1 BS-MDT algorithm tree. 

 
Figure 5.1 presents the binary splitting procedure, followed by our proposed initial frame size assignment 

method for the MDT. As we can see, tags are split into two subgroups, i.e. left and right, repeatedly in 

the depth first search manner, until reaching the slot or the 
th

k level which contains either zero or one 

tag. For an initial size of N tags, the value of k  can be estimated as 2log N , indicating that this process 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

46 

can finish very rapidly. If at the 
th

k level, the slot contains no tag, i.e. 0kNLeft = , it is certain that the 

number of tags on the right branch of the 
th

k level must contain at least 2 tags, i.e.,  2kNRight  . 

Therefore, the initial frame size ( kL ) should be set to at least two slots and in the proposed method, kL  

is set to 2 for maximizing the system efficiency. On the other hand, if 1kNLeft = , 
kL  is set to 1 for the 

same reason. Once all tags in the right branch of the
thk level are resolved by the MDT method described 

below, the actual value of kNRight  can be known, thus, actual number of colliding tags at the ( )1
th

k −

level on the left branch can be readily obtained as 1     k k kNLeft NRight NLeft− = + . The next step is to 

resolve tag collision on the right branch of each level starting from the ( )1
th

k − level upwards to the 1
st

level using MDT. Unlike most algorithms that usually assign the initial frame size equal to the estimated 

number of tags, we show that the system efficiency can be increases by 1%  by assigning 

( )  L round N=  , where   1  . The MDT algorithm execution is based on two steps. In the first 

step, the competing tags randomly select a timeslot from a frame, which is made up of L  slots. In the 

second step, the collided slots within the frame are resolved using the modified tree algorithm (MTA) 

[40, 41] until all the collided tags are identified. 

 

5.3 Example of transmission process in the BS-MDT algorithm 
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Figure 5.2 Execution procedure of BS-MDT algorithm for six initial tags collision. 
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Figure 5.2 presents an example of the tag identification process of BS-MDT for six colliding tags (A-F) 

in Slot0. Figure 5.2(a) shows detail of the first step, where binary splitting is performed three times and 

terminates at Slot 3 with one tag in it, i.e., tag A. Figure 5.2(b) shows details of the second step. Tag B 

is first resolved by MTA with an initial frame size of 3 1L =  and the number of colliding tags in Slot 2 

is known to be two. Therefore, the initial frame size for resolving tags on the right-hand side of the 2
nd

 

level containing Tags C and E is 2   2L =  , assuming   0.79 = . Notice that Slot 7 is idle, implying that 

the next slot will be a sure collision, and hence it is skipped and immediately split into two slots, i.e., 

Slots 8 and 9. Since we can know that Slot 1 contains 4 colliding tags, the initial frame size for resolving 

the right-hand-side slot of the 1st level is 1   3L = . A total of twelve slots are required to resolve the six 

tag collisions as shown in Figure 5.2(c). 

 

5.4 Analysis of the BS-MDT Algorithm 

( )BSMDTT N , which is the average timeslots used in the proposed BS-MDT can be derived using MDTT

in (3.17) and is given in (5.1).  

( ) ( ) ( ) ( )
1

0

,
1 1

1 1 , 2
2 2

BSMDT MDT BSMDT M

N

DTN N
j

T
j

N T j q T N N
N

j T
−

=

= + + +− +
 

        
 

 ( 5.1 ) 

where ( )( )   q round N j= −  (i.e., ( )( )  rounds N j −  to the nearest integer) and 

( ) ( )0   1   0.BSMDT BSMDTT T= =  

 

5.5 Simulation parameters and results 

In this section, we analyze the average number of timeslots required by the BTA [22], TTA [23], MTA 

[40] TSA [26], BSTSA [32], Dynamic BTSA [33]and Splitting BTSA [33] algorithms to resolve all N  

tags, so that their corresponding system efficiency is determined using (4.4).  
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(a) 

 

 

(b) 

Figure 5.3 Comparison of system efficiency for various tree-based algorithms. 
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(a) 

 

(b) 

Figure 5.4 Average number of slots for identifying all tags for various tree-based 

algorithms. 
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(a) 

 

 

(b) 

Figure 5.5 Average number of collsions for various tree-based algorithms. 
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(a) 

 

 

(b) 

Figure 5.6 Average number of idle for various tree-based algorithms. 

 

Discussion: 

The performance of the proposed BS-MDT is evaluated and compared with BTA [22], TTA [23], MTA 

[40] TSA [26], BSTSA [32], Dynamic BTSA [33]and Splitting BTSA [33]. in terms of system efficiency 

and the results are shown in Figure 5.3. Numerical results are obtained through our derived analytical 

model and verified through computer simulation. The parameters   and p are optimized through 

extensive simulations as shown in Section 3 and the system efficiency is maximized when using 

  0.79 =  and   0.418p =  . Figure 5.3(a) presents the comparison of system efficiency for small 
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numbers of tags, namely 2 to 100 tags. The proposed BS-MDT algorithm achieves at least 42% 

efficiency, which is higher than all other algorithms: almost 4% higher than that of splitting BTSA and 

over 6% higher than that of BSTSA. For larger numbers of tags, i.e. 100-10,000, the system efficiency 

of BS-MDT algorithm is above 46% as reflected in Figure 5.3(b) and it is almost constant in the range 

for 10,000-50,000 tags (not shown here). This is a significant improvement from existing tree-based anti-

collision algorithms. As depicted in Figure 5.4, the proposed method gives the lowest delay compare all 

other seven tree-based algorithms. However, it doesn’t give the lowest average number of idle or collision 

slots.  
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Chapter 6 BE-MDT and BS-MDT in RFID EPCglobal Gen2 standard  

6.1 Standards for RFID tag identification 

6.1.1 RFID standards bodies 

International Standards Organization (ISO) and Electronics Product Code Global Incorporated 

(EPCglobal) are the two main international standards for RFID. In 1996, ISO joined with IEC to 

standardize the RFID technology and this standard specifies in the literature in the form of ISO/IEC. In 

1999, with aim of doing research and standardize RFID technology, set of companies joined with MIT 

and form a group known as the Auto-ID consortium. In 2003, this consortium moved to a new unit call 

as EPCglobal.  

The anti-collision protocols and standards for RFID tag identification are listed in Table 6.1.  

 

Table 6.1 Standards and anti-collision protocols [28] 

Anti-collision protocols Standards for RFID tag identification

ISO/IEC 18000-3 Mode 1

EPCglobal Class 1 Generation 2
Q protocol

Pure ALOHA ISO/IEC 18000-3 Mode 1

Extention

Slotted ALOHA ISO/IEC 18000-3 Mode 2

Frame slotted ALOHA ISO/IEC 18000-3 Mode 1

Extention

ISO/IEC 18000-6 Type A

EPCglobal Class 1

EPCglobal Class 1 Generation 2

Dynamic frame slotted 

ALOHA

ISO/IEC 18000-3 Mode 1

ISO/IEC 14443-3 Type B

Binary tree protocol
ISO/IEC 18000-6 Type B 

EPCGlobal Class 0

EPCGlobal Class 1

Query tree protocol ISO/IEC 18000-3 Mode 1

Dynamic binary search 

algorithm
ISO/IEC 14443-3 Type A

 

 

The binary tree algorithm is used by the first-generation of EPC standards and in EPC 2nd generation 

(EPCGen2) [18] approach, it uses the Q algorithm which is a variant of originally known slotted 

ALOHA.  
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6.2 Slotted ALOHA in EPCGen2 Standard 

 

Inventory Query(Q) arbitrate arbitrate arbitrate arbitrate

READER SELECTED tags

3 7 4 0

arbitrate

7

(2 )QRND

Reply  

Figure 6.1 Function of slotted ALOHA in EPCGen2 standard [18]. 

 
In the inventory round, the reader broadcast Query command and inform the number of slots in the 

inventory. The tags receiving the Query command identify that they are the contestants in reader’s 

interrogation zone. The Query command contains a numerical value Q which helps each tag to randomly 

select a number between 0 and (2Q−1). This number indicates in which slot the tag will respond. If the 

random number is zero, then the tag responds in the current slot, else it stores this value in the slot counter 

and wait for it turn. During these inquiries, if the reader can decode receive, random number will send 

an acknowledgement to the tag. Next, the tag can send the electronic product code (EPC) which is the 

tag ID.  

 

6.3 Time System Efficiency (TSE) using EPCGen2 Standard 

Although the system efficiency has been the most common measure of performance for anti-collision 

protocols, recent studies for RFID systems aim at maximizing the time system efficiency as it takes into 

account of the fact that idle slots are shorter than successful and collision and various recommended time 

parameters as defined in the EPCglobal Gen 2 standard play its part in the actual time required for tag 

identification. 

The time system efficiency TSE  is defined as [32] 

.
( ) ( ) ( )

TSE

I S C

NTs

I N T S N T C N T
 =

+ +
             ( 6.1 ) 

where ( ), ( )I N S N  and ( )C N  are the expected number of idle, successful and collision slots 

respectively, while ,I sT T  and cT  are their corresponding time duration, according to EPCglobal C1 

Gen2 standard [18].  

In EPCglobal Gen 2 standard [18], link timing between reader→tags and tags→reader is shown in Fig. 

6.2. When the reader issues a Query or QueryRep command, three possible outcomes may arise. First, 

single tag replies as depicted in Figure. 6.2(a). In this case, the reader responds by returning an 

acknowledgment and the tag sends its identity to complete a successful tag identification. Second, 

multiple tags reply as shown in Figure 6.2(b). A collision occurs, and no further action is taken. Third, 

no tag replies as illustrated in Figure 6.2(c). In this case, the reader is able to detect and recognize the 
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absence of replied signals and thus decides to terminate earlier. The time durations for a single tag reply 

( ),ST  collided reply ( )CT  and no reply ( )IT  for Phase II can be expressed as [18]:  

1 2 Re 16 Pr2 2S Q p RN Ack EPC eambleT T T T T T T T= + + + + + +             ( 6.2 ) 

1 2 16 PrC QRep RN eambleT T T T T T= + + + +              ( 6.3 ) 

1 3 PrI QRep eambleT T T T T= + + +               ( 6.4 ) 

 
These expressions indicate clearly that in the EPCglobal Gen 2 standard, successful, collision and idle 

slots have different time durations, with S C IT T T  . We follow the timing values given in Table 6.2 

to calculate ST , CT and IT parameters.  
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Figure 6.2 Link Timing according to EPCglobal Gen2 standard. 
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Table 6.2 Gen2 Reader Interrogation Parameters [37] 

Parameter Duration

Reader- to -Tag Data0 1Tari

Tag - to -Reader Data1 2Tari

Reader-to-Tag Rate 40kbps

Tag-to-Reader Rate 40kbps

Tpri 25µs

Tari

DR 8

Query 22 bits

25µs

Query Adju 9 bits

Parameter Duration

RTcal 75µs

TRcal 200µs

T1 250µs

T2 250µs

T3 100µs

RN16

EPC 96 bits

Ack 18 bits

16 bits

Query Rep 4 bits  

 

The 22-bit long Query command was included to every slot in Phase I along with other timing 

parameters, such as 16 Pr 1 2 3, , , , , ,RN Ack EPC eambleT T T T T T T . Therefore, the effect of extra-reader Query 

commands is considered together with all other necessary commands according to the EPCGen2 standard 

in the new and additional investigation of the time system efficiency. To be precise, in each slot of Phase 

I the timing for success ( ),ST  idle ( )IT and collision ( ),CT  slots are given as: 

1 2 16 Pr2 2S Query RN Ack EPC eambleT T T T T T T T= + + + + + +            ( 6.5 ) 

1 3 PrI Query eambleT T T T T= + + +               ( 6.6 ) 

1 2 16 PrC Query RN eambleT T T T T T= + + + +              ( 6.7 ) 
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(b) 

 

(c) 
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(d) 

Figure 6.3 Time system efficiency for different variations of tree-based algorithms. 
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(b) 

 

 

(c) 
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(d) 

Figure 6.4 Tags identification rate for different variations of tree-based algorithms. 

 

Discussion: 

We applied the proposed algorithms to the RFID system according to the EPCglobal Gen 2 standard at 

data rate of 40 kbps with time parameters as given in Table 6.2. Figure 6.1 (a), (b) show the time system 

efficiency of BE-MDT algorithm. Figure 6.1 (c), (d) gives the time system efficiency of BS-MDT 

algorithm. Numerical results given in these figures show that the proposed BE-MDT and BS-MDT 

algorithms can achieve better time system efficiency than all other algorithms, even the BSTSA which 

is primarily designed and optimized for maximum time system efficiency. It is possible that some 

protocols which have good system efficiency may not be as effective with the time system efficiency, 

such as MTA. The reverse is also true for instance BSTSA. For our proposed algorithms, both system 

efficiency and time system efficiency are better than all known protocols. As can be observed from 

Figure 6.4 the proposed methods can achieve the best overall performance in terms in tag identification 

rate as well. 
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Chapter 07 Conclusions and Future Works 

7.1 Conclusions  

In this thesis, we proposed two highly efficient anti-collision algorithms with system efficiency of 45% 

for a large range of number of tags. Firstly, in BE-MDT, the slot-based Bayesian estimation technique is 

used along with the proposed modified dynamic tree algorithm for rapid tag identification. Secondly, an 

algorithm called BS-MDT is proposed in conjunction with binary splitting estimation method which can 

identify tags for RFID systems faster than other known tree-based algorithms across the entire range of 

tag population from 2 to at least 10000. We also presented a new and complete mathematical analysis to 

derive the average number of time slots required by several tree-based algorithms such as BTA, MTA, 

MDT and proposed BE-MDT, BS-MDT algorithms to resolve a group of tags. The mathematically 

analyzed results are verified by simulations. Numerical results confirm that the BE-MDT offers system 

efficiency greater than 40% for number of tags ( N ) greater than 40. For larger range of tags, i.e.,

100 10000N   system efficiency is around slightly more than 45%. For smaller number of tag range 

i.e., 2 40N   the BE-MDT algorithm does not perform well. The BS-MDT offers the average system 

efficiency of 42% for small numbers of tags i.e., 2 100N  and slightly above 46% for larger numbers 

of tags. i.e., 100 10000N  . 

When applying the BE-MDT and BS-MDT algorithm to the RFID system using EPCglobal Gen2 

standard, the achievable time system efficiency for large range numbers of tags is at least 78.5% and 

80% respectively which is higher than that of all other existing algorithms. The BS-MDT algorithm gives 

the time system efficiency around 78% for small numbers of tags and BE-MDT algorithm gives 78%-

time system efficiency for small numbers of tags greater than 40, i.e., 40N  . Furthermore, we use tags 

identification rate, average delay, average number of collision and idle slots required in the tag 

identification process as the performance evaluation parameters. The simulation results confirm that the 

proposed two methods are performed well than stated seven well-known methods with respect to all the 

performance evaluation criteria  

7.2 Future Works 

Though this thesis has revealed the potential of achieving the highly efficient binary tree based anti-

collision algorithms several concepts for extending the scope of this thesis remain. The first concern is 

to implement the proposed algorithms in real world application (using hardware) and compare it with 

simulated results. It is possible to consider small to large range of tags in the practical test bed as defined 

in the thesis and measure the performance with respect to stated parameters in the thesis. Currently, 

ALOHA-based Q algorithm is the anti-collision algorithm used in RFID Gen2 standard which is a frame-

based algorithm. It is interesting to analyze the optimum efficiency that can be achieve though frame-

based algorithms and compare it with the splitting-based algorithms.  

In order to further extend this work, we can implement an anti-collision protocol to enhance the tag 

identification rate when NFC devices appear in the identification range of RFID system. Since the NFC 
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devices and RFID systems operate 13.56 MHz, the NFC devices cannot operate as usual when they 

coexist. in RFID identification range.  
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