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The item cold-start problem occurs when a recommendation system cannot
recommend new items owing to record deficiencies and new listing omissions. When searching
for real estate, users can register a concurrent interest in recent and prior projects. Thus, an
approach to recommend cold-start and warm-start items simultaneously must be determined.
Furthermore, unrequired membership = and stop-by behavior cause real estate
recommendations to have many cold-start and new users. This characteristic encourages the
use of a content-based approach and a session-based recommendation system. Herein, we
propose a real estate recommendation approach for solving the item cold-start problem with
acceptable warm-start item recommendations in the many-cold-start-users scenario. We
modify a session-based recommendation system and employ existing mechanisms to
efficiently deal with sequential and context information for the next-interacted item's encoded
attribute prediction. Subsequently, we use the nearest-neighbors approach using weighted
cosine similarity to determine conforming candidates. We use Recall@K and MRR@K with the
top-n recommendation to evaluate warm-start and cold-start item recommendations among
different applied mechanisms and against the baselines. The results demonstrate the
effectiveness of efficiently integrating the information and the difficulty in performing well in
warm-start and cold-start item recommendations simultaneously. Our proposed approach
illustrates the capability of solving the item cold-start problem while yielding promising results
in both recommendations although neither result is the best. We believe that our approach
provides a suitable compromise between both recommendations and that it will benefit

recommendation tasks focusing on both recommendations.
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1. Introduction

Among the crucial challenges in e-commerce is maintaining the existing users
while attracting new ones. While the abundance of information and choices can be a
deterrent, a common approach is to provide recommendations to users to reduce
their time and effort searching for information, with the hope of increasing
satisfaction. An example of this situation is when users search for real estate on the
Internet. Generally, a recommendation system uses historical records as prior
knowledge to choose candidates and performs most effectively with adequate
records. However, the recommendation task becomes complex for new items, which

inevitably leads to the item cold-start problem.

The item cold-start problem occurs when a recommendation system cannot
recommend new items due to record deficiencies and new listing omissions. Cold-
start items are new items with few or no interactions [1], whereas the rest of the
items are warm-start items. As new items are added continuously in practical
applications, this problem can cause missed opportunities for recommendations,
particularly in real estate recommendations wherein users can register a concurrent
interest in recent and prior projects. For instance, users who concern about a
location can be interested in many real estate projects at a particular place
regardless of the property age. Specific attributes of real estate, such as location,
developer brand, and living space, can influence user behavior when searching and
buying properties [2-5]. Thus, a recommendation approach using these attributes to

recommend cold-start and warm-start items simultaneously must be determined.

ltem attributes have been used in previous studies to mitigate the item cold-start
problem. Deep learning techniques can be used to learn item attributes and predict
the representation of cold-start items for the corresponding factorization machine [1].
Meta-learning can also be applied [6, 7]. However, these approaches utilize the

factorization machine, which interprets the engagement or rating prediction to the



recommendation task. This requires user identifiers and sufficient records for
efficiency; both types of data are insufficient in the case of real estate
recommendation. In such situations, unrequired membership and stop-by behavior
cause the system to have many newcomers and a large number of users with few
records. In other words, it has many cold-start users and much more new users. We
believe that this characteristic is also observed in other real estate search engines
and e-commerce systems with unrequired membership, which encourages the use of
a content-based approach and a session-based recommendation system. Unlike the
factorization machine, a content-based approach [8] can instantly solve the item
cold-start problem corresponding to any number of records by relying on item
attributes. A session-based recommendation system [9] can use sequential behavior
without relying on user identifiers. Therefore, we follow a content-based approach to
solve the item cold-start problem. Furthermore, we use a session-based

recommendation system for efficient learning of the user profile.

Context information is useful for recommendation tasks [10]. We believe that this
information is also significant for real estate recommendation because user interests
can vary according to the context. For example, users searching from urban areas
may be more interested in condominiums than users searching from rural areas.
Thus, we apply context information to our approach to achieve better real estate

recommmendations.

Herein, we propose a real estate recommendation approach for solving the item
cold-start problem with acceptable warm-start item recommendations in the many-
cold-start-users scenario. We modify a session-based recommendation system and
employ existing mechanisms to efficiently deal with sequential and context
information for the next-interacted item's encoded attribute prediction.
Subsequently, we use the nearest-neighbors approach using weighted cosine
similarity to determine conforming candidates. Thereafter, we compare our proposed
approach not only among different applied mechanisms but also against baselines

using the top-n recommendation with the dataset from the real estate search engine.



We evaluate recommendation systems with respect to two aspects: warm-start and
cold-start item recommendations. This proposed approach, which addresses the item
cold-start problem, will be beneficial for any recommendation system belonging to

similar domains.



2. Related Work

For real estate recommendations, Yuan et al. [11] employed a user-oriented
recommendation system using ensemble techniques from case-based reasoning and
ontological structures. Their system required user criteria and preferences as the
knowledge from which the relevant items were found; however, this information was
unavailable in our dataset. Furthermore, Yu et al. [12] proved that location is a
significant feature via the addition of geographical proximity to the weighted-
regularized factorization machine [13] using a method ensuring that real estate with
geographical proximity has similar latent factors. However, their experiment used a
dataset involving real estate from only one city. In this study, we use real estate
information from a whole country. This is justified by the fact that users might be
interested in various real estates from several distant locations. Badriyah et al. [14]
proposed a property recommendation system based on content-based filtering and
association rules. Their approach created user and item profiles from the collection
of words in advertisements and performed term frequency-inverse document
frequency (TF-IDF). Thereafter, it generated association rules using the user profiles as
item sets via the apriori algorithm and recommended property products based on
these rules. Knoll et al. [15] conducted an experiment on extracted real estate
website data for comparing a deep learning approach with the factorization machine.
They adapted neural collaborative filtering (NCF) [16] to consider item features
together with user and item identifiers. Their results demonstrated that deep learning
outperforms the factorization machine in both overall and cold-start results.
Nevertheless, these methods omit sequential and context information and suffer

from the item cold-start problem.

A deep learning approach has been applied to recommendation tasks for
capturing sequential patterns [17]. It benefits from a nonlinear transformation,
representation learning, and sequence modeling. Hidasi et al. [9] proposed the
session-based recommendation system with the top-n recommendation task. It is a

recurrent recommendation system without user identifiers using a recurrent neural



network (RNN) with a gated recurrent unit (GRU) [18]. They designed a model capable
of capturing sequential patterns from a click sequence within the session and
predicting the next click. They also applied the long short-term memory (LSTM) [19];
however, this yielded discouraging results compared to the GRU. In their consequent
work [20], they added another RNN to their recommendation system to incorporate
item features into the model and thus proved the features' utility. Li et al. [21]
applied the attention mechanism to session-based recommendation systems,
thereby capturing the primary purpose of the session. Moreover, their model
simultaneously captured global and local attentions, i.e., the final hidden state of
RNN and the sum of weighted hidden states at every time step. Likewise, Liu et al.
[22] used a multilayer perceptron (MLP) instead of an RNN. They employed the sum
of weighted item representations as the global attention and the last item
representation as the local attention. Their work demonstrated that MLP achieves
computational efficiency and enhanced recommendations, particularly when
considering a long sequence. Moreover, they proved that the last click in the user's
session is the dominant control on the next click. Beutel et al. [23] found that
concatenating context features with the input is an inefficient means to incorporate
them. A greater number of dimensions of concatenated input leads to requiring more
units from the hidden layer to increase the efficiency of the model. Hence, they
proposed a technique, latent cross (LC), performing element-wise products between
embedded context features and the hidden states. Context information was
incorporated both before and after being consecutively fed to the GRU as prefusion
and postfusion, respectively. Although these works showed a capability of dealing
with context information, item features, and sequential patterns, they suffered from

the item cold-start problem.

To solve the item cold-start problem, Wei et al. [1] proposed a hybrid
recommendation model combining a time-aware model, timeSVD++ [24], with a
deep learning architecture and a stacked denoising autoencoder (SDAE) [25] for
movie rating prediction. They used the descriptions of the cold-start item to predict

its latent factor through the SDAE. Consequently, they found the top-n nearest



warm-start items using Pearson's correlation coefficient and used the mean of their
predicted ratings as the prediction. Vartak et al. [7] introduced a meta-learning
perspective for solving the item cold-start problem in the recommendation system
using a cold-start item representation together with user representation from a
learned history to predict the engagement between the cold-start item and the user.
Furthermore, they proposed a linear and nonlinear classifier with weight and bias
adaptations, respectively. These two classifiers were separately used for each user
with different weights or biases depending on specific histories. Pan et al. [6] used
meta-embedding to assess the item cold-start problem in click-through rate
prediction to make the model better at dealing with the cold-start and faster at
warming-up. When a new item was detected, they used its features to learn the
representation using a meta-embedding generator designed to update the weight
with future interactions until it became warm. These works demonstrated that using
item attributes enables solving the item cold-start problem. However, sequential
information was omitted and the proposed systems were reliant on the factorization

machines, which are considered improper for real estate recommendations.

Content-based recommendation systems [8] are another means of solving the
item cold-start problem, and benefit from using only the attributes that can work
with any number of records. Setiadi et al. [26] recommended scientific articles
through content-based filtering using two matching algorithms, i.e., k-means
clustering and cosine similarity. They used TF-IDF to represent both user and item
profiles, and elucidated the advantage of using k-means clustering over cosine
similarity to obtain relevant items. Luostarinen and Kohonen [27] used a form of
topic modeling, latent dirichlet allocation (LDA) [28], to represent and recommend
news through the naive Bayes classifier, nearest-neighbor regression, and linear
regression with cosine similarity. Deldjoo et al. [29]integrated audio and visual
descriptors to the hybrid recommendation system for solving the movie cold-start
problem. They used metadata and extracted features to help recommend cold-start

movies. The aforementioned works illustrated the advantages of content-based



filtering for solving the item cold-start problem; however, they omitted sequential

and context information, and their corresponding items do not include real estate.

Herein, we solve the item cold-start problem while using sequential and context
information through a content-based approach by modifying a session-based
recommendation system to be a profile learner. We also apply an attention
mechanism and LC to efficiently deal with sequential and context information,

respectively.



3. Background

In this section, we provide knowledge for implementing our proposed approach.
The proposed approach leverages a content-based recommendation system, a
recurrent recommendation system without user identifiers, an attention mechanism
in the recurrent recommendation system, and application of context information in

the recurrent recommendation system.

3.1. Content-based Recommendation System

Content refers to the attributes of an item; this can take the form of different
data types, such as metadata and text description. The content-based
recommendation system comprises a profile learner and a filtering component when
working with structured item representations [8]. The profile learner predicts the user
profile from interacted item attributes in a similar representation to the item profile,
after which the filtering component determines the relevant items using the
matching algorithm. As it relies only on item attributes, it can constantly recommend
cold-start items. Herein, we follow this approach to solve the item cold-start
problem. We use the nearest-neighbors approach with weighted cosine similarity as a
filtering component. We select weighted cosine similarity as the similarity function
owing to its efficiency and flexibility with our user and item profiles, which are high-

dimensional vectors. Weighted cosine similarity is defined as follows:
2 Willi V; (1)

JZi wiu? JZi w; v}

where u; and v; are components of vector u and v respectively, and w; is the

similarity =

weight corresponding to both components.



3.2. Recurrent Recommendation System without User Identifiers

Input: Click Sequence

|

Input Layer

|

Embedding Layer

|

Recurrent Layer

|

Fully Connected Layer

|

Output Layer

|

Qutput: Score on items

Figure 1. Structure of the session-based recommendation system.

Without a user identifier, the task of recommendation is underappreciated owing
to the sparsity of training data [17]. This sparsity leads the recommendation system
to learn from sequential interactions without using user identifiers. Many previous
works [9, 21, 22, 30] relied only on the sequence of interactions in each session. Such
a system is known as a session-based recommendation system and uses RNN as a
core layer of the model owing to its capability for capturing sequential patterns. The
system operates by receiving the click sequence of the session, [e;,€z,...,€n—1,€nl
and predicting the next click e,4; where e; is the i*" event of the session. This task
is either a multiclass or binary classification treating each item as one class. The
output of the system lists the scores for each item, after which the system
recommends only the top-n highest-scored items to the user. The structure of the
session-based recommendation system proposed in [9], as shown in Fig. 1 is used
herein. Our profile learner utilizes this structure to predict the user profile from the

sequential patterns.
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Click Sequence
€1,€,€3,€4
r D
Input Sequence Ground Truth

e e, Training Sequence 1

e, e e Training Sequence 2

e, 6,63 e, Training Sequence 3
A _4

Figsure 2. An example of splitting the click sequence into training sequences.

The process splitting the click sequence into training sequences working with the
corresponding structure is proposed in [30]. Each training sequence contains the
input sequences and ground truths. We obtain the input sequences using every
possible prefix within the training sequence with the subsequent clicks as ground
truths (Fig. 2). This enables us to generate an adequate number of training sequences

for deep learning.

3.3. Attention Mechanism in the Recurrent Recommendation System

A click sequence used in a recurrent recommendation system is implicit
feedback. It is an indirect feedback implied from the user behavior and requires
careful consideration due to its characteristics of being very noisy and providing no
negative feedback [31]. It is impossible to determine whether the users like or dislike
the item on which they clicked, nor whether a click is a missclick. Our profile learner
uses the attention mechanism to deal with noise and capture the purpose of the
sequence, giving precedence to each click differently. Herein, we follow the encoder

portion of the neural attentive recommendation machine (NARM) [21].

NARM is an encoder-decoder session-based recommendation system with an

attention mechanism. Its encoder portion incorporates two encoders, the global
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encoder and the local encoder. The former represents the entirety of user behavior
in the click sequence, i.e., the last hidden state of the RNN as follows:

Cg = he 2)
where ¢, is the output of the global encoder and h; is the last hidden state of RNN.
The local encoder represents the main purpose of the click sequence, defined as the
sum of weighted hidden states from every time step as follows:

(3)
= Z a]h]

j=1
where ¢; is the output of the local encoder, h; is the hidden state of RNN at time

step j and a; is the weighted factor, which is defined as:

g score(hehy) (4)
aj = n 1escore(ht.hj)
J=
score(he, h;) = A30(Ahe + Azh)) ()

where o is an activation function, A3 is a weighting vector, and A; and A, are the
learned weights of h; and h;, respectively. As a result, both outputs from the global
and local encoders are concatenated and used in the computation of the

subsequent layers.
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3.4. Application of Context Information in Recurrent Recommendation System

Watch 7 — 1 Context T — 1

Input: Watch Features Input: Context Features

Fully Connected ReLU Layer

or
Identity Function

|

Recurrent Layer Context T

!

?‘ Input: Context Features

Fully Connected ReLU Layer

l
Output Layer

!

Qutput: Video ID Softmax

Watch T

Figure 3. Structure of YouTube’s recurrent recommendation system when applying

the latent cross technique.

Context information, such as the time and location of the requested service, is
useful when applied to the recommendation task [10]. Our profile learner uses the
LC technique [23] to efficiently incorporate context features, thereby overcoming
difficulties inherent in increasing the dimension of inputs that entail more hidden
units in the model. It works by determining the elements-wise product of all
embedded context features in hidden states as follows:

hy= (14 ) w)xhy (©)
where h; is the hidden state of RNN at time step j and w; is the embedded context
feature. The embedding layer of each context feature is initialized by a 0-mean
Gaussian distribution to ensure that the multiplicative term has a mean of 1. This
initialization causes the multiplicative term to act like an attention mechanism in the
hidden state. The element-wise product is performed both before and after passing
through the RNN as shown in Fig. 3. These multiplications are considered as prefusion

and postfusion, consecutively.
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4. Proposed Method

Our method follows the content-based approach having a profile learner and a
filtering component to solve the item cold-start problem. Our profile learner is a
modified session-based recommendation system with an attention mechanism to
predict user profiles using sequential and context information. The filtering
component uses the nearest-neighbors approach to determine the most relevant

items. The following sections describe the implementation of these two parts.

4.1. Profile Learner

The profile learner predicts a user profile composed of the encoded attributes of
the next-interacted item. It utilizes the click sequence and context information. Let
[e1, €5, ..., en_1,en] denote a click sequence wherein e; is the i" event of the
sequence and [cq, €y, ..., Cp,y Cnaq] are context features where c¢; corresponds to e;.
The profile learner predicts [£1, fa, «oes fm—1, fn] Where f; is the it encoded feature
of e,y determined from the click sequence and context features. The encoded
feature is either one-hot or binary encoding depending on the possible number of
classes. Each f; prediction is either a multiclass or binary classification depending on
ground truth encoding. For example, real estate projects have the number of
bedrooms as a feature. This is reflected by one possible class among three: one, two,
or three bedrooms. Therefore, predicting this feature is a multiclass classification
problem. Another feature is the unit type; real estate projects can have multiple unit
types simultaneously, i.e., both a detached house and a semi-detached house in the
same project. The prediction of each class is a binary classification problem.
Furthermore, it is a multilabel classification problem when grouping such predictions
as a feature prediction. Particularly, we predict the possibilities of all classes for each

feature of the next-interacted item and use them as a user profile.
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Input: Numerical Features Input: Embedded Categorical Features Input: Embedded Item Identifier
Concatenated Layer
Input: Embedded Context Features ?
GRU Layer
Attention Layer
Fully Connected Layer 1 Fully Connected Layer 2 . Fully Connected Layer n
Output: Encoded Feature f; Output: Encoded Feature f; Output: Encoded Feature f,

|

User Profile

Figure 4. The structure of the proposed profile learner

We leveraged the structure of the session-based recommendation system to
modify its task to the objectives of this study. Furthermore, we used the attention
mechanism of the encoder portion of NARM and adopted the LC in our profile
learner to efficiently deal with sequential and context information, consecutively.
Thus, this efficiency should provide better user profile prediction results and both
warm-start and cold-start item recommendations. Our profile learner received an
embedded item identifier, numerical features, embedded categorical features, and
the embedded context features of a click sequence as inputs and then predicted the
user profile, as shown in Fig. 4. We used GRU as a core layer because it uses
sequential information without suffering a vanishing gradient problem and has
advantageous features over LSTM. We performed prefusion and postfusion of the LC
before and after passing through the GRU layer to efficiently incorporate context
information into the model. In the attention layer, we used g¢lobal and local

encoders similar to the encoder portion of NARM but using postfusion products
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instead of the original hidden states. This replacement includes the effect of context
information when calculating the attention score. The output of the attention layer is
a concatenated vector from the local and the global encoders, which is used by the
fully connected layers to calculate the scores of the classes of all features. Each
fully connected layer is responsible for only one encoded feature prediction; thus, its
number of units is equal to the number of corresponding classes. Its activation
function is either the softmax or sigmoid function for multiclass and binary
classification, respectively. As a result, all predicted encoded features are

representative of the user profile.

4.2. Filtering Component

The filtering component is responsible for determining the candidates conforming
to the predicted user profile through the matching algorithm. Herein, we used the
nearest-neighbors approach to gather top-n related items by calculating the scores of
all items using weighted cosine similarity, which considers the numerical values of
every possibility in the user profile. Moreover, it is suitable for high-dimensional
vectors, which are similar to both our user and item profiles. The representation of
the item and user profiles must be the same to compute the similarity score. Thus,

we use the concatenated vector of all encoded features.

Regarding these profiles, multiclass and multilabel encoded features have
different influences on the similarity score calculation owing to the different sum of
values within the vector. The former vector is guaranteed to have a sum of 1
whereas the latter's sum can be any value between 0 and the number of classes. To
deal with this, we selected weighted cosine similarity over cosine similarity because it
is flexible to assign different weights to each component. We reduced only the
influence of multilabel feature component using one divided by its number of
classes as a weight. In other words, we defined our w; for (1) as follows:

- {1/11» if u; and v; are components of multilabel feature (7)
! 1, otherwise
where n is the number of classes of the corresponding multilabel feature.
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The structure of our filtering component is shown in Fig. 5. It was used to

calculate the similarity score between all item profiles and the predicted user profile

using (1) and (7) together as the similarity function. However, because it is possible to

have an equal score, this approach uses the overall number of interactions as the

secondary score to break the equality. Particularly, we used popularity to order items

with equal similarity scores. Our method thus recommends the top-n items with the

highest similarity score to the user.
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5. Experimental Setup

In this section, we detail our dataset and data preparation. We also explain how
the experiment was conducted and evaluated to compare the performance of our
approach not only among different applied mechanisms but also against selected

baselines.

5.1. Dataset and Data Preparation

The dataset used herein comprised one year of website records captured in 2018
obtained from www.home.co.th, a popular real estate search engine website based
in Thailand, which included 13,425,274 interactions between 3,005,019 users and
6,849 items. It contains 6,917 items with metadata that were used as candidates;
these metadata were consequently processed as the item profile for each

corresponding item. Meanwhile, each interaction has its context features.

Feature Name Type Encoded #Classes | Description
Type
developer id categorical one-hot 2,596 Unigue developer ID
province id categorical one-hot 60 Unique province ID
district_id categorical one-hot 222 Unique district ID
area_id categorical one-hot 36 Unique area ID
subarea_id categorical one-hot 285 Unique subarea ID
price_level id categorical one-hot 10 Price level of the project
total_unit continuous one-hot 5 Number of total units
numerical
functional_space | continuous one-hot 5 Total size of functional space
numerical in sg.m.
n_bedroom discrete one-hot 5 Number of bedrooms
numerical
n_bathroom discrete one-hot 5 Number of bathrooms
numerical
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Feature Name Type Encoded #Classes | Description
Type
n_parking lot discrete one-hot 3 Number of parking lots
numerical
created year categorical one-hot 12 Year the project was added to

the database

project_status categorical binary 1 Status of the project

unit_types categorical binary 6 Types of unit within the
project

facilities categorical binary 6 Facilities within the project

Table 1. Description, type, and post-processed information of the encoded

attributes within the item profiles.

First, we prepared the item profile from its metadata to provide the ground truth
of the user profile prediction and the participant in the similarity score calculation.
These metadata comprised 38 features, some of which have missing and unique
values. We removed features with too many unique values because they were
difficult to interpret. Likewise, we erased features that have missing values of more
than half. Subsequently, we performed data imputation to fill the remaining missing
values based on other feature values: the unit type, developer, location, and price
level. Thereafter, we differently assigned all values into classes depending on their
corresponding feature characteristic. We used each unique value as a class when it
was categorical. Likewise, we assigned a value to classes with an upper bound for
discrete numerical features. Values greater than or equal to this upper bound were
categorized equally. For example, the number of bedrooms is a discrete numerical
feature with five classes: one, two, three, four, and five or more bedrooms. This
approach entailed the limitation of the number of classes by grouping several
sample classes. Continuous numerical features were normalized by taking the
logarithm into account and categorizing it according to the percentile. After
performing classifications, we encoded the assigned class using either one-hot or

binary encoding. We used these processes for cases of one possible class and many
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possible classes, respectively. As a result, we generated item profiles composed of
15 encoded features for 6,917 items, the information relating to which is shown in

Table 1.

#Users #ltems #Interactions | #Sequences
training set | 665,501 6,105 3,089,086 2,423 585
testing set | 221,837 (192,109 new users) | 6,213 (250 new items) | 1,005,916 784,079

Table 2. Statistics of training and testing set.

Second, we processed the interaction records for training and testing the model.
We maintained only interactions with items having an item profile because our
approach relied on their attributes. These interactions were grouped and sorted by
user identifiers and timestamps to provide click sequences. However, many
continuously repeated-item interactions occurred owing to consequent clicks on the
same item. For example, users pressed the project detail button, then the map
button, and then the contact button. This led to a sequence of three interactions
with the same item. We mitigated this problem by grouping such consequent clicks
into one click and using the number of clicks as a new context feature. From the
aforementioned example, we retained only one interaction with these three clicks as
context information in the sequence. After accounting for this repetition, some users
still showed far greater usage than others. These were categorized as bots by plotting
the distribution of the number of interactions, using the last two percentiles, and
eliminating their records. Afterward, we split the sequences into a training set and a
testing set. The first nine-month interactions within provided the training set, whereas
the rest formed the testing set. We also removed sequences with one click, since
they were unlearnable for the sequential model. Subsequently, we separated the
remaining materials into training and testing sequences using the same method as
shown in Fig. 2, obtaining input sequences and ground truths for both the training
and the testing sets. However, two sets of ground truths are required. The first
comprised the next-clicks of the input sequences whereas the second one included

their encoded features. To obtain the second set, we replaced the next clicks in the
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first set with their item profile. These ground truths were used for the top-n
recommendation evaluation and training the profile learner, respectively. Finally,
2,423,585 sequences remained in the training set and 784,079 sequences in the
testing set. The statistics of these sets are shown in Table 2. They show that new
items and users were added to the testing set during the past three months.
Although the number of new items is not high, the item cold-start problem does
exist. Moreover, the number of new users and interactions emphasize the

characteristic of having many cold-start users.

Feature name Description Prefusion | Postfusion
n_click Number of consecutive clicks with the same item v -
requested device | Type of the used device (Desktop and Mobile) v v
requested_province | Province ID where user uses the service v v
requested country | Country ID where user uses the service v v
user_agent Operation system of used the used device (i.e. v v
Android, Windows, etc.)
page referrer Previous page before the current browsing v v
delta_time Time between current click and last click in hour v v

Table 3. Description and participation of context features in prefusion and

postfusion

Finally, we prepared two sets of sequences of context features for the training
and testing sets. These included context features for the prefusion and postfusion of
the LC. Seven context features were used: n_click, requested device, requested
province, requested country, user agent, page reference, and delta time. The
prefusion considered all such features in its calculation. However, postfusion
considered only the last six features because the next-interaction had not yet taken
place and the first feature was unobtainable. We describe these features and outline

their description and participation in prefusion and postfusion in Table 3.
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5.2. Evaluation Setup

We used the top-n recommendation task for evaluation because it is practical for
real usage. This task evaluates performance based on the recommendation list
provided by the system and the actual click of the user. The appropriate metrics are
Recall@K and Mean Reciprocal Rank@K (MRR@K), where K is the number of items in
the recommendation list. Recall@K measures the model performance whether the
actual click is on the K-items recommendation list. It thus denotes a proportion of

the number of cases containing the actual click among all cases as follows:

n .
Recall@K = Ir\l[w (8)
where np;; is the number of cases having the actual click and N is the number of all
cases. MRR@K measures the ranking performance of the model as an average of

reciprocal ranks of the actual click within the recommendation list as follows:

< 1 1 )
MIHOES N; rank(c)

where ¢ is the actual click, € is a set of cases having the actual click, and N is the

number of all cases.

Herein, we used Recall@K and MRR@K wherein K in {1,5,10, 15,20} was used
as the evaluation metric, which recommend K-items simultaneously. We also
evaluated the model performance in terms of two aspects: warm-start and cold-start
item recommendations. We assigned test cases to each perspective using the type of
their actual click item. We defined new items appearing only in the testing set and
the top 100 most recently introduced items in the training set as cold-start items,
whereas the rest were defined as warm-start items. The earliest timestamp of cold-
start items defined in the training set was about one month before the splitting
point. The numbers of average interactions were 109.84 and 512.59 for cold-start and
warm-start items in the training set, respectively. We ended up with 728,066 warm-

start item test cases and 56,013 cold-start item test cases.
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5.3. Implementation Details

Our profile learner used the rectifier linear unit (ReLU) as the activation function
of the GRU, whereas its local encoder used the hard sigmoid. It also used categorical
cross-entropy and binary cross-entropy for the loss function of output layers with
multiclass and binary classification, respectively. During the training process, the
batch size was fixed at 512 and we used 10% of the training set as the validation set
to indicate the best version of the model. We set the number of epochs to 30, used
Adam [32] as the optimizer, and applied the model with the lowest loss in the
validation set. We adjusted the hyperparameters through grid search.
Hyperparameters were as follows: learning rate in {0.0001,0.001}, categorical
feature embedding size in {15,30,45}, context feature embedding size in
{110, 200,290}, and number of hidden units in {110,200,290}. We treated the
embedded item identifier as the categorical feature; hence, its embedding size varied
according to the categorical embedding size. The LC restricted the last two
hyperparameters to be affected by the categorical feature embedding size owing to
element-wise multiplication. These parameters were required to be equal to the
sum of the size of the embedded categorical features and numerical features. As a
result, the optimized hyperparameters are as follows: learning rate = 0.0001,
categorical feature embedding size = 45, context feature embedding size = 290, and

the number of hidden units = 290.
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6. Experimental Result and Discussion

In this section, we report and discuss the evaluation of our approach in two parts.
The first part is a comparison among different applied mechanisms. The latter is a

comparison against selected baselines.

6.1. Comparison among Different Mechanisms

There are three applied mechanisms within our approach: NARM's encoder (NE),
LC, and weighted cosine similarity (WCS). NE and LC were applied to the profile
learner, whereas WCS was applied to the filtering component. This evaluation
compares the performances among with and without each mechanism. We
explained the changes when we do not apply each mechanism as follows:

e without NE: Attention layer of the profile learner was removed.

e without LC: Embedded context features were incorporated by concatenating

instead of performing element-wise product.

e without WCS: Cosine similarity was used as the similarity function in the

filtering component instead of the weighted version.

Mechanism Recall@!l | Recall@5 MRR@5 | Recall@1l0 MRR@10 | Recall@l5 MRR@15 | Recall@20 MRR@20

NE | LC | WCS

- - - 8.80% 20.97% 13.06% 28.89% 14.11% 34.42% 14.55% 38.62% 14.78%
- - v 9.02% 21.78% 13.74% 29.84% 14.81% 35.37% 15.25% 39.60% 15.48%
- v - 10.22% 22.70% 14.62% 30.54% 15.66% 36.00% 16.09% 40.14% 16.32%
- v v 10.86% 23.52% 15.33% 31.45% 16.38% 36.85% 16.80% 41.01% 17.04%

- - 9.92% 22.38% 14.30% 30.19% 15.33% 35.65% 15.76% 39.82% 16.00%

- v 10.27% 22.94% 14.74% 30.91% 15.79% 36.30% 16.22% 40.49% 16.45%

v - 11.50% 23.60% 15.76% 31.24% 16.77% 36.56% 17.19% 40.59% 17.42%

SSNS S

v v 11.97% 24.21% 16.29% 31.90% 17.31% 37.13% 17.72% 41.23% 17.95%

Table 4. Comparison between the performances of the proposed approach among

different applied mechanisms with 728,066 warm-item test cases.
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Mechanism Recall@l | Recalle5 MRR@5 | Recall@10 MRR@10 | Recall@1l5 MRR@15 | Recall@20 MRR@20

NE | LC | WCS

- - - 1.71% 8.14% 3.76% 13.33% 4.43% 17.37% 4.75% 20.69% 4.94%
- - v 2.02% 9.02% 4.23% 15.74% 5.11% 20.62% 5.50% 24.46% 5.71%
- v - 2.20% 8.44% 4.26% 13.50% 4.92% 17.51% 5.23% 20.86% 5.42%
- v v 2.43% 9.41% 4.67% 16.24% 5.57% 20.92% 5.94% 24.51% 6.14%
v - - 2.45% 9.35% 4.69% 14.80% 5.40% 19.03% 5.73% 22.18% 5.91%
v - v 2.56% 10.20% 5.01% 17.08% 5.92% 21.80% 6.29% 25.40% 6.49%
v |V - 3.52% 10.30% 5.77% 15.64% 6.47% 19.85% 6.80% 23.10% 6.98%
v |V v 3.60% 11.49% 6.18% 18.08% 7.05% 22.82% 7.43% 26.33% 7.62%

Table 5. Comparison between the performances of the proposed approach among

different applied mechanisms with 56,013 cold-item test cases.

We present evaluation results in Table 4 and Table 5. For the profile learner, the
results show that applying either NE or LC provides a better recommendation in both
warm-start and cold-start item test cases. Moreover, using them together yields the
best performance because the profile learner can efficiently incorporate context
information and consider it when computing the attention score. For the filtering
component, using WCS helps our approach recommend better in both cases,
particularly in the cold-starts. This indicates that reducing the influence of the
multilabel feature's value improves the performance of similarity score calculation.
As a result, the best performances of our approach with all applied mechanisms are

used to compare with selected baselines in the following part.

6.2. Comparison against Selected Baselines

Baselines were categorized by their strengths in terms of two aspects: warm-start
and cold-start item recommendations. Warm-start item baselines were as follows:
e Pop: A popularity predictor that recommends items ranked by their overall
number of interactions.
e S-Pop: A sequence popularity predictor that recommends items ranked by
their number of interactions in the current sequence. The remaining positions

of the recommendation list are filled with the nonduplicated items from Pop.
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ltem-KNN [33]: A memory-based collaborative filtering recommendation
system that recommends items using the item vectors obtained from the
rating matrix. It uses the nearest-neighbors approach with cosine similarity
between the recent interacted item vector in the current sequence and other
item vectors to obtain the most relevant items.

NARM [21]: An encoder-decoder GRU-based session-based recommendation
system with an attention mechanism. It captures the entirety of user behavior
and the main purpose of user behavior through global and local encoders,
respectively, and then recommends items based on them.

STAMP [22]: An MLP-based session-based recommendation system with an
attention mechanism. It creates a recommendation list based on sequential
clicks made by the user and can effectively capture both long-term and

short-term user interests from the sequence.

These baselines focus on recommending known items from the training set and not

mitigating the item cold-start problem. They are unable to recognize new items and

their interactions. Therefore, we removed the new item interactions in the testing set

sequences to enable these baselines to perform. Moreover, Recall@K and MRR@K

were set to zero when the actual click was the new item. We used only the content-

based approach [8] with different profile learners and similar filtering components for

the cold-start item baselines. They were as follows:

CB (Pop): A popularity predictor that predicts the user profile using the item
profile of the most interacted item. It uses the nearest-neighbors approach
with WCS to obtain the most relevant items.

CB (S-Pop): A sequence popularity predictor that predicts the user profile
using the item profile of the most interacted item in the current sequence. It
uses the nearest-neighbors approach with WCS to obtain the most relevant
items.

CB (Mean): A model that predicts the user profile from the mean of the item
profiles in the current sequence. It uses the nearest-neighbors approach with

WCS to obtain the most relevant items.
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Method Recall@l | Recall@5 MRR@5 | Recall@l0 MRR@10 | Recall@l5 MRR@15 | Recall@20 MRR@20
Pop 0.35% 1.34% 0.68% 2.16% 0.78% 2.82% 0.84% 3.41% 0.87%
S-Pop 6.49% 18.35% 11.07% 21.02% 11.44% 21.88% 11.51% 22.43% 11.54%
[tem-KNN 8.95% 25.64% 14.80% 36.56% 16.25% 43.49% 16.80% 48.49% 17.08%
NARM 13.75% 32.79% 20.52% 43.39% 21.93% 49.91% 22.45% 54.59% 22.71%
STAMP 14.09% 33.14% 20.88% 43.55% 22.271% 49.98% 22.78% 54.62% 23.04%
CB (Pop) 0.35% 0.47% 0.38% 0.56% 0.39% 0.56% 0.39% 0.72% 0.40%
CB (S-Pop) 6.49% 13.96% 9.12% 18.83% 9.76% 22.16% 10.02% 24.77% 10.17%
CB (Mean) 6.03% 19.85% 11.14% 26.81% 12.06% 31.45% 12.43% 35.05% 12.63%
Proposed 11.97% 24.21% 16.29% 31.90% 17.31% 37.13% 17.72% 41.23% 17.95%
Approach

Table 6. Comparison between the performances of the proposed approach and

selected baselines with 728,066 warm-item test cases.

We present evaluation result of warm-start item recommendation in Table 6. In
terms of Recall@K, our approach is mostly fourth following Item-KNN, NARM, and
STAMP, respectively. The only exception in terms of Recall@1 is that our approach is
at the third place by outperforming Item-KNN. In terms of MRR@K, our approach is at
the third place behind NARM and STAMP, consecutively. Meanwhile, our approach
yields better performance in both terms compared to cold-start item baselines.
Although these results do not match our expectation of outperforming Item-KNN,
they are better in terms of ranking and one-item recommendation.

NARM, and STAMP in

Our approach

cannot beat Item-KNN, overall warm-start item
recommendation owing to two causes. The first is having more candidates. There are
6,917 considered items when calculating the similarity score, out of which not all
participate in the interaction logs. Conversely, these three baselines consider only
6,105 items found in the training set. The second is the disadvantage of using the
only item attributes to determine the candidates. This results in retrieving only the
items similar to the predicted user profile while users can register their interests in

items with different attributes.
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Method Recall@l | Recall@5 MRR@5 | Recall@l0 MRR@10 | Recall@l5 MRR@15 | Recall@20 MRR@20
Pop 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
S-Pop 2.20% 14.96% 7.02% 18.63% 7.53% 19.61% 7.61% 19.78% 7.62%
[tem-KNN 0.73% 2.93% 1.48% 4.50% 1.67% 6.15% 1.80% 7.64% 1.88%
NARM 3.81% 7.32% 5.09% 9.37% 5.36% 10.82% 5.47% 12.00% 5.54%
STAMP 3.59% 6.89% 4.79% 8.80% 5.04% 10.09% 5.15% 11.13% 5.20%
CB (Pop) 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00% 0.00%
CB (S-Pop) 2.23% 8.02% 4.31% 12.24% 4.86% 14.76% 5.06% 17.10% 5.19%
CB (Mean) 4.96% 18.67% 10.19% 24.72% 10.99% 28.42% 11.28% 31.39% 11.45%
Proposed 3.60% 11.49% 6.18% 18.08% 7.05% 22.82% 7.43% 26.33% 7.62%
Approach

Table 7. Comparison between the performances of the proposed approach and

selected baselines with 56,013 cold-item test cases.

We present the evaluation results of cold-start item recommendation in Table 7.
In terms of Recall@K, our approach is mostly in second following CB (Mean). The
exceptions in terms of Recall@5 and Recall@10 are that our approach is at the third
place following S-Pop. In terms of MRR@K, our approach is placed third following S-
Pop and CB (Mean). Meanwhile, it performs considerably in both terms compared to
ltem-KNN, NARM, and STAMP. This evaluation result shows that our approach is not
the best method to recommend cold-start items. Using the mean of attributes
provides a better user profile than predicting from sequential and context
information when recommending these items. Moreover, recommending items based
on the popularity of the current sequence performs better than our approach in
terms of ranking and 5-item and 10-item recommendations. However, this result

does indicate that our approach can solve the item cold-start problem.

When integrating these results, it is difficult for a method to perform well in both
recommendations simultaneously. The methods suitable with warm-start items
showed meager performance with cold-start items. Likewise, the methods suitable
for cold-start items yielded dissatisfactory performance when recommending warm-
start items. In detail, according to Recall@20, the first, second, and third places in
warm-start item recommendation are occupied by STAMP, NARM, and Item-KNN,

respectively. Despite decent performances with warm-start items, they are placed
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sixth, fifth, and seventh in the cold-start item recommendation, consecutively.
Similarly, CB (Mean), the first place in cold-start item recommendation, is in fifth
place when recommending warm-start items. Nevertheless, our approach is in fourth
place and second place in warm-start and cold-start item recommendations,
respectively. It yields promising results in both recommendations at the same time
although neither result is the best. It is particularly important for real estate
recommendations to be able to perform well in both recommendations because
each real estate listing is unique and users can register concurrent interest in prior
and recent projects. Thus, we believe that our method provides a suitable
compromise between both recommendations and that it will benefit

recommendation tasks focusing on both recommendations.
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7. Further Study

Herein, we weighted every feature equally when computing the similarity score;
however, this might not match with user's attributes priority. There could be user
specific requirements when searching for real estate. For example, users with a car
may pay more attention to car parking than users without a car. Hence, making this
approach more personalized by incorporating different weights for each feature

should improve the recommendation performance.
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Appendix A: Recommendation Examples

We provide some random recommendation examples of the proposed approach

in this part. The examples are shown as top-1, top-5, top-10, top-15, top-20, and

missed recommendations. We represent each real estate project in the provided

examples using its name and use the red and blue colors to tell whether it warm or

cold, respectively.

A.1 Top-1 Recommendation Examples
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Input Sequence

Ground Truth

20-item Recommendation List
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UV, WNIle WIEIIW 9-WAINNNT, D15IAL WalnNg

wulng Swngne-uasinue, nensas 51

wone-SaunBiuas,  wulng  S1wngnd-uda
Toug, wulns vislueg, dusnns dongne-9
w2, wulng v, wesndad 519
wulng

WONE-SMUBLuAS, FIINGNG-U3

IUUY

wulng  Fowgn-

wisiug 2

= — — p
wulng dengne-udviaue 2, wulns sangne-udeinue, wesiia
wad wdviue 2, wulns vislng), @3 s1amgnd-uisiaue, wane
o o v o o ¢ o o < '
Waflew udetmuz-Tongnd, duunns dewgnd-asumu 2, S88 snamgn-
Saundiuas, 19 Faa 2wmnu-uidng, 1T vadne, duns Fengn-
wdeie, Tuihnuwes Uininse-smgnd, lad uvienen yimenin
sngne-Saudiuas, diuamiu 21, wulns Fewgne-udalaug, A9

o o CEE Y] day v ¢ o a < v s
Waey s1amgne-udsiaue, AElS s1amgnd-Saundiuas, 181d Tnavies

UAuz-51YNgNY, LAsugas Tengnu-udeinug, wulns nading

MBYSY NI 9-ASuUASUNS vSUWa awndu,
TAsamsY a1anseds 3/1, o @y wnl 2,

uenRe Sad quuin 105

10 abUe ki 2

12 AU W 2, 1 awy quuin 77, woa aeuladilley, 1@ ay § ung
w, lo aeula nIuay guudn 77 wla 1, quiid Jad Wawnns-es
unsuns, ey alin Aeulafifew, lensuln quuin 77, woamu aauln
wla G, 1o e 8 quadn 77, wey Ty Tl vieun wia 2, quitd waa
U N3, werwed fun1-vhedng, o meula niuawy gusin 77 wia
2,18 aww wim, ey wsutiua, A Wniwa aena 17, ls aandm 130,

o guain 93, oz Tunda unsus AU

Table 8. Examples of the proposed approach’s top-1 recommendation

A.2 Top-5 Recommendation Examples

Input Sequence

Ground Truth

20-itemm Recommendation List

Trungny 55dn-naeevas 2, ey wwauv
$9E0 MRS 4-29uMIU, BT WWauY S9ER
AADY 5, 1ADY WALV 538R AABY 4-29UIL,
Jungnen 5930-Aa0IEN 2, 199Y UWaUN

980 AADY 4-23UKU

DY unauy Sedn

AaBY 5

LADE UWAUY SIERM ARDI 4-2UMIL, 19DY WHALY SIAR-AABY 3, lADY LN
AUN $9ER-AADIVIADY, LADY ABLLUA @S5IAN, ADY LWAUY 398A AABY 5,
Woy unau wmnu-adn, An1dy waa $9dn Aael 2, Uhungnw
aleSu-raoamads, Wald Ssdnnass 4wy, thungnyl 119 55da-
ARDY 2, By Wnaun SdEn-Aaee 2, WA Jaa1 Se@n eaes 7, Uu
5551R SER-UATUIEN AARY 7, Faa1ddle S9En Aasd 2, ledul wisa 2a
WnU-59dnnand 4, wulng 5980 Aane 429U, Wesddy Sadn-nasg
3, NN 3 d1gnn-5edn Aael 2, ANNGY Jad S98n Aaed 2, Wwegnan

e Sdn-nass 1

359 sy 9

nenwIIad
FIUATNI-DUNIU

(fiafiu)

A wegsw 9, wanwndaa Uiy @afiv), ey wnins
NITTIW 9-NTUNNNTNI, ANEY LUAET 2UMU-511BUNTY, WA Nees
9-NTUNNNTNT, 1ADE ADLLLA WUMIU-NTLTIM 9, UNTUA Nal qmﬁi’aéf
N5z 3, faas uiuns-sug S, nall waleu-Tysna, wosun
T sueung, nald qmﬁi’aﬁ 30, Ununanaiies wey Un3a wsysw 9-
s, Tunaiaiier wees 9-nJunnnini, wifile TIUAIMKI-I
wy, Ty wendy-nsesn 2, wey Ty swBun-wszenaisuns, wily
FIBUNT- MUY, LNDY AALADSA JUMIU-5IUBUNTT 2, TunSauwmal

WL 9-29UY, Lawn fvhetd ASUASUNS-NIESIU 9
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Input Sequence

Ground Truth

20-item Recommendation List

o «

Tewds 2 aynsaas, wewsiull 1 fugiey,

3

oz A9 LAA Wid LATYENa-AaBIAT

lale

LASYEAR-NNGAIAT

P
Uaaw

wowtiuil § ugied, lale uled asugia-wnsanes, Tumgnun
LATYEN-NS I 2, UIUAINING lasan1sd-ouuasugna, duds viinia,
Truaudle A3U wsegie-wnsains, wgnwdad wnsains, Trungne
N5237U 2-0nTy, TIWEIWTIMIIY @IUFL-NIE5 2, TIUngne) Wezs1u
2 (uyneusasi), ez D3 1Aa wae LATEFNR-AADIAT, 57388, audu 3
NI 2-a0udy, e wnsaas (e d-dalvi), Uru A viinie, Lo
3/384, A a8 5 NI 2-8IUdY, Iaa199Le LNYSinYI-ae 4, LAey

wwauyl a.uAsegia-umde, Uuiudl wnde-aasing

Judaase viawn, Urunatadles The Edition

WILTN - WAUINT

Ay U

AU

Trudaase v1an, wesila n1sa uewn, AAaT VUL, UIES
FouRY - UNW, T geuuY-1uu 5, 1A daias, 8la ay v
WML, NenIad Ueun-seuny, aaled 3aa1 2, 15le gassugd,
tunanadles THE EDITION Wsg313 9-80UNY, UANU 2 UNUI- WU
, Unuyuay gasundl (Van-gassagl), daas msaiia uneun-gassn
2, wiodila wiea gudn 77-gassani, Tnawy Jaie unaun-Aaud,
Wle V-, wina Tadivid Undy, ey wwawi douyy-uaines

1d, 197 8 Asui-adssaugh

Unlmi  wsgswzwvsyn 2, wulng
o £ a a
quatahi-nsesw 3, evd  Uszwaiim 54,
13 ' o £ v 5
unsud nall quaan, lnawu vl @
Jauid  mniiad

3

o £
auatan-nmsyn,
auatan-nsysw 2, Uruguiid midwde
vindnu-naesnu 2, 3500 2wnu-Ussneiia 76

, @unl 3, lale vdad Ussvigiia-qualan

e
wnIUA Al qv

AdAR-NIzIU 3

woudle 3U Ussvgiie-guatah, thuriniud wsvaumads, dhu
WgNW 128 quartan-Ussyigiie, unsud wali quatan-wszsm 3, wily
quatan 66, thusuiduni Ussvigie-tagadne, dumgnu auated-
nIEIUIAEN 2, 101105 BF quartan 30-wvoywn, Falen quata-Usern
aiie, Waly quatad 30, Yrungawn 77/2 guatan-maaundven, Ty
ngnw Usznefie-wsgsw 2, ledw vl 2 Usvraiia 90, Luwesn w
susl Ussangiie 90, 191 @ Userngiia 90, annde Tnsd Ussangdie, &3
wud wezsw 2w, fald madlen quated 262, thumgnun 82

Uszngiia-nsesnu 2, lWes WIS 2-9uniu Uszngiia

UNTUA V19NN YLaesa AsuATuNS

ey wawld @S

UASUNS

unsuA venNen yiaensn AsuAsund, ez wianeld diuaiums, ey
WNSUA aNd Ulun-auviany, weun Jeeud  esuasuns, o1swa
RAWINIT-NMAD, Y333 Wawn1s, wnsud uenen ‘ggamﬁm NIEI
9, ey A Wawans, unsud unanen yaenin udun-asine,
WTYEAT WAIWINTS, A 1021 L5aBnud quuin, wisa anily Twsim, 2w
wataug, 3 unsud Tl UINUI-UYIY, WeY 1IuYs quain, ey

A0S LedeN @WAIWING, BT LAUNS WITIW 9, LABY UNSUR BANEY, T

WU WAILINS 32, 10D WNTUA UISUT-1IWIU

Table 9. Examples of the proposed approach’s top-5 recommendation

A.3 Top-10 Recommendation Examples

Input Sequence

Ground Truth

20-item Recommendation List

dousdid ey Fruwi-udeiane, egne

Aouln

waupeuln  lyade
q

1o Aoula n3uaws w@slve, lo Aouln auiivna 2, oy Avvi wid wadl
wnd, gille swruneaiive, wonluy arand1n 71, wadle wa wead
waledu 34, naureula willuns, waureula lvade 4, a19iad @
LLﬁﬂﬁLLﬁuﬁ, Aoula g nuns-wiiiung, Annde At SaleSu-nvaledy 34,
w1 aWds waitiung 75, ledle aendn 5, 3 asuln onfo-suduns, 1o
Ay nwes, wille ndy, gv3 Aoula wen wsninwas, nadile lwsu
NAT-UTiung, weglnsnd arand-aun, in Bndls wad inwes-ua

P
UUng
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Input Sequence

Ground Truth

20-item Recommendation List

A wsesw 9, ledla WBndag@n Sum, wins
o . . - cn oA

and lsalnad wran-gvdans, quiid adn fu
Une-19UII5A, Woe iR ams-quind, a1
walns 07 ayand3ddes, Ande lavi Sya1a-
UITE-am3, Jaesnen Wueina, uealns
14 agn-s1wd, luda S day, Tuviused
Insu aws, quitld @n imsyi-dnnzdy, Ty

10a 3T dan

Ande lavi Sana-

UIIBNA-ANT

Rhythm Sathorn, g 1 ams-lwusinqed, WnesAd a1ms-\a3ysugs,
wosida avds Tslalnd 2, fhd Sumi-awms, ande e S¥anm-
UIIFIE-EMST, A8 AN Anszen, Ande 391 unsud, As elan, lad
auin 11, ney LUdden ams, ANRY AP 17, 1ABY U weyrln, Tuda
T T guadn, Twda wdude, weosifia wasys, wey W
Aoulafiifloy, An1dy Wiles Svana-usdNa-ams, win 9935y eyl

, WesiAa 1 inwIus 36

apafBadlen 5 Wild), nFudlen wia 2, Thu
sungual, nyaununiad 10 dudnmiu, ey
oA e ¥
WAWlE dunsie, mgatnuniad 13 dileyw,
NI Ve VigIes, Fusen dunsie, 9983u
14, seumdadled 5 (Willd), Uhwdedlnl
- o e e o
wgnwilaw, Useyeyan Bedlvial-duiiung, & 1o
cad o I3 a a oA
woshn low, Aaas lnsd uitea 1e3euiles
(Feslwal), nMeyatinunias 12 dulds, nagyatin
a & o < tj = a ¢ o
uniad 11 duunds, Ty Fu, Jweus du
. . - cu e
Aung, Truuudnn wslld), ey Uraunseu

TAsenis 7, meyaununnin 4 vuesiou

AUl e 2

wor Udn mfiu 6 duuidie-dunsiy, wee Undunisieu laseng 7,

Yruwans, 83830 14, Truniga 4, Trukauauie 3, Trusisuiley wia 7,

a A o

nsudalan wd 2, eyndawis dunsie, o838 11 Mountain & Lake,
Yruuuilan Wadld), Truniudsd, fg ad dunse 2, Tusidy, Faan9
o dunsre-Weodlvl, unsus lagous awuun dunsziuns, ngadnun
Fad 16 vuesdon, Uhufiund lases 4, Gunudsd 2, wey U1duns

i 1A59n05 5

woalwanssnd, Wesuuauds, lassnisiane
YUBURATUINSYNTY gAsell (unda), T

o @MW 2, AN1AY LuaET gnsenil

YruUINIUR

2a5511

W 3ad gesond, U o aamdn 2, drugusan 2 Tesam-d1udy,
IAsMsAngYULATUINIYTY 9asenll (@wunda), wey ludl wen
Yszdud, Annde a8 esnm-Unudy, wesniiden Jad ansend, du

- a a ¢ v < P a S a a a a
v, wawdad, drwvunud aassill, le Fawes, @3eni, Juwes I
(uesdlsy), Andy waa gassntl, Uugases 4, esasalan gnssnll 1,
5 -

0189 9n351ll - weinede, Aus1y @A 9aseil, Juses 8 Jrudhs

v LA D = B VAP
UTULER, JUIN 6 AYIUIULALITULALD

wisugAs wa-Tuswa, wulvs UBUNTI-Ap
T, 91093 WsA WBUNTY 39, 916lA WsA
N o s R
WBUNT- N3, Wil wBun, A WBndeg
P 2wnu-NdUNTY, Wey Aawaesa 29

a ¢ a <
UWNU-31UBUNTT 2, WIIAI8E 3

AR wadl

WNU-310BUNT

uaudle wel swduns-dueu 38, wey . TwBuTINTEIGSUTS,
MRy AAlaasa AWINU-1UBUNIT 2, Thulseaming sauduns-wiie
31893, w39 Ml sweuve-ifialud 15, Ande wadn 2unIu-IY
Sunsy, Wwhalad s1uduns 117, sty Wy mesusuduns-wie

3165, wemua wivsugs- ey, wia Jad swduns-wazen

asuns 25, Sugdl 7 uBunswissiugs), ngWiad s1uduns, e
$nd suBums-wiesugs, Fnees SwBuns), ey wwalwa 5
- . . . - o - -

Fun-fuen, 01ia A Tudums-ews, wmlnde 3 g3 - ey
Aansdes, ndnswilay, dengnd uduna-wssergsuns, andie

00300 WiBsIYY3

T Tl s1ufwn, wise Wndla waa nuns-
wiuns, 199E3Y WIrTW 9-AsuATUNT n3U
a ant, Synnda @W‘%U@aamifu, Tnwsiam
e lad Lénéﬁﬂqﬁw, fangnnd @eunia
AIU-91UBUNTY, Wesla wad ws¥sw 9-

NFUMNATIN

Trunanadies
NIETW 9-NFUTN

=
N3N

ynda inues-wfiuns, drunanadles wiluns 42, Adndvnyd v

MeAU-1UBuNsY,  Urunanadles  nwas-wduns,  weswa  was

swAuve-assugd 3, wgnwilav wezsw9-Asuasuns, wsugds 3
wASUNS- NI 9, Uhunanaiias anans1n 87, Ununanadias wsvsu
9-nyammn3an, o awy qausalan 3, wwediia wad TuAIR-
30l 2, W3 Lende-51uBunT, 91381 1AA InwRs-wITUNS, 01381 1)
o PP o Y .

9 nees-wiiuns, Urunanadies atanin-asive, wesia wwaa 29
WYU-SIUATLIN, LNENT L5aBiaud tnues-unfiung, a13en 1T inwns-uadl

wns, WAl SIUAUM-9UIY, 1T wialing 37

Table 10. Examples of the proposed approach’s top-10 recommendation




A.4 Top-15 Recommendation Examples
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Input Sequence

Ground Truth

20-item Recommendation List

W, ez Wil unIuR @ms-aannTg,
Wezdy  amsendu, © A @naiang
Anth, o tWsaETLAuY ams-sngny 2,
MY SN 27, wusanen golsweu lan

@amilwysinyy 48

94 LaA

faungny-yniea

9T INSATLAUY @MI-51INGNY 2, UeaUne @mMS-51INgNY, WUsAAen
golsvau lav @animysinwa 48, Twsha Buendit UGUA, LUIAABN 89
Tswou wwsinwy, On viawdn Buwwesivud, weauly  @ws-mndu
(Timber Zone), F11%e wwsinwy 27, woaule a@ws-mndu (rediles
1), lodle vimss-Bumesivud, an1dy aevi anilnatang, Siduvi oes
fAn ma1emg, 1maz 1A MaungNE-ANNe, An1de U1sa siongnid-ings
nwy, 1S @nne anne, Jadneu andu Suan-vimse, ledle ams-vi
wsz, 9 lof wastnuu-unaua, sun wealnide Juindn, wealis ams -

IUNNY

lofle aws-rdsulue, 1nd luade 4 wou 84
wen2-2, 1A% @nsnen Yoy 32, W1s1as Wil

a a <
I UILUNT

ffumsn  anendm

71

Trun3Us andiven 2, 10§ wAng 37, 919ma tnwns-uiiung, 1ad lue
&0 4 wou 72, ey Wanew, 1n3 Tuaty 4 wou 84 wun2-2, 1ad an3inen
qpy 32, Hlo awy ?jﬂuﬁa’?aa( 3, 1n% Tuede 4 w08 28, Wor Aawala
aanda 71, Tad Tvade 4 wos 18 uen 2, wile, Asiunst a1andna 71,
pdamasiand anaUadn 53, auvngla uiaiina 48, ey dovv ue le-
w1, 115785 Tnuited waitluns, Tva a1andn - 1@un, A9 WNSUS 1NYAS-

wifiung, Trunanailas arandn 71

Trusugd, wey unauvi Juindr-ane 5, Ty
301 (MRURL-UASUSY), 1ADLVNI UINUUL-1AT

A3uss, nythuanaiyluade 3

Uuegauiy 8

wozldn dmen, ngnwmsa dmen 2, Yiuegd uasugy, Thuegauie
Auui, wnswasns Wsamsiams, 519983, dumun uasugy, wes
1191 UNUL-MEIETUSS, NONWINTT NSRAEI2, NONWINTIA WNUA
dmen 3, wgnwinssa 198Y, Seengnun Munauay, druegaute 8,
tuegaury muesnds, Trudeszly 6, NYNWINTIAL NIBAAED 3, U

~ v Y o e
Weoszlu 7, wey 91341, Uuleselu 8, Seungnw aaiad

wey wouR Aouln wiauaty, UIuLEUEIILY,

51919710, dseyItuay 5

€

TUEW T

anb.

R

51512711, Yruuauasey, wezdaas, Wua 2, 81 & aseys, snsilla
3, By 39 1, asvyithuae 5, wesuan n1dlew, wids 5131 5,
Trumsimndaan, dssysdiuate 7, assustiuay 6, sun1s1 NS
o InWEn-asys, Wwoznsu 2, ageyial Ju (nwwseg3), 98 eusen

2, wezfin @ WD, n3Wiad pysenl, unsuAdad 5 auninley

LA ARLABSE WUMU-5IBUNT 2

ANAY Luadl N

WNU-5UBUNT

wgnwad WS swdumst 117, wgnwmad wind saBumsnag
WL, NNEIad SIWBUNTI-NTTENAIUNS, 100 AalaDTd JUMIL-TY
BuNs 2, WgNWIIAE 55/2 WWMU-WBUNT, Wad Faa smduns 117-
IR 8, ey Ty SUBUNTI-NSTEIGLITUNS, wuaud Jaan (e
Tonl), udu wsaBaud (Miosugs), wadias swduns 117, ﬁwu?uqﬁ 6
FNBUNT-9 M3, Fud FIWFUNT, ANAY LUAAT FUAIU-TIUBUNT
, Unulsznming suBuns-wissegs, wad a8 swBuns-wszen
s 25, Fengnd swBuns-wszedsuns, waudle a5
FunT, 185 wBUNT 5 (Mszenaisuns), wald udunT-auImL, T

3% unsud fugs-anumn

35 waa daungne-ams, wee 30 a5y
wony, a5 ad 95y-Twnd), Trunanuiies

samgny, ediiie e MdN-wIzsw 2

a3 waa a5y-Ju

Y
LA

Jrunanuiies swwgny, Uhunatuiies & 105 T]umﬁwﬁ”aum, WAle
W33 5 - F3uss, Trunanudies sumgnd-nizsy 5, wulns swmwgny,
WBY WNALAES SauBiuAS-Temgny, AnnAs Tund-meyau, ae e
waslad wsesy 5, Trunanadles ?‘Jumé'wﬁ"mm, Yruquitd nilad

¢ a v . ¥ o a v ad e v
3’171‘Wi]ﬂ‘1?}-ﬂul,ﬂﬁl &% e assy—‘dumm, BT YH YNNG, Tnawsiu

o
N v @ a

ad a s < s ¢ A v a
3 Yuindn-asyainaed, ladl vinen yiaensa s1umgnd-Tuindn, a3u
ao ¢ ¢ a v i v & < 9

fand srwgnd-Tundl, A1e @dud wizsw 5-51wmgny, Trunans
Wos s1wmgnd-5aundiuas, wed Jundn-asy, sunds suwgne-vinun

YN, 881 WA ShunSiuas
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Table 11. Examples of the proposed approach’s top-15 recommendation

A.5 Top-20 Recommendation Examples

Input Sequence

Ground Truth

20-item Recommendation List

DY WU LNYSLNBU-NNSUTS a8 3, A
a5 e, a1 wsald ey Junan,
P < a a a v

flavi wnsuama-mate, Jaanvdle Tundr-
Manen, udunsed 3, werunaiud fanen,
waudle wwsiwy 77, Jaeeu nsun1d 2
(insine 69), Uhuihinduiwes Juinai-aie

5, weylnsmdd wnsuama a1e 3

F3U SNy

@undad ususasuilane 5, thudhiniuues Jundi-ane 5, wezun
A1UT AANYN, DU NAE, LABYUNATLT Vundn-ane 5, Truiiwinadll
Yundr-ane 5, Tadl vranen YaeIsn FUNE NG, FUNDY 5197155
wa 2 2awnuiung - auudnue (1 ABUAaRINTIALN), Uanen Yian
1d0 Jundrmasinwy, sunes 515155 Wi 1 sawnudundt - auu
Shwy (Beumsewiaw), Wi Jadn Twndrene 5, dreuueesd
AN, LABY WA INTTINWU-NVISHUNE 818 3, Wenuan Yundr ane
5 Tufinsun YsINEY 53, T3 NUTINWY, 1A0Y WNALAD3S Tunan-any

4, 5 lonea 1, Wwey n3uLUess 8 TYWnNAn-a18 4, LAY WNAUN UISLA

Truquitdl aiunaie 5.9

o o @vm @

GIENIPE

=3
=D,

A el gounT-wy, thunatadles @wmady, inee
Wawans, drunanadles ASuasuns 2, weswla wad Waunis-as
unsuns, us Ten dauwmiu-unewn, ey Ualedl Teu geuigu-.iaduns
1Sk, wdY WA POUYY-IUINY, AfA n3ulad NTEIIU9-TBUYY-
a9Inugdl, ANy Jad gouyy-diuva, Lsugds Wawins, wiiile
Wwwn1s 38, inor unawd eafin Wamnns, 3y deuyv-wizsw 9,
\AISYEAT BOUUY - asupsuns, 9l e a8y dunane ., Uiunans
e THE EDITION wsgsny 9-8euyy, Andy awumadn, lefla viaun,

faas wsaiia gnd Wauinns

13le grvsaugll, AR WEn Tadn wigTw
2-UNYUigY, ANNGY N3N Tadn sHma
e 3, Ande nsd veu-aranseds, Anndy

P =
NIAUIRE VAU

ANde n1swiiad

980 AaDY 2

AnNde 388 wsinwy 69, Ande nsa Ussviadia, Anndes msiduiad

e .. R v oA e 4
ngsmwnImdalud-wewasiad, Antde wild viuay, An1d Jad vaus,
Ande Tnsd visu-ananszds, An1de wiselad AS51Y, A& 15wy
Jad Usswigiia-quadan, Annde lwsd vy, ande Jad

P Y

winn$ng, ANl Fad seuyv-auvan, Andy Jad suBunst 117, A

) ¢

v o e - .
d8 M5 Ja8 vnaka, ANSY Wsadad Ussaaiia 86, wesiva wad
WUIL-SWAUI, AN ndiduiad Sa8n anes 2, Ande Winiad 2
(WualeSu-5118UNIT NL1), wasina wad FIAUNI-50UYH 3, BReu

WA Wi 2-dleunaa, An1dL MsAlad winsal-deey

oA

AMIRY Jiud, wey Ja1a9 nganiien-519
PR . .

gy, Urudindn 4 (Fongne-aeum), nog

Insu Fengne-aaumusauuen, WIUBUNITA

3, 1udnay

ABNGY 308

wwunnia 3, Tudush 4 @engnd-awmny), TiuTeey, wey Jalee
o P p - .. p
mMyawAen-semgny, Tunsdlseys 3, le3a wdsa dengnid-asun,
Woy wnawy ewgnu-asuy, dufisea AU, hey Jalad ADNINY
MYIUALYN-51TNONY, AMIEY ABSNEI3A, tney 39 e, uaudle lnsh
MIUALEN - AADIOUY, LABZAALDSE NQyawIAun-s1Twgnt, Thuuiy
$n 5 Yrunde-unedanes, Uunsdn SaunSuas-unstanes, duanns
anily Fengnd-aaumn, Aunde weaiau, duuns Fewgne-aawmu 519

et 345, AMNGY 208, L3avi udluigy
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Input Sequence

Ground Truth

20-item Recommendation List

woy wsasu yaulen wsEsw 9—ﬂ§amw

= = ¢ & s g
391, LB AVEU ATUASUNT-NILIIM 9

Jrunanadles The
Edition wsgsy 9-

NFANNNTN

Woy insady ndlen weEsm 9-njuvmnimn, wifile eSumASuns-
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Table 12. Examples of the proposed approach’s top-20 recommendation
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Table 13. Examples of the proposed approach’s missed recommendation
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