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The food industry is one of the most important industries in Thailand. The 
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forecasting. The company should precisely forecast their product demands, which 
will be used for operation planning. This study proposes forecasting models for 
both short-term and long-term planning for three main condiment products. The 
data used are  monthly condiment product demands from January 2013 to 
December 2020. The forecasting methods explored in the study are time series, 
machine learning, combined forecasting, and hybrid forecasting models. The 
accuracy of those models are measured by mean absolute percentage error 
(MAPE) where the results are also compared to the method currently used in the 
case-study company. The results show that artificial neural network (ANN) model 
provides the lowest overall MAPE for both short-term and long-term forecast. ANN 
model’s MAPE from short-term forecast is 4.44, while MAPE from long-term 
forecast (12 months in advance) is 4.64. When comparing with the company’s 
existing MAPE of 18.97, the proposed model can increase forecast accuracy 
effectively. 
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Chapter 1 Introduction 
1.1 Thailand’s food industry overview      

The food industry uses processed agricultural products from both plants and 

animals as the primary raw materials. The production technologies get the products 

that are convenient to consume or use in the next step. In addition, it can help 

extend the shelf life of those products by processing them into semi-finished or 

finished products. 

In the global food industry, Thailand is promoted as ‘Thai Kitchen to the 

World Kitchen’. It is known as the kitchen of the world due to abundant agricultural 

resources. There are many agricultural products to be used as raw materials and 

many talented people working in Thailand’s food industry. The value of the industry 

comes from domestic consumption and exports. Thailand is one of the world’s 

leading food exporters and one of the ASEAN’s top ranks, with a food trade balance 

of $ 16.7 billion in 2016 (Thailand Board of Investment, 2019). 

The ASEAN food industry is a high-growth potential sector resulting from the 

expansion of the new generation causing the increased purchasing of various raw 

materials from other countries, and ASEAN’s food cultures that affect the 

consumption trend. The current average growth rate of ASEAN’s food market is 

28.4%. 

    Thailand’s food industry had a GDP value of 922,835 million baht, or  5.5% of 

Thailand’s GDP. In 2019, 20.6% of the industry GDP was from this section. There are 

128,137 domestic food businesses. A million employees were calculated as 19.7% of 

industrial employment. Export contraction occurred in the food industry in the 

previous year due to the economic slowdown of trading partners, which declined 

Thai food export demand. The overvaluation of the Thai baht was also the cause of 

the higher exported food price than the competitive countries. According to Thai 

food exporters in the global market,  the most exported products were tuna and 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 2 

cassava,  followed by rice, chicken, and sugar, while the condiment product was 

ranked sixth. Moreover, the percentage of exporters demonstrates that Thailand was 

ranked eleventh with 2.51% in the global market. The largest share of the worldwide 

market was China, with 15.0%. Figure 1 showed the ratio of food exporters in the 

global market (Food Interligence Center Thailand, 2019), (GSB Research, 2019). 

Figure  1: Proportion of exporters in the global market 
 

In 2020, the decline of Thailand’s GDP in Q1 and Q2 caused by the crisis of 
Covid-19 affected the manufacturing sector’s activities. The food industry, on the 
other hand, still was growing when entering Q3. Production was improved due to the 
cancellation of the lockdown in Thailand and abroad. As a result, most economic 
activities returned to normal encouraging an increase in domestic consumption. 
However, the hotel, restaurant, and catering businesses, which were the main 
distributions, were not recovered that also result in a shrink of the food production 
sector, especially meat, seafood, and condiments.  
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 3 

Despite the effects of economic problems and crises, the essential role of 
food manufacturing is producing food to satisfy consumer demands. One of the 
important parts of the food is flavor enhancer by food condiment products. This 
secret of deliciousness causes the food condiment business to increase by leaps and 
bounds every year (Figure 2). 

The current value of instant food was increased by 5%. Its sales volume was 
also increased by 2% in 2020 reaching a record of 48 billion baht and 442,000 tons. 
The average unit price of condiments rose by 2%. One with the strongest growth was 
sauces. During the forecast period, the condiments present value was expected to be 
6% (4% increased for the fixed value of 2020), and the 2025 sales were expected to 
reach 60.8 billion baht (Euromonitor International, 2020). 
 

Figure  2: Condiment retail values in Thailand from 2015 to 2025 
Source : (Euromonitor International, 2020) 
 
1.2 Company overview 
 Case study company is a leading manufacturer of food condiment products in 
Thailand. Its main target is to produce and supply the products to both the domestic 
and abroad consumer groups. 
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The case study company focuses on research and product development. As a 
result, many modern technologies are employed. The quality control system is 
applied during every step of the production, ingredient selection, packaging, and final 
production. Every product produced by the company has been certified by the GMP 
system (Good Manufacturing Practice). The National Food Institute developed this 
system. It is also guaranteed by HACCP (Hazard Analysis Critical Control Point), which 
is accepted worldwide.  

 
1.2.1 Sale segments 

 

 

 
 
 
 
 
 

Figure  3: Sale segment in the case study company 
 

The case study company has divided the segment of product sales into four parts 
(Figure 3). 

• Traditional trade: retail shops, fresh markets, and wholesale shops 

• Modern trade: convenience store, supermarket, and hypermarket 

• Export: Europe, Asia, North America, and Africa 

• Online: Lazada and Shopee application 
  

Case study 
company 

Traditional Trade Modern Trade Export Online 
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1.2.2 Sale region 
The case study company produces products and distributes to all over the 

country. There are five sales regions (Figure 4): Bangkok, Central-East, North, North-
East, and South. The Distribution Center (DC) of the case study company is located in 
every region to make it easier to distribute and supply the products to each region as 
follows: 

• Manufacturing Plant and Central Distribution Center 

• North-East Distribution Center 

• South  Distribution Center 

• North  Distribution Center 

• Central-East  Distribution Center 
 

 

 

 

 
 
 
 
 
 
 
 
 
 
 

Figure  4: Sale region of the case study company 
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1.2.3 Demand data flow chart  
The flow chart of product demand information starts from customers 

forwarded to sales and marketing departments to collect and keep it as product 
demand data. The demand data will be sent to two departments: the planning 
department and the sales and marketing department. 

The planning department will analyze the data and deal with the purchase of 
raw materials used in production, employee’s working schedules, and production 
planning. The sales and marketing department will analyze the data for further 
promotion and marketing plans. The product demand flow chart is demonstrated in 
figure 5. 
 

 

 
 
 
 
 
 
 
 
 
 
 
 

Figure  5: Demand data flow chart of the case study company 
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1.3 Problem statement 
The case study company plans production using customer demand. Business 

plans are mostly aimed to reduce costs and maximize profit. Hence, accurately 
predicting customer demand is a key for those objectives.  

Currently, the company uses the ‘Sale force composite forecasting’ method 
to predict the product demand. This method uses the sales demand, which the sales 
manager or sales representative staff of each department estimates and combines all 
the data into a company’s total demand forecast. The MAPE values of the 2018 and 
2019 sample products are 14.00% and 21.68%, respectively (Table 1). It can be 
inferred that this method has high errors in forecasting the demand values and may 
not be suitable enough. 

This problem affects the company in many aspects: production planning, 
production scheduling, purchasing raw materials, inventory costs, and other costs. If 
the product demand forecast provides accurate results, it will be beneficial to the 
management team to use it for further production, marketing, and sales strategies 
planning. 
 

Table  1: Measurement error of the case study company’s forecasting method in 
2018 and 2019 

Month 
2018 2019 

Actual Forecast Error Actual Forecast Error 

January 52,377 61,982 18.34% 37,789 54,300 43.69% 

February 64,594 74,047 14.63% 54,653 54,707 0.10% 
March 54,361 81,952 50.76% 44,300 56,762 28.13% 

… … … … … … … 
October 62,177 56,989 8.34% 62054 60371 2.71% 

November 60,395 58,269 3.52% 50891 60650 19.18% 

December 83,999 65,350 22.20% 91838 74061 19.36% 
Evaluation MAPE 14.00% MAPE 21.68% 
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Problem statements indicate the error of the product forecasting. Since the 
case study company has 63 SKUs, the  ABC analysis is applied to analyze the product 
that will most impact the company. The product selection is based on a high rate of 
product sales. The results provide in  Figure 6 shows product rankings using ABC 
analysis. The Y-axis represents the proportions of product sales, and the X-axis 
represents the names of the product. 

The three products having major impact on the company’s sales, which is 
more than 50% of the total sales, are product A, B, and C with the sales percentage 
of 22.55, 20.93, and 7.87, respectively. 
 
 
 
 
 
 
 
 
 
 
 
 
 
Figure  6: ABC analysis of the case study company 
 

Figure 7 shows the time-series plot of monthly demands of product A, B, and 
C from January 2013 to December 2019. The result shows that the demand for each 
product increases every year. Product A has the highest sales percentage with 
product demand up to 80,000 cartons.  Product B also has a high growth rate and 
high product demand at the same level as product A. However, product C has the 
lowest demand with 20,000 cartons as the maximum value. 
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Figure  7: Time-series plot of monthly demand for products  from January 2013 to 
December 2019 
 

The analysis determines the accuracy of the company’s forecasting 
techniques  applied to all three products evaluate by MAD and MAPE. The results of 
the evaluation are presented in table 2. 

 
Table  2: Measurement errors of product A, B, and C 

 

 

 

 

Company method 
Product A Product B Product C 

2018 2019 2018 2019 2018 2019 

MAD 8,539 8,776 10,122 10,125 4,236 3,695 

MAPE 18.28% 14.00% 23.21% 21.69% 22.14% 21.31% 
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1.4 Research objective 
This research aims to improve the forecasting accuracy of food condiment 

demand for the case study company using time series models, machine learning 
model, combining forecasting model, and hybrid forecasting model. 

 
1.5 Research scope 

• The major products are chosen for this study according to the last-year 

product sales. The considered products are accounted for 50% of all sales. 

The product selection criteria are the top three products with a high 

percentage of total product sales using the ABC analysis. 

• The demand data of this thesis are the monthly case study product demands 

from January 2013 to December 2020, which are divided into three parts: 

o Training datasets are used to perform forecasting models for each 

product demand from January 2013 to December 2018 (84 months). 

o Validating datasets are used to evaluate forecasting models for each 

product demand from January 2019 to December 2019 (12 months). 

o Testing datasets are used to evaluate the final forecasting model for 

each product demand from January 2020 to December 2020 (12 

months). 

• The considered explanatory variables are Economic Indicator, e.g., Gross 

domestic product (GDP), Unemployment rate, Consumer Price Index, 

Exchange rate, Set Index, and the dummy variables for the month. 

• This research considers time series models, which are the Holt-Winters 

method, SARIMA, and SARIMAX, machine learning model which is artificial 

neural network, combined forecasting model, and hybrid forecasting model.  

• The accuracy of the forecasting models is evaluated by measuring the mean 

absolute percentage Error (MAPE).  



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 11 

1.6 Expected results 

• External factors that can be used to describe food product demands. 

• Suggested accurate forecasting model that suits each product demand of the 

case study company. 

1.7 Expected benefits 

• The data analysis will provide insight information that the company can use 

to develop their products and for business strategy.  

• Accurate forecasting helps the case study company in purchasing, worker’s 

scheduling, and production plans. 

• Framework developed in this research can be extended to other products in 

the future. 
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Chapter 2 Literature Reviews 
2.1 Forecasting review 

Forecasting is a statistical method used in the business field as background 
information for organizational management, such as production schedule, 
transportation, and long-term strategic planning. However, business forecasting 
usually gives poor results and easily confuses the business planning and goals 
(Hyndman & Athanasopoulos, 2018).  There are still several problems happening in 
industrial forecasting.  Predictions that are only based on external factors such as 
advertising campaigns, holidays, weather, and other events may be insufficient. In 
addition, this data is usually stored separately or may not be completely collected. 
Current methods tend to give inaccurate results for both short and long-term 
predictions. Many forecasting techniques require deep knowledge for each specific 
field.  There are still problems such as incorrect time-series data, messy stored data, 
and methods used for each specific data type in the old forecasting model (Fildes et 
al., 2019).  

 
2.2 Food Industry forecasting 

There are only a few studies on food industry forecasting since the data is 
confidential. The disclosure of this confidential information for the research purpose 
may benefit the rival companies. However, forecasting is an essential factor of the 
food business, which helps reduce costs and organizational management 
(Tsoumakas, 2019).  

In this industry, food can be divided into several categories depending on 
many factors. One of them is the shelf-life of the long shelf-life food and short shelf-
life (Kilcast & Subramaniam, 2011). In short shelf-life food, Doganis et al. (2006) was 
expected to use forecasting models to predict dairy products: Holt-Winters 
Exponential Method, ARMA, and neural network. The neural network method was 
approved to predict the demand with the lowest error percentage. This neural 
network model was performed by integrating a genetic algorithm technique and a 
radial basis function (RBF). Furthermore, Da Veiga et al. (2014) also studied the short 
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shelf-life food using Holt-Winters and ARIMA method to estimate monthly data of the 
dairy product. They found that the Holt-Winters method gave better results 
compared to the ARIMA. Aburto and Weber (2007) developed a forecasting model to 
predict products in the supermarket based on daily data. Single models used in the 
forecasting are SARIMA, SARIMAX, MLP, and the hybrid model, integrating the 
nonlinear (MLP) and linear model (SARIMA). The results demonstrated that the hybrid 
model indicates the lowest Mean Absolute Percentage Error (MAPE) value compared 
to other models. In the same year, Co and Boosarawongse (2007) investigated ARIMA, 
Holt-Winters, and ANN model to forecast monthly rice export in Thailand. They 
calculated prediction errors with various measurements. The study revealed that the 
ANN model worked effectively compared to the  ARIMA and Holt-Winters models. 
After the hybrid model was developed, forecasting could provide more accurate 
results. Arunraj and Ahrens (2015) studied daily product forecasting by the ANN, 
SARIMA, and hybrid models. A single model was combined with statistical methods in 
this study. The statistical method used in the study was Quartile (QR). The 
combination of the SARIMA model and the QR model was used to compare with 
other single models. It was found that the SARIMA-QR gave more accurate 
predictions when measured with MAPE (Table 3). 

 

2.2.1 Holt-Winters exponential smoothing method  
Holt-Winters exponential smoothing method is a method of constructing a 

forecasting equation for time series with trend and influence of the seasonal 
developed from Holt original method. The Holt-Winters exponential smoothing 
method performs a prediction equation and three smoothing equations with 

smoothing parameters α, β, and γ. The seasonal pattern can be divided into two 
categories: The additive seasonal variation, the variance constant with the time 
change, and the multiplicative seasonal variation, which fluctuates as the time 
changes (Hyndman & Athanasopoulos, 2018). 
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Additive seasonal variation 

 

Multiplicative seasonal variation 

 

 
Lt = α(Yt-St-s)+(1-α)(Lt-1+Tt-1) (1) 

 
Tt = β(Lt-Lt-1)+(1-β)Tt-1 (2) 

 
St = γ(Yt-Lt)+(1-γ)St-s (3) 

 
Ŷt+p = Lt+pTt+St-s+p (4) 

 
Lt = α(

Yt

St-s

)+(1-α)(Lt-1+Tt-1) (5) 

 
Tt = β(Lt-Lt-1)+(1-β)Tt-1 (6) 

 
St = γ (

Yt

Lt

) +(1-γ)St-s (7) 

 

 Ŷt+p = (Lt+ pTt)St-s+p (8) 

Ŷt+p = forecast value at time t + p 

Lt = level smoothing value at t 

Tt = trend smoothing value at t 

St = seasonal smoothing value at t 

α = level smoothing constant; 0 ≤ α ≤1 

β = trend smoothing constant; 0 ≤ β ≤1 

γ = seasonal smoothing constant; 0 ≤ γ ≤1 

p = the period to be forecast into future 

s = seasonal period 

t = time 
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2.2.2 Seasonal Autoregressive Integrated Moving average (SARIMA) 
The Autoregressive Integrated Moving Average model is a statistical technique 

and reasonable model suitable for time series data (Box et al., 2 0 1 1 ) . It is widely 
used as much as the Holt-Winters model. The ARIMA model uses the autocorrelation 
to present the time series data (Hyndman & Athanasopoulos, 2018).  ARIMA model is 
a parameter model (p, d, q): p is the number of autoregressive terms, d is the 
number of differencing to stationary, and q is the number of moving averages (Fattah 
et al., 2018). Seasonality parameters can be applied to the model in order to use it 
with seasonal data (Arunraj & Ahrens, 2015). Therefore, the ARIMA model is adapted 
to the Seasonal Autoregressive Integrated Moving Average (SARIMA), which added a 
parameter. (P, D, Q, s): P is the number autoregressive of seasonal terms, D is the 
number differencing to stationary of seasonal terms, Q is the number of moving 
averages of seasonal terms, and s is the seasonal length. The formula of SARIMA is 
(Cools et al., 2009) : 

 
 ϕ

p
(B)Φp(BS)(1-B)d(1-Bs)DYt= c + θq(B)ΘQ(Bs)ϵt (9) 

 

 

 

 

 

 
 

  

Yt = forecast value at time t 

ϕ
p
(B) = regular autoregressive factor 

θq(B) = moving average factor 

(1-B)d = remove non-seasonal differencing  

(1-Bs)D = seasonal differencing  

Φp(BS) = the seasonal autoregressive factor 

ΘQ(Bs) = the seasonal moving average factor 

ϵt = residuals 

c = constant 
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2.2.3 Seasonal Autoregressive Integrated Moving average with exogenous 
(SARIMAX) 
Forecasting values can normally be explained by the relationship of 

explanatory variables in a causal method such as linear regression. At the same time, 
the SARIMA model uses autocorrelations to present the time series data. SARIMAX 
model combines the SARIMA model and a causal method that added explanatory 
variables into the model (Vagropoulos et al., 2016). The parameters are  (p, d, q) x (P, 
D, Q) s X: X is an explanatory variable. The formula of SARIMAX is (Cools et al., 2009) 
:   

 
 

Yt=β
0
+β

1
X1,t+…+β

k
Xk,t +

θq(B)ΘQ(Bs)ϵt

ϕ
p
(B)Φp(BS)(1-B)d(1-Bs)D

 (10) 

 

X i, t   = observations of explanatory variables i at time t 

βk = regression coefficients of explanatory variable k 
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Table  3: Summary of forecasting in food industry 

 

  

Author Type of data Method 

Doganis et al. (2006) 
Demand of short shelf-life 
food products  in food 
manufacturer 

Holt-Winters  
ARMA 
ANN 

Aburto and Weber (2007) 
Demand of oil in 
supermarket 

SARIMAX 
ANN 
Hybrid SARIMAX-ANN 

Co and Boosarawongse 
(2007) 

Thailand’s rice export  
ARIMA 
Holt-Winters  
ANN 

Da Veiga et al. (2014) 
Demand of dairy products  
in food retail 

ARIMA 
Holt-Winters  

Arunraj and Ahrens (2015) 
Demand of banana 
in food retail 

ANN 
SARIMA 
SARIMA-MLR / QR model 

Güzin Tirkeş (2017) 
Demand of sherbet and 
jam in food company  

Trend analysis  
Decomposition model 
Holt-Winters  
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2.3 Machine learning forecasting models 
 Machine learning is a computer application that can make the systems learn 

automatically, which is to convert input data into algorithms. Machine learning is 
similar to human learning. For example, when humam receive data, they can learn to 
identify and analyze that information. Machine learning works the same way: by 
feeding data sets and instructions into the computer. It is used for information 
classification or analysis training. Learning algorithms learn from data and training. 
The algorithms are developed to achieve high efficiency and can be interpreted with 
accuracy machine learning including supervised, unsupervised, and reinforced 
learning techniques (Figure 8) (Shalev-Shwartz & Ben-David, 2014). 

Figure  8: Type of machine learning 
Source : (https://towardsdatascience.com) 
 

Supervised learning is one of machine learning systems. It allows computers 
to find and solve problems by themselves after learning from an input dataset. 
When the data is put into the model, it will adjust weights through a learning process 
for efficiency to ensure that the model is suitable. The most famous model for 
supervised learning is artificial neural network algorithm (Mitra et al., 2016). 
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 Huang (2013) used machine learning algorithm to forecast the food demand 
of healthy food company in the market. The research used backpropagation neural 
network developed from combining particle swarm optimization algorithm (PSOBPN). 
The result came out that PSOBPN gave lower MAPE compared to the method that 
healthy food company used. The management of the port system affected the port 
city. Demir and Akkaş (2018) studied on forecasting models and compared the 
performance of several forecasting models, including time series forecasting model 
and machine learning models, such as support vector regression (SVR) and artificial 
neural network, in order to forecast the demand feed of the case-study company.  
The comparison of forecasting model performance indicated that support vector 
regression gave the lowest MAPE. In 2019, Chan et al. (2019) demonstrated a 
comparison between statistical time series models and machine learning forecasting 
models i.e., support vector regression and artificial neural network. The accuracy 
result showed that the machine learning models were more efficient than the time-
series models. The prediction of container throughput was important in the port 
management system. In food industry, the product demand is fluctuated, especially 
seasoning products. This study focused on the method of sales forecasting which 
compared between traditional model and machine learning model i.e., artificial 
neural network. The comparison of accuracy result demonstrated that the neural 
network is the best forecasting model in the study (Elinta, 2019). Fruits and 
vegetables are perishable food which is a huge concern for food supply chain. 
Forecasting model is an important part of product inventory management in retail 
stores. The study selected time series and machine learning models to predict 
demanding products. The accuracy result showed that LSTM and SVR were more 
efficient than the others (Priyadarshi et al., 2019) (Table 4). 
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2.3.1 Artificial neural network (ANN) 
  The artificial neural network (ANN) is artificial intelligence. It is also considered 

a mathematical model that attempts to simulate the structure and function of 
biological neural networks. The structural and functional patterns are similar to the 
process of living brains, which is to modify themselves to respond the input 
according to learning principles. The model has three basic principles: multiplication, 
summation, and activation (Figure 9).  

Figure  9: Framework of artificial neural network 
Source : (Suzuki, 2011) 

 
Firstly, the neural network model is feed by weighting each input data. The 

weighted input data is then put together with bias through the transfer function and 
comes out as the output (Suzuki, 2011). The structure of an artificial neural network 
processes the data in a sub-processor called a node. A node imitates behaviors from 
connected node signaling. The function that sets the output signal is called the 
activation function, which is a process in the neural network. The neural network 
consists of the following components: 
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• Number of input nodes 
  The input number of nodes is equal to that of variables. The input variables 

will be used to predict forecast values in the future. Input numbers are generally 
easy to understand and tend to relate to each other. 

 

• Number of hidden layers and hidden nodes 
Hidden layers are an important parameter in neural network algorithm. This 

layer is a middle layer that can affect the model’s learning efficiency, which can 
have many hidden layers. Each layer can have any number of hidden nodes. 
Additional layers and nodes can affect the learning pattern of the model in the 
hidden layer. 

 

• Number of output nodes 
Output nodes take out the sum of the hidden node values, which is a 

determiner of the overall values. The number of nodes depends on the output used 
in the research. There are two types of output forecasts: one-step ahead value and 
multi-step ahead value. Lijuan and Guohua (2016) studied tourism industry forecast. 
The forecasting models studied were machine learning models. They predicted the 
tourist numbers by using these two types of forecasting models. The result showed 
that the one-step ahead model gives lower MAPE compared to the multi-step. In 
2018, the researcher studied electric power forecasting using horizontal time 
comparison in hybrid forecasting models. The 3-step forecasting gives the highest 
MAPE values. 

 

• Activation function 
  The activation function controls the neuron’s output in the next range, which 

calculates the total input sum in one neuron and determines whether it will be 
forwarded as an output. The hidden layer uses the function to determine the output 
range that will be interpreted as the answer. The type of activation function using in 
this study is: (Sharma & Sharma, 2017) 
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ReLU 
The Rectified Linear Activation Function or ReLU, a modified linear function, is 

the most widely used activation function. This function makes training faster than the 
Sigmoid. Moreover, it can solve the Vanishing Gradient Problem since the function 
slope is constant at 1 (Xu et al., 2015). It can be defined in figure 10. 

 
 
 
 
 
 

 
 
 
 

Figure  10: Graph of ReLU function 
Source : (https://deeplearninguniversity.com) 

Swish 
Swish is a function developed by Google researchers in 2017 (Sharma & 

Sharma, 2017). It is resulted from taking the Sigmoid equation into the calculation 
and indication, a process similar to ReLU. The team of researchers experimented with 
images dataset and found that the performance of this function is 0.9% more 
accurate than the ReLU (Ramachandran et al., 2017). Furthermore, Forex Market 
Forecasting studied the advantages of several functions in 2019. The results of using 
Swish in the experiment showed less predictive error than the ReLU (Munkhdalai et 
al., 2019). It can be defined in figure 11. 
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Figure  11: Graph of Swish function 
Source : (https://deeplearninguniversity.com) 

 

The mathematical formular of artificial neural network is (Moreno, 2011): 

 

bpj = Output value 

 fL = activation function of layer L 

   wij = weight of neuron i to Hidden neuron j 

xpi = Input value 

θj = bias 

 

    

 
bpj= fL (θj+ ∑ wij

N

i=1

⋅xpi) (11) 
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Ŷpk = Output value by neuron k 

 fM = activation function of layer M 

vjk = weight of neuron j to Hidden neuron k 

θk    = bias 

 
 

  

 

Ŷpk= fM (θk+ ∑ vjk

L

J=1

⋅bpj) (12) 
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Author Type of data Method 

Huang (2013) 
Demand of health food 
product in food company 

Company method 
Artificial neural network 

Demir and Akkaş (2018) 
Demand of feed product 
in feed company 

Moving Average 
Holt-Winters 
ANN 
SVR 

Chan et al. (2019) 
Demand of container 
throughput in port 

Moving Average 
ARIMA 
SVR 
ANN 

Elinta (2019) 

Demand of seasoning 
product in food 
ingredients manufacturer 
 

Trend regression 
Holt-Winter’s 
ANN 

Priyadarshi et al. (2019) 
Demand of vegetable 
product in retail stage 
 

ARIMA 
RFR 
XGboost 
LSTM 
SVR 

Table  4: Summary of machine learning forecasting models 
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2.4 Combined forecasting models 
Combined forecast (two or more methods) is an alternative method to 

replace an individual method. Maaß et al. (2014) suggested that combined 
forecasting is a widely accepted and practiced method that provides more accurate 
forecasted values than a single forecasting model.  The most important thing is each 
single method of combined forecasting must have high accuracy. This combination 
method is claimed to reduce errors caused by biases in the data.  

Zou et al. (2007) proposed ARIMA and artificial neural network, which was 
used in the food industry to predict wheat price. The forecasting model results were 
combined by the equal weight method. The evaluated accuracy of all models 
indicated that the combined forecasting model showed the lowest error compared 
to all measurement methods. Riansut (2016) studied combined forecasting in 
rubberwood and furniture export values in Thailand. This model used the least 
square method combined with the ARIMA and Holt-Winters models. The combined 
forecasting models gave lower MAPE compared with the single forecasting model. In 
2017, a new technique was proposed in the electricity demand forecast. The new 
forecast method used a simple weight average combined with the single models that 
provided the best accuracy (Laouafi et al., 2 0 1 7 ) . In the food industry, product 
demand forecasting was developed by using a combined method. The new method 
used the company’s averaging predictive models: Exponential smoothing and ARIMA 
(Silva et al., 2019) (Table 5).  

It is combining predicted values from each method. All forecast values are 
combined using weights combination: w1, w2, …, wi to build the combined forecast as 
follow: 

 
 Ŷc = w1Ŷ1+w2Ŷ2+…+wiŶi (13) 

 

Ŷc = Combined forecast value 

wi = Weight for model i 

Ŷi = Forecast value in model i 
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Author Type of data Method 

Zou et al. (2007) 
Chinese food grain price  
in market 

Simple averaging 
method 

Maaß et al. (2014) 
Demand of short-lifecycle 
consumer products  

Simple averaging 
method 

Riansut (2016) 
Export values of rubber 
wood and furniture in 
Thailand 

Least square method 

Laouafi et al. (2017) Online electricity demand  
Simple averaging 

method and Inverse 
error method 

Silva et al. (2019) 
Demand of meat product 
in the food Industry 

Simple averaging 
method 

Table  5: Summary of combined forecasting models  
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2.5 Hybrid forecasting models 
Hybrid forecasting is different from combined forecasting, which is a method 

that uses a combination of forecast values from a single model. The concept of 
hybrid and combined forecasting is shown in figure 12. However, hybrid forecasting is 
implementation techniques or methods combined with forecasting models such as 
linear and nonlinear combination forecasting models. Data transformation complied 
with forecasting model and heuristic optimization using improvement forecasting 
model’s parameter. 

 
 
 
 
 
 
 
 
 
 

 

Figure  12: Concept of hybrid and combined forecasting 
 
The hybrid method was first proposed by (Zhang, 2 0 0 3 ) , who described a 

hybridization of ARIMA and MLP. The hybridization is obtained by adding the 
prediction of the linear model (ARIMA) and nonlinear model(MLP). In supply chain 
management, demand forecasting is an important factor of this system. Aburto and 
Weber (2007) presented a new intelligent method for the forecasting models, which 
was the hybridization between SARIMA and neural network. This model showed 
more accuracy than a single model. In 2017, Moeeni and Bonakdari (2017) improved 
the accuracy of the hybrid forecasting model which  consists of a linear model 
(SARIMA) and a nonlinear model (ANN). The combination of forecasting models was 
selected from 13 SARIMA models and 14 ANN models. These combinations were 
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compared with Zhang’s model. The result showed that the proposed hybrid 
forecasting model was more accurate than Zhang’s model. The study of hybrid 
forecasting models was suggested to merge different methods or models. The ML 
method had recently adopted the XGboost, which integrated with a traditional 
forecasting model, such as ARIMA. According to the experiment, it was found that the 
proposed model has the best accuracy (Li & Zhang, 2 0 1 8 ) . In the food industry, 
demand for raw materials was a primary factor affecting the production sector in the 
manufacturer. Zhu et al. (2019) proposed the forecasting models: traditional model, 
machine learning model, and hybrid forecasting model. The result of accuracy 
showed that the hybrid (HW and SVM) model outperformed other models (Table 6). 

The concept of a hybrid forecasting model is a combination of a linear model 
and a nonlinear model, which can capture both prediction values from two type 
models. In the hybrid model, linear is a traditional forecasting model. The residuals 
are calculated from the linear model, which put into a nonlinear model (a machine 
learning model). The formula of the hybrid forecasting model is: 

 
 Ŷt =Lt+Nt (14) 

 

Ŷt = Hybrid forecast value at period t 

Lt = Forecast value from linear model at period t 

Nt = Forecast value from non-linear model at period t 
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Author Type of data Method 

Zhang (2003) 
Sunspot data 
Exchange rate data 
Canadian lynx data 

Hybrid ARIMA-ANN 

Aburto and Weber 
(2007) 

Demand product in 
supermarket 

Hybrid SARIMAX-ANN 

Moeeni and Bonakdari 
(2017) 

Monthly inflow to the 
dam 

Hybrid SARIMA-ANN 

Li and Zhang (2018) Demand energy in China Hybrid ARIMA-XGboost 

Zhu et al. (2019) 
Demand spring onion 
seed in seed company 

Hybrid Holt-Winters-SVM 

Table  6: Summary of hybrid forecasting models 
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2.6 Explanatory variable in demand forecasting 
Demand is the ability to purchase a product or service in the quantity that 

consumers need at that time. Furthermore, demand data is the data that fluctuates 
with some factors.  

As a result, the demand data of the past, present, and future can be found 
by explanatory variables that represent the movement of the data. In the tourism 
industry, Athanasopoulos et al. (2 0 1 1 )  used explanatory variables to predict the 
tourism numbers using the income level of origin, which represents the tourist’s 
relative cost of living in the destination country, relative CPI, and exchange rates. 
Besides, incidents such as terrorism, epidemic, or country-related events, including 
seasonal events are considered as explanatory variables or are also known as 
dummy variables. The explanatory variables can improve the industry. For example, 
textile industries are required to reach the demand that is a variation of trend and 
seasonality to forecast sales data affected by external factors such as product 
features, strategies, sales areas, and sales promotions (Thomassey et al., 2 0 0 2 ) . 
Domestic air travel industries consider air transport demand as an important factor. 
Sivrikaya and Tunç (2013) studied factors that affect air travel passengers.  Geo-
Economics factors, prices, travel time, dummy variables, and other explanatory 
variables are used in the semi-logarithmic regression model to predict passenger’s 
numbers. 

Product demand forecasting or customer service is a key element that 
impacts the business. Kandananond (2011) studied electricity consumption in 
Thailand using explanatory variables in the multiple regression model. Population 
number, stock exchange index, GDP, and export volume are factors used to predict 
electricity consumption. The study found that those factors can predict electricity 
consumption, but the method has no significant differences compared to others. 
Food product demand forecasting is driven by the customers, sales promotions, 
weather, product characteristics, prices, and holidays. Arunraj and Ahrens (2015) 
found that explanatory variables can be divided into several types. Two of those are 
internal factors such as prices and product characteristics, which are controllable and 
external factors such as events, holidays, and weather conditions, which are 
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uncontrollable also seasonality, which is a day of the week, a month of the year, and 
a quarter of the year.  

Wittayaorn-puripunpinyoo et al. (2017) emphasized the importance of factors 
affecting ready-to-drink milk consumption in Thailand. Retail milk price, income per 
capita, population number, and advertising expenditure are explanatory variables of 
the milk demand prediction study using a multiple regression model. Demand 
forecasting is a key element in the supply chain that improves performance. 
Feizabadi (2020) studied forecasting methods to predict the steel demand. ARIMAX 
and ANN are the demand forecasting methods whose model added economic 
indicators as explanatory variables. Table 7 summarizes explanatory variables studied 
for demand forecasting 

2.6.1 Economic Indicator 
Economic indicators are economic data commonly considered as 

macroeconomic indexes. It helps indicate the overall state of the present and future 
economic trends. It is used as an economic overshadow alarm to guide both 
government and private sector’s planning and economic policy. They are used in the 
analysis and interpretation of investment possibilities (The Economist, 2007).  

Moreover, they are used as a tool for fundamental analysis to assess the 
country’s economic condition. There are many different types of economic 
indicators, including each country’s specific one.  

• Gross domestic product 
The Gross domestic product is the market value of the final products and 

services from domestic and abroad in a country at a specific time.  The GDP consists 
of products and services manufactured to supply into markets and some Non-Value-
Added Activities, such as education. The Gross Domestic Product is used as an 
indicator of the population’s standard of living in that country (Callen, 2020).  

• Consumer price index 
The Consumer price index (CPI) is a price index used to measure the change 

in retail prices of consumer goods and services such as shipping, food, and 
healthcare and calculate each item’s price changes that may happen in the future. 
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The CPI is used to estimate the price changes associated with the cost of living. 
Moreover, it is one of the most frequently used statistics for determining periods of 
inflation or deflation. It is also used to measure the real income level of different 
groups of people. It can measure the changes in product prices sold in each 
category. Finally, it is used to indicate the country's economic states ( Yamarone, 
2017).  

• Exchange rate 
Exchange rates have both positive and negative impacts on the Thai 

economy. The imbalance of the exchange rate can lead to the country’s inability to 
compete on the price. Furthermore, it can reduce the amount of export income 
converted into baht and affect worker wages in exporting businesses and the 
purchasing power causing a slowdown in the economy. 
  However, this is only one aspect that the exchange rate affects the Thai 
economy since the healthy exchange rate can reduce the cost of imported raw 
materials and slow the increase in the living cost, especially during the time when 
energy prices in the world market rose rapidly (Bank of Thailand, 2018).  

• Unemployment rate 
The ratio of the unemployment to the total labor force multiplied by 100 

indicates the labor market and household income, which is an important variable 
linked to economic conditions. In addition, this information indicates people’s living 
conditions since their income is from wages and salaries. More purchasing 
consumption means an increase in the demand (The Economist, 2007). 

• Terms of trade 
Terms of trade is the export price compared to the price of each country’s 

import. Higher trade means more benefits from international trade. Moreover, if the 
export rises, prices are likely to stimulate gross demand, which can lead to an 
increase in investments thanks to profitability increases. Overall consumption is most 
likely to increase if some of the high domestic demand comes from high domestic 
products (Gruss & Kebhaj, 2019). 
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• International reserve 
International reserves are liquid assets and regulated by a central bank to 

settle the debt. It is an international payment to control the balance of payments. 
Payments are made indirectly through foreign exchange intervention for the 
country’s stability when facing unexpected changes. It is also a tool of economic 
growth in terms of investment reserves, which can provide credibility to the country. 
Some export-promoting countries may use reserves as a part of industry policy for 
the benefit of international trade. By keeping the currency lower than the exported 
product’s base, the products can be more competitive on the price (Vimolchalao, 
2003). 

2.6.2 Stock market 
A stock index is a statistical calculation to track changes in measured things or 

as a tool to indicate different situations. The stock index reflects all securities price’s 
movement by calculating from the listed shared (The Stock Exchange of Thailand, 
2015). A study of electricity use in Thailand (Kandananond, 2011) uses the SET index 
and other values as the variables to predict the demand. Error shown while testing 
the model was 0.996% 

2.6.3 Population 
A population is a group of the same living things, who live together in the 

same territory at a particular period. Each group’s interactions and shared activities 
create each specific characteristic such as population growth, which affects many 
aspects, e.g., economic growth. The increase in employment results from an increase 
in the population (The Economist, 2007). According to the  Challenge of Feeding the 
World, the growth in the population also impacts production changes, especially in 
the increasing food demand which the production is increased to meet the rising 
demand (Fróna et al., 2019). 

2.6.4 Dummy variable 
The dummy variable is characterized as a qualitative variable or categorical 

explanatory variables. This type of information such as gender, month, year, 
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interested sample, an incident is typically not mathematically meaningful. However, 
variables can be assigned in terms of numbers or codes. For example,  one 
represents female while zero represents male. This variable is called  ‘dummy 
variable’, which is applied to the linear regression equation for relativity or 
forecasting (Mirasgedis et al., 2006). Time units, days, and months share explanatory 
variables in predicting electricity demand. The results show that the predictive value 
is high when a monthly seasonal dummy variable is added. 

 
 Table  7: Summary of explanatory variables studied in demand forecasting  

Author Type of data Explanatory variables 

Kandananond (2011) 
Electricity demand in 
Thailand 

GDP 
Export value 
Set index  
Population 

Arunraj and Ahrens (2015) 
Demand  of banana 
in food retail 

Weather 
Holiday 
Dummy variable (month 
of year) 

Wittayaorn-
puripunpinyoo et al. 
(2017) 

Drink milk consumption 
of Thailand 

Price 
GDPH 
Population 
Advertising expenditure 

Feizabadi (2020) 
Demand of steel in 
manufacturing company 

Macro-economic 
indicator 
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2.7 Measurement error 
The evaluated forecasting model is an essential part of forecasting because 

its error indicates the model’s performance. An evaluation of accuracy represents 
the quality or suitability of the model ( Hyndman & Athanasopoulos, 2 0 1 8 ) . 
Forecasting in an experiment divides the dataset into two parts: a training set and a 
test set. A training set is applied to a fitting model to predict the value, which will 
later be evaluated by a test set (Tsoumakas, 2019),  (Klimberg et al., 2010) (Table 8). 

 
2.7.1 Mean absolute deviation: MAD 
Mean absolute deviation is a precision measurement technique that 

measures the accuracy from the forecast and the actual values. The calculation uses 
the absolute value. The MAD is defined as: 

 
 

MAD = 
1

n
∑|Yt-Ŷt|

n

t=1

 (15) 

 

Ŷt = Forecast value at the period t 

Yt = Actual data value at period t 

n = Number of data 
 
 

2.7.2 Mean squared error: MSE 
Mean squared error (MSE) measures the error from the forecast and the 

actual value. If MSE value is high, it can be concluded that the data of the model is 
abnormal. The unit of error value will be different from the forecast value. Root 
mean squared error (RMSE) is the error rate by the square root of MSE. Therefore, 
RMSE is similar to MSE, but the unit RMSE is not shown in a  square root form to 
make it easier to analyze as the RMSE unit is the same unit as the forecasting model. 
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The MSE is defined as: 
 

 
MSE = 

1

n
∑ (Y

t
-Ŷt)

2

n

t=1

 (16) 

 
 

The RMSE is defined as: 
 
 

 

RMSE =√
1

n
∑ (Y

t
-Ŷt)

2

n

t=1

 (17) 

 
 

2.7.3 Mean absolute percentage error: MAPE 
Mean absolute percentage error (MAPE) is a value used to measure the 

accuracy of the forecasting model based on the forecasted error compared to the 
actual value. The MAPE unit is in the percentage form. Therefore, it can be used to 
compare the accuracy of multiple forecasts with different data units. The MAPE is 
defined as: 

 
 

MAPE = 
1

n
∑

|Yt-Ŷt|

Yt

n

t=1

 (18) 
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Table  8: Summary of forecasting accuracy measurement in food industry   

 

The main contributions of this thesis are as follows 
1) Unlike previous work, this study proposes an innovative hybrid model (HW-

SARIMA-ANN), which has never been considered before. 
2) Most literatures focused on either short-term or long-term forecast at a time, 

while this thesis explores both aspects together. 
3) Activation functions for ANN considered in this thesis are both Swish and 

ReLU. To the best of our knowledge, Swish activation function had never 
been studied in food demand forecasting before. 

 

Author Topic Measurement 

Doganis et al. (2006) 

Time series sales forecasting for 
short shelf-life food products based 
on artificial neural networks and 
evolutionary computing 

MAPE 

Co and Boosarawongse 
(2007) 

Forecasting Thailand’s rice export: 
Statistical techniques vs. artificial 
neural networks 

MAE 
MAPE 
MSE 
RMSE 

Da Veiga et al. (2014) 
Demand forecasting in food retail: a 
comparison between the Holt-
Winters  and ARIMA models 

MAPE 

Arunraj and Ahrens 
(2015) 

A hybrid seasonal autoregressive 
integrated moving average and 
quantile regression for daily food 
sales forecasting 

MAPE 
RMSE 

Güzin Tirkeş (2017) 
Demand forecasting: a comparison 
between the Holt-Winters, trend 
analysis, and decomposition models 

MAPE 
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Chapter 3 Methodology 
The methodology used in this study is based on the objectives of the thesis. 

The first is to study the time series model that is suitable for the case study 
company and could reduce errors. The second is to improve the prediction accuracy 
of data using forecasting model. The third is to examine and compare the main 
performance of the forecasting model. 

The case study data is prepared for the analysis in this chapter, which  is used 
to predict and study the explanatory variables related to the food product demands 
that are thoroughly analyzed. Furthermore, this research studies input formation, 
hyperparameter, and forecasting horizons in machine learning model. The process of 
forecasting model performance comes out, and results are interpreted. 

 
3.1 Data preparation  
 The product demand of the case study company is monthly data from 
January 2013 to December 2020 (Figure 13-15). The data use for forecasting analysis 
is from product A, B, and C, which are divided into three parts. First, training sets are 
the demand data from January 2013 to December 2018 (60 months). Second, 
validation sets are the demand data from January 2019 to December 2019 (12 
months). The last one is test sets, which are from the demand data from January 
2020 to December 2020 (12 months). 
 

 
 
 
 
 

 

 
 

Figure  13: Time series data of product A 
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Figure  14: Time series data of product B 
 

 

 

 

 
 
 
 
 
 
 
 
 
 

Figure  15: Time series data of product C 
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3.2 Data analysis  
 There are three sets of data. The training set is analyzed by the 
decomposition analysis and separated into three components of the time series 
data: trend, seasonal, and irregular to analyze the data patterns. Furthermore, it is 
analyzed by a correlation of the data and time. This correlation is displayed in a 
graphical tool called correlogram, which is used to provide autocorrelation values 
with different time periods. Time is demonstrated in the horizontal axis, while the 
correlation coefficient is in the vertical axis. The difference in data patterns can be 
indicated by these figures present below (Hanke & Wichern, 2009). Once the patterns 
are identified, the data are applied to appropriate technique performance. Figure 16, 
17, and 18 are data patterns of all three products using decomposition analysis. 

Figure  16: Time series decomposition analysis of product A 
 

 
 
 
 
 
 
 
 

Figure  17: Time series decomposition analysis of product B 
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Figure  18: Time series decomposition analysis of product C 
 
Those figures show the increasing data patterns from January 2013 to 

December 2020, which can be inferred that all products are trend-pattern data. 
Furthermore, the 12-month time of all three products shows seasonal patterns. The 
seasonal pattern of product A shows that the product demand is increased at the 
beginning of the year and is decreased to the lowest level in June before increasing 
to the maximum level in December. Product B and C share similar seasonal patterns 
in which the demand of each month alternately increases and decreases. In 
September, the product demands are at the lowest level. On the other hand, the 
highest demand levels are in December. Figure 19, 20, and 21 are graphical data 
using autocorrelation analysis for all three products. 

 
 

 
 
 
 
 
 
 

Figure  19: Autocorrelation plot of product A 
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Figure  20: Autocorrelation plot of product B 

 

 

 

 
 
 
 
 
 
 

 
Figure  21: Autocorrelation plot of product C 

 
The figures show autocorrelation values compare to the time lag in the 

correlogram, which present all product trend data. According to the autocorrelation 
coefficients, the values are significantly different for the first several time lags and 
then decline as the number of time lags increases.  These findings can be concluded 
that data is non-stationary. Thus, parameters should be set differencing. 
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3.3 Explanatory variables 
This study uses explanatory variables mentioned in the literature review on 

demand forecasting. The details of each variable are represented as Gross Domestic 
Product (GDP), Consumer Price Index (CPI), Unemployment Rate (UR), Exchange rate 
(EX), Terms of Trade (TT), International reserve (IR), Population (POP), Set index (SET), 
and Dummy variables. 
 The study of explanatory variables is based on the relationship of variables 
and product demand data. They are selected from the literature review that is 
similar to this research. These explanatory variables categorize the data into two 
groups: continuous explanatory variables use to store the same data as the training 
set in January 2013 to December 2018 and categorical explanatory variables, which is 
the monthly data. 

3.3.1 Selection of continuous explanatory variables 
  This research focuses on the continuous explanatory variables related to 
product demand using an analysis of each factor’s correlation coefficient with the 
training set. Figure 22 shows the correlation matrix of all variables. Table 9 shows the 
correlation coefficient of each variable from the demand of product A, B, and C. 
 
 
 
 
 
 
 
 
 
 
 
 

 
Figure  22: Correlation coefficient matrix of all variables 
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Table  9: Correlation coefficient of each product 

3.3.2 Selection categorical explanatory variables 
  Categorical explanatory variables focus on the study of the demand data of 
the product monthly variables. Categorical explanatory variables are coded with 
variables or binary numbers. This type of variable is known as dummy variables. One 
of the seasonal dummy variables is set as number one to serve as equation 
reference or baseline to prevent redundancy. This selection use product demand 
data to create descriptive stat using boxplot analysis. Monthly variables are selected 
from a minimum demand of each product’s twelve-month data. Figure 23, 24, and 
25 show a summary of product demand using boxplot analysis. 
 
 
 
 
 
 
 
 
 
             

Figure  23: Product A’s monthly demand boxplot 

No. Variables Product A Product B Product C 

1 GDP 0.44 0.43 0.40 
2 CPI 0.45 0.52 0.51 

3 UR 0.38 0.39 0.37 

4 EX 0.31 0.22 0.21 
5 TT 0.32 0.27 0.26 

6 IR 0.45 0.56 0.54 

7 POP 0.73 0.73 0.70 
8 SET 0.42 0.47 0.46 
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Figure  24: Product B’s monthly demand boxplot 
 
 
 
 
 
 
 
 
 
 
 

Figure  25: Product C’s monthly demand boxplot 
 
Monthly variables of product A are February, March, April, May, June, July, 

August, September, October, November, and December. The monthly variables of 
product B and C are January, February, March, April, May, June, July, August, October, 
November, and December. 
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3.3.3 Stepwise regression 
 Data from the explanatory variables are used on the selection process with 
stepwise regression, a combination of the forward selection and the backward 
elimination (Smith, 2018). First, input the dependent variable that is most correlated 
with the independent variable using forward selection, examine the P-value  of the 
variable influence and eliminate it with the backward elimination (Ghani & Ahmad, 
2010). The next step is to enter the dependent variable, which is secondarily 
correlated with the independent variable using the forward selection, examine the P-
value of the parent variable influence, and eliminate it with the backward 
elimination. That repeatedly until the end of the process is when all remaining 
explanatory variable influences in the equations are statistically significant (Fritz & 
Berger, 2015). The Minitab is used in the research for stepwise regression. 

The table 10 demonstrates the explanatory variables chosen by stepwise 
regression performed with hypothesis testing at alpha 0.05. The explanatory variables 
select in product A, B, and C are dummy monthly variables and population variables. 

Monthly demand data has a high variance. This method selects a month that 
contains high or low demand that is important and explanatory for information. In 
product A, the selected months are February, March, April, June, July, October, and 
December. In product B, the months selected are April, September, and December. 
Moreover, the selected months are April, June, October, and December in product C 

In respect of the population variables, it is the number of populations in 
Thailand. The positive relationship is explained as the population growth increases 
that influence increasing food consumption, which product A, B, and C are part of 
the cooking process. Therefore, the product demands increase accordingly. This 
procedure can choose necessary and suitable explanatory variables for each demand 
to perform with a forecasting model. 
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Table  10: Explanatory variables chosen for each product 

 

3.4 Data preprocessing 
 Data preprocessing is an important step after data cleaning, which is preparing 
the dataset, such as selection feature or transformation data in order to be ready for 
using in the model. Demand product data need a preprocess by the processing 
training set, validate set, and test set before putting them into the machine learning 
forecasting model. The most used main preprocessing is the normalization and 
sliding window method. 

3.4.1 Normalization 
First, all of the data should be transformed into normalized data since the 

performance in the training model, and forecasting accuracy will be improved 
(Alameer et al., 2020). In this study, the range of normalization values is 0 – 1, which 
makes the dataset homogenous  (Lijuan & Guohua, 2016) : 

 

Explanatory variables Product A Product B Product C 

Month dummy variables 

February 
March 
April 
June 
July 

September 
December 

April 
October 

December 

April 
June 

October 
December 

Economic indicator Not chosen Not chosen Not chosen 

Population Chosen Chosen Chosen 

Set index Not chosen Not chosen Not chosen 
R2 79.85% 64.74% 65.09% 

R2(adj.) 77.29% 62.64% 62.45% 
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The normalization formular is defined as: 
 

 
xi(norm) = 

xi-xmin

xmax-xmin

 (19) 

 

xi(norm) = normalized data 

xmax = maximum data 

xmin = minimum data 

 
3.4.2 Sliding window method 
Sliding window method is a technique of data preprocessing using the actual 

value of the time series data. The history data that can predict the next step is 
called the sliding window method (Hota et al., 2017). It is called a lag method in 
statistics. The dataset in this study is processed using two types of forecasting 
methods: one-step ahead and multi-step ahead forecasting methods. 

• One-step ahead forecasting 
In time series data, one-step ahead is a technique used to preprocess the 

machine learning forecasting model. This technique makes forecasts relatively stable 
and indicates less error. The one-step ahead forecasting is one of the slide window 
methods. It is also known for using previous data to predict the future value on one 
time step, where the input is shifted one by one to continuously forecast the next 
step as shown in the  table 11. 

 
Table  11: Sliding window for one-step ahead forecasting (original data only) 
  X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 Y

Jan 1 Feb 1 Mar 1 Apr 1 May 1 Jun 1 Jul 1 Aug 1 Sep 1 Oct 1 Nov 1 Dec 1 Jan 2

Feb 1 Mar 1 Apr 1 May 1 Jun 1 Jul 1 Aug 1 Sep 1 Oct 1 Nov 1 Dec 1 Jan 2 Feb 2

Mar 1 Apr 1 May 1 Jun 1 Jul 1 Aug 1 Sep 1 Oct 1 Nov 1 Dec 1 Jan 2 Feb 2 Mar 2

Nov 6 Dec 6 Jan 7 Feb 7 Mar 7 Apr 7 May 7 Jun 7 Jul 7 Aug 7 Sep 7 Oct 7 Nov 7

Dec 6 Jan 7 Feb 7 Mar 7 Apr 7 May 7 Jun 7 Jul 7 Aug 7 Sep 7 Oct 7 Nov 7 Dec 7

...
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• One-step ahead forecasting with external variables 
In addition to forecasting, time series data is used one-step ahead. It is also 

needed to add related values, such as the external variables used in the data 
preprocessing, in the same format as the one-step ahead. These variables will be 
integrated. The external values must be the same time period as the output, which is 
shown in the table 12. 

 
Table  12: Sliding window for one-step ahead forecasting (original data with external 
variables)  
 
 
 
 
 
 

• Multi-step ahead forecasting  
Using the multi-step technique is similar to the one-step method, but the 

difference is that it uses the arrangement of past data to forecast more than one 
value in the future, such as 3, 6, 12 steps. If external variables are used in the 
forecasting model, the same process technique uses in one-step forecasting will be 
applied and integrates with the previous time series call Multivariate multi-step 
ahead forecasting. This method is quite complicated and tends to have high errors. 
On the contrary, the advantage of this technique is that it can predict value, which 
has more than one horizon period time, as shown in table 13. 

 
Table  13: Sliding window for multi-step ahead forecasting 
  

X1 X2 X3 X4 X5 X6 X7 X8 X9 X10 X11 X12 EX1 EX2 EX3 Y

Jan 1 Feb 1 Mar 1 Apr 1 May 1 Jun 1 Jul 1 Aug 1 Sep 1 Oct 1 Nov 1 Dec 1 EX1 (Jan) EX2 (Jan) EX3 (Jan) Jan 2

Feb 1 Mar 1 Apr 1 May 1 Jun 1 Jul 1 Aug 1 Sep 1 Oct 1 Nov 1 Dec 1 Jan 2 EX1 (Feb) EX2 (Feb) EX3 (Feb) Feb 2

Mar 1 Apr 1 May 1 Jun 1 Jul 1 Aug 1 Sep 1 Oct 1 Nov 1 Dec 1 Jan 2 Feb 2 EX1 (Mar) EX2 (Mar) EX3 (Mar) Mar 2

Nov 6 Dec 6 Jan 7 Feb 7 Mar 7 Apr 7 May 7 Jun 7 Jul 7 Aug 7 Sep 7 Oct 7 EX 1(Nov) EX2 (Nov) EX3 (Nov) Nov 7

Dec 6 Jan 7 Feb 7 Mar 7 Apr 7 May 7 Jun 7 Jul 7 Aug 7 Sep 7 Oct 7 Nov 7 EX1 (Dec) EX2 (Dec) EX3 (Dec) Dec 7

...

X1 X2 X3 X4 X9 X10 X11 X12 Y1 Y2 Y3 Y4 Y9 Y10 Y11 Y12

Jan 1 Feb 1 Mar 1 Apr 1 Sep 1 Oct 1 Nov 1 Dec 1 Jan 2 Feb 2 Mar 2 Apr 2 Sep 2 Oct 2 Nov 2 Dec 2

Feb 1 Mar 1 Apr 1 May 1 Oct 1 Nov 1 Dec 1 Jan 2 Feb 2 Mar 2 Apr 2 May 2 Oct 2 Nov 2 Dec 2 Jan 3

Jan 6 Feb 6 Mar 6 Apr 6 … Sep 6 Oct 6 Nov 6 Dec 6 Jan 7 Feb 7 Mar 7 Apr 7 … Sep 7 Oct 7 Nov 7 Dec 7

… …

......
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3.5 Forecasting 
3.5.1 Holt-Winters exponential smoothing method 
Holt-Winters exponential smoothing method is developed from the Holt 

exponential smoothing method. It is used with trend data. The developed part can 
be used to forecast seasonal patterns. There are three smoothing parameters in this 
study. The study uses R programming to optimize the values to create the model. 

The process of the Holt-Winters method starts with data analysis by the time 
series plot and decomposition analysis to determine whether it is a trend or seasonal 
data. The next step is to optimize the smoothing parameter, forecast the value, and 
take it to evaluate the model with a validate set using MAPE. Holt-Winters method 
workflow is shown in figure 26: 
 

 
 
 
 
 
 
 
 
 
 
 

Figure  26: Holt–Winters exponential smoothing method flow chart 
 
3.5.2 SARIMA 
SARIMA is a technique used in time series forecasting. The technique is based 

on ARIMA, in which seasonal variables are added. Initially, the ARIMA model had only 
p, q, and d parameters. Its consideration methods are similar to the ARIMA model. 
The only difference is seasonal length parameter integration, which is set as 12 in this 
study. 
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The forecasting process using SARIMA starts with the data analysis using a 
time series plot, decomposition analysis determines a trend or seasonal pattern, and 
autocorrelation to identify whether the data is stationary or non-stationary, which will 
be used to determine d and D. The next step is to optimize parameter p, q, P, and Q 
for the SARIMA model performance. Once the process is done, the model will get a 
residual check with a diagnostic. The forecasted value will be taken to evaluate with 
a validate set using MAPE. The study uses python programming to optimize the 
parameters to create the SARIMA model. SARIMA workflow is shown in figure 27:  

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  27: SARIMA flow chart 
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 3.5.3 SARIMAX  
 SARIMAX is a forecasting technique developed by adding explanatory 
variables to the SARIMA model. As a consequence, forecasting data can be explained 
by the causal method. These added explanatory variables result in the addition of 
an exogenous variable defined as a parameter X. 

The SARIMAX forecasting process is similar to the SARIMA, in which the 
additional explanatory variables are added to the fitting model process. The SARIMAX 
model uses python programming to optimize the parameter. SARIMAX workflow is 
shown in figure 28. 
  
  
 

 

 

 

 

 

  

 
 
 
 
 
 
 
 
 
 

Figure  28: SARIMAX flow chart 
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3.5.4 Artificial neural network  (ANN) 
Artificial neural network is a machine learning model, which is adapted in 

forecasting. This model works similarly to the human nervous system. In this study, 
the forecasting model will be constructed in a supervised learning form. To creating a 
model, the data is required for the algorithm to learn the pattern so that it can be 
used to predict future values. The python programming is used to optimize the 
hyperparameter and create ANN model. The variables that will affect the model are 
as follows (Table 14):   

• Number of input units 
The number of input units is the starting point for model construction. The 

number of input units depends on the input data used to create the model and the 
procedures in the data processing. 

• Number of hidden layers 
The number of hidden layers can contain multiple layers. Each layer has 

processing units called Neuron. This study explores to create two types of forecasting 
models: one hidden layer and two hidden layers. The data used in the analysis is not 
very much. So, this study chooses to use no more than two hidden layers. With 
more than two hidden layers, the model will turn into deep learning, which will lead 
to longer computational time. 

• Number of hidden units 
The number of neurons or units in the hidden layer will process the input 

into the output of each layer. In this study, the hidden units are varied between 50-
150 units 

• Number of epochs 
The number of epochs is the number of training in one dataset. The 

determination of the epoch affects the training of the model, where an excessive 
number of epochs can lead to overfitting. In the experiment, the number of epochs 
are varied at 25, 50, 100, 150, and 200. 
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• Number of batch sizes 
The batch size is the number of datasets use to update the model’s learning. 

The optimal number of batch sizes should not exceed 32  (Masters & Luschi, 2018). 
The batch size numbers in this experiment are varied at 2, 4, 8, 16, and 32. 

• Activation functions 
The activation function is a function that takes sum of all operations from 

every input and determines the output of each class. In this research, ReLU and 
Swish functions will be used in training models. For structure of ANN, the calculation 
of the Swish activation function can result in negative values. To prevent this 
problem, the output layer provided was ReLU, which will only compute positive 
values. These will be created into six types: Relu-Relu, Swish-Relu, Swish-Relu-Relu, 
Swish-Swish Relu, Relu-Swish-Relu, and Relu-Relu- Relu. 

 
Table  14: The hyperparameter for artificial neural network in all products 

 
The forecasting process using ANN starts with the basic data analysis, which is 

the same as the time series processing. The next step is data preprocessing, such as 
data normalization and sliding data. In the data normalization process, the value of 
input data is in the range of 0-1. The input data is taken into the machine learning 
model. The format of the input data is the product historical demand data. There are 
historical data, which is combined with step wised external variables, and historical 
data, which is combined with all external variables. The sliding window is used as a 

Name Hyperparameters Levels 

 Number of  Hidden layers 1-2 2 

 Number of  Hidden units 50-150 101 

 Number of epochs 25, 50, 100, 150, 200 5 

 Number of Batch sizes 2, 4, 8, 16, 32 5 

 Activation functions SR, RR, SRR, SSR, RSR, RRR 6 

Number of possible combinations 30,300 
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technique to handle forecast boundaries, which are divided into two types: short-
term (one-step ahead) and long-term (multi-step ahead). Building artificial neural 
network models will choose parameters in the following table 14. The ANN algorithm 
is trained and validated depending on the respective parameter ranges. The best 
parameters are selected, which gives the lowest MAPE, will be set with the data 
validation set. The prediction value will be taken to evaluate with the test set using 
MAPE. ANN workflow is shown in figure 29:  
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure  29: Artificial neural network flow chart 
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3.5.5 Combined forecasting model 
The combined forecasting model is to calculate the forecast value from each 

method to find the combined value. This model will adjust the weight of the 
method, which is calculated together. 

• Simple Weight Average 
A simple weight average is a calculation of the prediction value from the 

forecasting method that will be combined into the form of averaging forecast data. 
The simple weight average combined with the forecasting process starts with single 
forecasting, such as Holt-Winters, Box-Jenkins, and artificial neural network. The next 
step is bringing the prediction values of each model to calculate using the simple 
weigh average. Combined forecasting workflow is shown in figure 30. 
 
 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 
Figure  30: Combined forecasting flow chart 
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3.5.6 Hybrid forecasting model 
The hybrid forecasting model is a technique improved to increase forecasting 

accuracy by developing from traditional models that perform hybridized linear and 
non-linear models. The traditional forecasting model is classified as a linear model, 
while the machine learning model is classified as a non-linear model. The study uses 
python programming to optimize the hyperparameters and create the hybrid 
forecasting model. This research studies two types of hybrid forecasting models as 
follows. 

 

• SARIMA-ANN 
This hybrid model defines SARIMA as a linear model and ANN as a non-linear 

model with the following steps. 
1. Analyzing time series data with the SARIMA model to forecast the data in 

the linear function (Lt) 
2. Calculating the residual values of the SARIMA model, where this data will 

be used for the non-linear function 
3. In order to forecast the non-linear form in the ANN forecasting process, it 

is required two methods: 
a. Using residual values from the SARIMA model as input data for the 

ANN forecasting (Nt). 
b. Using residual values from the SARIMA model and adding external 

variables as input data for the ANN forecasting (Nt). 
4. Combining the SARIMA forecast values with the ANN forecast values by 

following this equation: Yt= Lt+ Nt 
5. The prediction value of the hybrid model will be taken to evaluate with 

the test set using MAPE. SARIMA-ANN workflow is shown in figure 31: 
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• Proposed model ( HW combine SARIMA hybrid ANN ) 
This  hybrid model defines averaging of Holt-Winters and SARIMA as linear 

model and ANN as a non-linear model with the following steps 
1. Analyze time series data with Holt-Winter model to forecast data in a part 

of a linear function 
2. Analyze time series data with SARIMA model to forecast data in a part of 

a linear function 
3. Combine forecast values from Holt-Winters and SARIMA using a simple 

averaging technique call HW+SARIMA, which is linear function (Lt) 

4. Calculate the residual values of the HW+SARIMA model, where this data 
will be used to forecast the non-linear function 

5. In the ANN forecasting process, in order to forecast the non-linear form, it 
is divided into two methods: 

a. Use the residual values from the HW+SARIMA model as input data 
forecasting us ANN (Nt) 

b. Use the residual values from the HW+SARIMA model and add 
external variables as input data forecasting us ANN (Nt) 

6. Combine the HW+SARIMA forecast values with the ANN forecast values 
following this equation: Yt= Lt+ Nt 

7. The prediction value’s hybrid model will be taken to evaluate with a test 

set using MAPE. HW+SARIMA-ANN workflow is shown in figure 32: 
To the best of our knowledge, this study is the first to propose this model 

since the previous studies considered SARIMA-ANN model other methods which is 
different from this model. 
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Figure  31: SARIMA-ANN flow chart 
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Figure  32: Proposed model flow chart 
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Chapter 4 Results and Discussion 
4.1 Results 
 This chapter presents the forecasting results using the time series models, 
machine learning models, combined forecasting models and hybrid forecasting 
model. Evaluation of these prediction models is based on the evaluation of the error 
and actual demand data. The validation sets of January 2019 to December 2019 (12 
months) and the testing set of January 2020 to December 2020 (12 months) present 
by the MAPE evaluation are used in showing results.  

4.1.1 Sale force composite forecasting (existing model used by the case study 
company) 
Sale force composite forecasting is a method that requires forecasts from 

each department. For example, the sales leaders of each sector will estimate the 
sales volume.  All data are then put together to become the company’s total sales 
forecast. It is a technique used in the case study company at present. Figure 33, 34, 
and 35 demonstrate prediction values from the current forecasting method of 
product A, B, and C compared with the actual demand data of each product. 
 

 

 

 

 

 

 

 

Figure  33: Sale force composite forecasting compared with actual values of     
product A 
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Figure  34: Sale force composite forecasting compared with actual values of     
product B 

 

 

 
 
 
 
 
 
 
 
 
 
 

Figure  35: Sale force composite forecasting compared with actual values of    
product C 
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The accuracy of forecasting evaluates using the validation set, which indicates 
each product using MAPE in table 15. The evaluated result of the current method 
shows the MAPE of product A, B, and C, which are 13.95%, 21.75%, and 21.20%, 
respectively. 
 
Table  15: Measurement error of sale force composite forecasting 

 
4.1.2 Holt-Winters exponential smoothing method  

 Holt-Winters exponential smoothing method can predict data values that 
include trend and seasonal patterns. The key factor of this method is parameters 
optimized by R programming. Optimal smoothing parameters (alpha, beta, and 
gamma) minimize forecast errors shown in the table 16. Figure 36, 37, and 38 
demonstrate predicted values using the Holt-Winters exponential smoothing method 
for product A, B, and C compared with the actual demand data of each product. 
 
Table  16: Smoothing parameters of each product 

 

 

 

 

 

 

Measurement Product A Product B Product C 

MAPE 13.95% 21.75% 21.20% 

Product Alpha Beta Gamma 

A 0.090 0.0061 0.32 
B 0.0043 0.45 0.37 

C 0.0058 0.38 0.38 
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Figure  36: Holt-Winters forecasts compared with actual values of product A 

 
 
 
 
 

 
 
 
 
 
 
 
 
 

Figure  37: Holt-Winters forecasts compared with actual values of product B 
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Figure  38: Holt-Winters forecasts compared with actual values of product C 
 

  The accuracy of forecasting evaluates using the validation set, which indicates 
each product using MAPE in table 17. The evaluated result of the Holt-Winters 
exponential smoothing method shows the MAPE of product A, B, and C, which are 
10.75%, 9.03%, and 8.52%, respectively. 
 
Table  17: Measurement errors of Holt-Winters Method 

 

 

 
  
 

  

Measurement Product A Product B Product C 
MAPE 10.75% 9.03% 8.52% 
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4.1.3 SARIMA and SARIMAX 
 This section shows the result of the predict value using SARIMA and SARIMAX 
methods. SARIMA is a time series method that is described using only historical data 
in an autocorrelation term, while SARIMAX uses both autocorrelation and 
explanatory variables. The results of estimating ARIMA order are set according to the 
minimum AIC. The parameters of SARIMA and SARIMAX are shown in table 18. Figure 
39, 40, and 41 demonstrate predicted values of product A, B, and C compared with 
the actual demand data of each product using SARIMA and SARIMAX methods. 
 

Table  18: SARIMA and SARIMAX parameters of each product 

 

 

 

 

 

 

 
 
 
 
 
 

Figure  39: SARIMA and SARIMAX forecasts compared with actual values of product A 

Product SARIMA SARIMAX 

A (3,2,2) x (1,0,0,12) (2,2,1) x (1,1,1,12) 

B (2,2,3) x (0,1,1,12) (0,0,1) x (0,1,1,12) 
C (3,1,0) x (2,1,0,12) (0,0,1) x (0,1,1,12) 
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Figure  40: SARIMA and SARIMAX forecasts compared with actual values of product B 

 
 

 
 
 
 
 
 
 
 
 
 
 
Figure  41: SARIMA and SARIMAX forecasts compared with actual values of product C 
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The accuracy of forecasting evaluates using validation set, which indicates 
each product using MAPE in table 19. 
 
Table  19: Measurement error of SARIMA and SARIMAX 

 
The evaluated result of SARIMA shows the MAPE of product A, B, and C, 

which are 7.64%, 8.94%, and 8.05%, respectively. The evaluated result of SARIMAX 
shows the MAPE of product A, B, and C, which are 7.06%, 9.25%, and 9.12%, 
respectively. 

The results indicated that SARIMAX shows the lowest MAPE on the product A 
which is 7.06%. On the other hand, the SARIMA shows the lowest MAPE values, 
which are 8.94% and 8.05% on product B and C, respectively. The explanatory 
variables in SARIMAX may not properly fit the demand data of product B and C 
leading to a higher error percentage compared to SARIMA.   

 
4.1.4 Artificial neural network 
In this study, ANN forecasting is explored in three conditions. First, there are 

three forms of input data: original data, original data with stepwise external variables, 

and original data with all external variables. Second, there are two types of 

forecasting scope: one-step ahead and multi-step ahead, which are short-term and 

long-term forecast. Finally, hyperparameters are varied consisting of the number of 

hidden layers, number of hidden units, batch size, epochs, and activation functions. 

All of these conditions are applied with the python programming to minimize 

predictive errors, which will be displayed in table 20 and 21 as follows: 

  

Measurement Method Product A Product B Product C 

MAPE 
SARIMA 7.64% 8.94% 8.05% 

SARIMAX 7.06% 9.25% 9.12% 
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Table  20: ANN’s one-step hyperparameters and MAPE of each product (Short-term 
forecasting) 

Parameter Product A Product B Product C 

Input data format Original OG+all external OG+all external 

Model Model 6 Model 16 Model 14 

Hidden layers 2 2 1 

Hidden Units 135 55 113 

Epochs 25 100 100 

Batch size 2 16 4 

Activation function RRR SSR SR 

MAPE 4.37% 5.43% 4.11% 
 

 

Table  21: ANN’s multi-step hyperparameters and MAPE of each product (12 months 
in advance forecasting) 

Parameter Product A Product B Product C 

Input data format Original OG+all external 
OG+stepwise 

external 

Model Model 5 Model 16 Model 7 

Hidden layers 2 2 1 

Hidden Units 142 52 130 

Epochs 150 50 100 

Batch size 4 8 16 

Activation function RSR SSR RR 

MAPE 5.65% 4.27% 3.40% 
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The evaluated result of the one-step ahead artificial neural network shows 
the lowest MAPE of product A which is 4.37% from the ANN original data model 1. 
The ANN original data with all external variables shows the MAPE of product B from 
model 16 as 5.43% and product C from model 14 as 4.11%.  

The multi-step ahead artificial neural network shows the lowest MAPE of 
product A from ANN original data model 5 as 5 .6 5 %. ANN original data with all 
external variables shows the MAPE of product B from model 16 as 4.27% and the 
MAPE of product C from ANN original data with stepwise external variables from 
model 7 as 3.40%. Figure 42, 43, and 44 demonstrate predicted values of product A, 
B, and C compared with the actual demand data of each product for artificial neural 
network (one-step and multi-step forecasting). 

 The forecasting results using artificial neural network from all conditions are 
quite variant. Hyperparameters such as ReLU and Swish activation functions, which 
help implement accurate models in all products, are studied. The input data of 
product A shows that using only the demand data can predict more accurate results 
compare to when external variables are added. On the contrary, the result of 
product B and C provide more accurate results with external variables. This situation 
may be resulted from the selection process. External variables selected may not 
correlate with the demand data and may not be suitable for the input data in the 
ANN. Thus, the result indicates more forecasting error when a lot of input data is 
added. It is arguable that one-step ahead is more effective than multi-step because it 
produces less predictive error values in product A. However, in product B and C, the 
multi-step forecasting model shows the higher performance of forecast results, which 
may be due to the pattern of the data used. The data is mostly from the repeated 
pattern used every year. This led to the outperformance of multi-step sliding window 
in both products. 
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Figure  42: ANN-OS and ANN-MS forecasts compared with actual values of product A 
 

 
 
 
 
 
 
 
 
 
 
 
 
Figure  43: ANN-OS and ANN-MS forecasts compared with actual values of product B 
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Figure  44: ANN-OS and ANN-MS forecasts compared with actual values of product C 
  
4.1.5 Combined forecasting model  
The combined forecasting method is a technique to increase efficiency in 

forecasting, which uses a combination of a single forecasting model to be calculated 
and the weight of each method in the experiment (Winkler & Makridakis, 1983). In 
this study, the simple average method is used. The calculations are also separated 
according to the scope of forecast: one-step and multi-step. According to the 
combination techniques, the model selection is made by choosing the best 
forecasting model from each group. They can be classified as follows: Exponential 
smoothing method, Box-Jenkins method, and Machine learning model. The MAPE of 
forecasting result from validation set, from each product are shown in table 2 2 . 
Figure 45 , 46 , and 47 demonstrate predicted values of product A, B, and C 
compared with the actual demand data of each product using combined forecasting 
model for one-step and multi-step forecasting. 

 
Table  22: Measurement error of combined forecasting models 

Measurement Forecast period Product A Product B Product C 

MAPE 
Short-term 6.80 % 7.55 % 6.80 % 
Long-term 6.77 % 6.59 % 5.69 % 
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Figure  45: Combined-OS and Combined-MS forecasts compared with actual  values 
of product A 

 

Figure  46: Combined-OS and Combined-MS forecasts compared with actual values 
of product B 
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Figure  47: Combined-OS and Combined-MS forecasts compared with actual values 
of product C 

 

The evaluated result of one-step ahead combined forecasting shows that the 
MAPE of product A, B, and C are 6.80%, 7.55%, and 6.80%, respectively. The multi-
step ahead combined forecasting shows the MAPE of product A, B, and C at 6.80%, 
6.59%, and 5.69%, respectively. 

The results of combined forecasting indicate that the multi-step ahead 
forecast is more accurate since it shows lower MAPE. When it is combined with the 
forecast values, it can reduce error. 

 
4.1.5 Hybrid forecasting model  
Hybrid forecasting is another technique developed to increase forecasting 

efficiency using hybridization of a linear model and a non-linear model. This research 
studies two hybrid forecasting models, which are SARIMA-ANN and the proposed 
model (HW+SW-ANN). It is also added three experimental conditions used in the 
non-linear forecasting section: input data, hyperparameter, and scope of forecasting.
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• SARIMA-ANN 
SARIMA is a linear model and ANN is a non-linear model in this hybridization. 

Experimental results from variant conditions are shown in table 23 and 24. 
 

Table  23: SARIMA-ANN’s one-step hyperparameters and MAPE of each product 
(Short-term forecasting) 

Parameter Product A Product B Product C 
Input data OG OGEX OG OGEX OG OGEX 

Model 1 7 1 12 1 7 
Hidden layers 1 1 1 2 2 2 
Hidden Units 137 112 85 148 129 54 

Epochs 25 50 100 25 25 25 
Batch size 4 32 8 32 32 32 
Activation 
function 

RR RR RR RRR RRR RSR 

MAPE 4.51% 5.58% 8.09% 6.85% 5.66% 6.02% 
 

Table  24: SARIMA-ANN’s multi-step hyperparameters and MAPE of each product (12 
months in advance forecasting) 

Parameter Product A Product B Product C 
Input data OG OGEX OG OGEX OG OGEX 

Model 5 10 1 10 3 11 
Hidden layers 2 2 2 2 2 2 
Hidden Units 112 107 132 149 84 82 

Epochs 150 25 150 100 200 25 
Batch size 32 2 32 2 4 16 
Activation 
function 

RSR SSR RRR SSR SRR RSR 

MAPE 7.07% 8.67% 9.02% 13.87% 4.17% 7.35% 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 77 

The result of one-step SARIMA-ANN hybrid model using only original input 
indicates the MAPE of product A, B, and C at 4.51%, 8.09% and 5.66%, respectively. 
When this model is added with all external variables, the MAPE of product A, B, and 
C are at 5.58%, 6.85%, and 6.68%, respectively. 

 The results of the multi-step SARIMA-ANN using only original input show the 
MAPE of product A, B, and C at 7.07%, 8.60%, and 4.17%, respectively. Furthermore, 
the results of the original model with all external variable show the MAPE of product 
A, B, and C at 8.67%, 13.87% and 7.35%, respectively. Figure 48, 49, and 50 
demonstrate predicted values of product A, B, and C compared with the actual 
demand data of each product using SARIMA-ANN (one-step and multi-step 
forecasting). 

Forecasting product demanding using multi-step ahead SARIMA-ANN indicates 
low accuracy and a slight fluctuation since this technique is relatively less stable 
when using it for a wide period of time. In addition, the forecast data does not have 
a clearly defined pattern. The forecasting in the ANN part uses residual,  which is in 
the random pattern, as the input. It is different from one-step ahead forecasting, 
which gradually shifts the input values one-step at a time. Even if the input data is a 
residual value, it demonstrates good predictable results. 

Figure  48: SARIMA-ANN-OS and SARIMA-ANN-MS forecasts compared with actual 
values of product A 
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Figure  49: SARIMA-ANN-OS and SARIMA-ANN-MS forecasts compared with actual 
values of product B 

 

 

 

Figure  50: SARIMA-ANN-OS and SARIMA-ANN-MS forecasts compared with actual 
values of product C 
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• Proposed model (HW+SARIMA – ANN) 
The proposed model is developed from a conventional hybrid forecasting 

model. An additional part of the developed hybrid forecasting model is the simple 
averaging of the time series model. In this study, Holt-Winters is selected to combine 
with SARIMA. The pre-hybrid value of each product is acquired before the process. It 
is classified as a part of linear model evaluated. When the result of the combination 
is completed, it determined the residual obtained from the pre-forecasting values, 
which are the input data in the ANN model. The same process is applied to all 
products. The forecasting results are shown in table 25 and 26. 
 

Table  25: Proposed model’s one-step hyperparameters and MAPE of each product 
(Short-term forecasting)  

Parameter Product A Product B Product C 

Input data  OG OGEX OG OGEX OG OGEX 

Model 1 7 3 12 2 10 

Hidden layers 1 1 2 2 1 2 

Hidden Units 66 79 147 69 52 55 

Epochs 50 50 25 25 50 25 

Batch size 16 32 4 32 32 32 

Activation 
function 

RR SR SRR RRR SR SSR 

MAPE 4.52% 4.96% 6.84% 5.96% 4.46% 5.67% 
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Table  26: Proposed model’s multi-step hyperparameters and MAPE of each product 
(12 months in advance forecasting)  

Parameter Product A Product B Product C 

Input data 
format 

OG OGEX OG OGEX OG OGEX 

Model 5 7  1 7  4 15 

Hidden layers 2 1 1 1 2 2 

Hidden Units 112 77 113 50 143 77 

Epochs 100 50 100 25 25 100 

Batch size 32 16 2 32 16 32 

Activation 
function 

RSR SR RR SR RSR SRR 

MAPE 5.70% 5.28% 7.91% 11.80% 6.58% 9.62% 

 
The evaluated result of one-step ahead proposed model in original input  

shows the MAPE of product A, B, and C, which are 4.52%, 6.84%, and 4.46%, 
respectively. The original form with all external variable input shows the MAPE of 
product A, B, and C, which are 4.96%, 5.96%, and 5.67%, respectively.  
 The results of multi-step ahead proposed model using only original input  
shows the MAPE of product A, B, and C, which is 5.70%, 7.91%, and 6.58%, 
respectively. The original form with all external variable input shows the MAPE of 
product A, B, and C, which are 5.28%, 11.88%, and 9.62%, respectively. 

Figure 51, 52, and 5 3 demonstrate predicted values of product A, B, and C 
compared with the actual demand data of each product using the proposed model 
(one-step and multi-step forecasting). 
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The result of the proposed model indicates that there is a slight limitation in 
the forecasting effect since the use of hybrid techniques only enhances the accuracy 
of the linear model, i.e. time series model. It can be seen in the experiment results 
that form pre-hybrid values of product A, B, and C from the combination, may be 
factor affecting to this forecasting method. Therefore, the forecast value of the one-
step proposed method can be low in MAPE when applying with the Hybrid. On the 
other hand, the multi-step proposed method does not bring about high-precision 
results. It is the long-term result of the forecasting when the input data is random 
pattern residuals, which are slightly difficult to achieve accurate results. 
 

Figure  51: Proposed model-OS and Proposed model-MS forecasts compared with 
actual values of product A 
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Figure  52: Proposed model-OS and Proposed model-MS forecasts compared with 
actual values of product B 

 

Figure  53: Proposed model-OS and Proposed model-MS forecasts compared with 
actual values of product C 
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4.2 Best Forecasting model selection 
All accuracy result from all models are collected in this section including 

measuring the data validate using mean absolute percentage error as shown in table 
27, 28, and 29. 

 
Table  27: Measurement error of best forecasting model for product A 

Group of forecasting model Model Result 

Company Current method 13.95% 

Time series  model SARIMAX 7.06% 

Machine learning model 
ANN (OG-RRR-OS) 4.37% 

ANN (OG-RSR-MS) 5.65% 

Combined model 
Simple average (OS) 6.80% 

Simple average  (MS) 6.77% 

Hybrid model 
SARIMA-ANN (OG-RR-OS) 4.51% 

HW+SARIMA-ANN (OGEX-SR-MS) 5.28% 

 
Table  28: Measurement error of best forecasting model for product B 

Group of forecasting model Model Result 

Company Current method 21.75% 

Time series  model SARIMA 8.94% 

Machine learning model 
ANN (OGEX-SSR-OS) 5.43% 

ANN  (OGEX-SSR-MS) 4.27% 

Combined model 
Simple average (OS) 7.55% 

Simple average  (MS) 6.59% 

Hybrid model 
HW+SARIMA-ANN (OG-RSR-OS) 5.96% 

HW+SARIMA-ANN (OG-RR-MS) 7.91% 
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Table  29: Measurement error of best forecasting model for product C 

Group of forecasting model Model Result 

Company Current method 21.20% 

Time series  model SARIMA 8.94% 

Machine learning model 
ANN  (OGEX-SR-OS) 4.11% 

ANN  (OGEX-RR-MS) 3.40% 

Combined model 
Simple average (OS) 6.80% 

Simple average  (MS) 5.69% 

Hybrid model 
HW+SARIMA-ANN (OG-SR-OS) 4.46% 

SARIMA-ANN (OG-SRR-MS) 4.17% 

Note: OS = one-step, MS= multi-step, OG = original data and OGEX=original data with 
all external variables. 

 
Table 27, 28, and 29 demonstrate all mean absolute percentage error of the 

studied forecasting models. The model accuracy comparison of all products shows 
that the artificial neural network using one-step technique in the original format give 
the most accurate result in product A, at 4.37% MAPE. For product B and C, the 
artificial neural network using one-step technique with all external variables shows 
MAPE at 5.43% and 4.11%, respectively. For multi-step, the proposed model is the 
most accurate model for product A at MAPE of 5.28%. The artificial neural network 
using multi-step technique in the original format with external variables also shows 
the most accurate results for product B and C at 4.27% and 3.40% MAPE, 
respectively.  

Most results from the analysis using machine learning techniques are related 
to data such as data pattern and data relation. The results show that machine 
learning model is the most suitable forecasting model for the three products in 
general. The data pattern of all products has both trend and seasonality. When 
considering the demand of each year, it is found that the characteristics of data B 
and C were similar since these two products are sold together according to the 
company's marketing plan. These two data also have similar behaviors every year. 
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When ANN is applied to both products. it is capable of learning through the previous 
data. The result shows better accuracy of product B and C compared to product A, 
which was different pattern from the others. 

It is noticeable, that the hybrid forecasting model only provides the best 
results for product A, which is arguably resulted from the residual data forecasting. 
This data pattern was random. The data with less randomity or fluctuation results in 
satisfying  results for hybrid model. However, the residual data in product B and C 
was extremely random leading to inaccurate results of the ANN part in the hybrid 
forecasting model.  

It can be seen that ANN forecasts are most accurate for overall products 
since this forecasting method directly utilizes the actual demand data. The inputs are 
added into the algorithm to make calculations based on actual demand, while the 
outputs are based on the algorithm. It is different from other models that require 
data to be calculated in other parts, which occurs in some cases as a limitation 
leading to less accurate results. However, the accuracy of each model is not 
significantly different.  
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4.3 Testing result from test data set 
The most promising forecasting models are performed to predict product 

demands in 2020. Data testing uses test set, which is extracted from the data 
preparation. The result of evaluated accuracy is measured by the mean absolute 
percentage error. The results are compared with the company method. Both data 
validation and data testing results are shown in the table 30.  Figure 54, 55 and 56 
demonstrate predicted values of product A, B, and C compared with the actual 
demand data of each product with current method, short term and long term 
forecasting model in 2020. 

 
 

 
 
 
 
 

 
 
 

Table  30: The data testing result in all products  

Product Forecasting  Model validate set test set 

A 

Current method 13.95% 48.92% 
ANN (OG-RRR-OS) 4.37% 22.55% 

HW-SARIMA-ANN 
(OGEX-SR-MS) 

5.28% 23.53% 

B 

Current method 21.75% 21.45% 

ANN (OGEX-SSR-OS) 5.43% 16.00% 
ANN  (OGEX-SSR-MS) 4.27% 15.43% 

C 
Current method 21.20% 20.18% 

ANN  (OGEX-SR-OS) 4.11% 19.21% 

 ANN  (OGEX-RR-MS) 3.40% 14.07% 
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Figure  54: Comparison actual demand of product A with forecasting model in 2020 
 

 
 

 

 

 

 

 

 

 

 

 

 

 

Figure  55: Comparison actual demand of product B with forecasting model in 2020  
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Figure  56: Comparison actual demand of product C with forecasting model in 2020 

 
One-step ahead forecasting by the artificial neural network shows the most 

accurate result for product A with the MAPE at 22.55%. For product B and C, multi-
step artificial neural network indicates the MAPE at 15.44% and 14.07%, respectively. 
When compared with the method currently used by the company, the development 
of forecasting models in the research yields better accuracy in all products. When 
compared the results of data testing to the data validation, the analysis shows that 
the MAPE is higher for every product due to the 2020 Covid-19 crisis occurring all 
over the world, including Thailand. This crisis is responsible for the change in 
behavior or data pattern. It is recommend that when there are other factors that 
only happen in the testsing data set. Addtitional adjustment from uses are required 
since those factors were never been seen in the training and validating data. 
However, the studied models can still provide much more accurate results 
compared to the current method of the case studied company. 
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Chapter 5 Conclusion and Recommendation 
This research proposed forecasting models to predict the product demand for 

the case study company. The models were divided into four model groups: time 
series model, machine learning model, combined forecasting model, and hybrid 
forecasting model. The result from the models were compared among each other 
and also with the current company’s method. 

 
5.1 Conclusion 

The food industry system is divided into several parts while all parts are 
nearly connected as called a supply chain. Most task planning in the factory is driven 
by the product demand, which depends on customer requirements. If the demand 
can be responded effectively, it will lead to a smooth operation in the next step. 
Response to demands on time requires experience and understanding of data. 
Another choice is to use forecasting principles to predict demands, which will 
happen in the future. If the forecast is accurate, it will affect the entire supply chain 
system to work more efficiently. 

The forecastings of the three products: A, B, and C, were studied and 
compared. The data from 2013 to 2020 were used in this study. The first group of 
forecasting techniques was the time series model, which indicated that the SARIMAX 
model with external variables provided the most accurate forecast for product A. 
External variables were analyzed, screened, and selected using a stepwise technique. 
The selected variables were the month of year and population since they could be 
used with all products in the SARIMA. On the other hand, the time series model that 
gave the most accurate forecast for product B and C was SARIMA. 

For machine learning model, this research selected an artificial neural 
network, which the three conditions were put into the model. Three types of input 
data were original, original with stepwise external variables, and original with all 
external variables. Original in this context means its own previous demand in the 
past. The second condition was hyperparameter. The last one was the scope of 
forecast, which was subdivided into one-step and multi-step. The study results 
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initially showed that the one-step forecasting technique had higher accuracy for 
product A compared to multi-step. Conversely, for product B and C, multi-step 
forecasting provided better results. Furthermore, the hyperparameter, which was the 
main factor of the ANN was the activation function. Using ReLU and Swish, they 
provided low errors forecasting. The addition of Swish activation can increase 
accuracy in certain product or forecasting models. The results of all experimental 
conditions studied for ANN, which were single forecasting, combined forecasting, and 
hybrid forecasting model, showed that the most accurate model for short-term 
planning for product A was ANN (original data) at 4.37% MAPE. For short-term 
forecast, ANN (original data with all external variables) is most accurate for product B 
at 5.43% MAPE, ANN (original data with all external variables) is best for product C at 
4.11% MAPE. For long-term forecast (12 months in advance), the most accurate 
model for product A is HW-SARIMA-ANN (original data with all external variables) at 
5.28% MAPE. For product B and C are ANN (original data with all external variables) at 
MAPE of 4.27% and 3.40%, respectively.When comparing the data to the company 
method, it could be concluded that the artificial neural network model was an 
overall most accurate forecasting model. Even though the proposed hybrid model 
(HW-SARIMA-ANN) is most accurate for multi-step forecast for product A, it is not very 
different compared to ANN model. Unlike previous studies, this thesis considered 
both short-term and long-term forecasting for the same data setting.  
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5.2 Recommendations for future work 
There were knowledge gap to develop in order to improve forecasting 

models. There were many research trying to study for deeper knowledge in this field. 
This research could be useful to those who are interested to learn more about this 
field of study. Possible extension are as follows. 

 
1. Adding experiments on the hidden units by changing each the difference of 

the layers. 
2. Adding other activation functions in the machine learning model. 
3. Adding a combined model format using other techniques. 
4. Trasformating input data to different values other than 0-1. 
5. Finding both internal and external variables that may related to the data. 
6. Creating pre-hybrid forecast values by another method before building the 

hybrid forecasting model. 
7. Studying the combined forecasting using optimized weight techniques. 
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5.3 Recommendations for case study 
Due to the COVID-19 crisis, A reason is that the error significantly increased in 

the data testing part. the changes in people’s behavior and government policies 
amending the Covid-19 crisis also affected the data pattern making it different from 
what it could have been.  
         Owing to the large variations in data testing results, it was quite difficult to 
draw a conclusion. Therefore, it was suggested to select forecasting model from the 
results evaluated from the data validation set. The result of all forecasts in this study 
indicated in the same conclusion for all product demand data that the machine 
learning model demonstrated the most accurate result. It was mentioned that the 
results of this study would be applied to different departments of the companies, 
whether marketing planning or production planning, while these operations often 
require forecasting values in the time scope, which is farther than one-step or one 
month ahead can provide. Thus, this study suggested that the multi-step ahead 
artificial neural network accurate forecasting. Although it showed more error 
compared to one-step ahead forecasting, the advantage of this method was that it 
could forecast values for several months in advance. The artificial neural network 
was the most accurate forecasting model among others. 
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APPENDIX A 
List of abbreviation 

 
Abbreviations Terms 
ANN Artificial neural network 
CPI Consumer index price 
DC Distribution center 
EX Exchange rate 
GDP Gross domestic product 
HW Holt-Winters exponential smoothing 

method 
IR International reserve 
MAD Mean absolute deviation 
MS Multi-step 
MSE Mean squared error 
MAPE Mean absolute percentage error 
OG Original data 
OGEX Original data with all external variables 
OS One-step 
POP Population 
RMSE Root mean squared error 
RR Activation function ReLU-ReLU 
RRR Activation function ReLU-ReLU-ReLU 
RSR Activation function ReLU-Swish-ReLU 
SARIMA Seasonal Autoregressive Integrated 

Moving average 
SARIMAX Seasonal Autoregressive Integrated 

Moving average with exogenous 
SET The stock exchange of Thailand 
SR Activation function Swish-ReLU 
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Abbreviations Terms 
SRR Activation function Swish-ReLU-ReLU 
SSR Activation function Swish-Swish-ReLU 
TT Terms of trade 
UR Unemployment rate 
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APPENDIX B 
    Artificial neural network – one-step ahead forecasting (Product A) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 80 100 2 RR 5.19% 

Original 
Model 

2 
1 91 25 32 SR 7.07% 

Original 
Model 

3 
2 126 25 2 SRR 5.23% 

Original 
Model 

4 
2 135 25 32 SSR 5.90% 

Original 
Model 

5 
2 135 25 2 RSR 4.42% 

Original 
Model 

6 
2 135 25 2 RRR 4.37% 

OG+stepwise 
external 

Model 
7 

1 131 25 2 RR 6.40% 

OG+stepwise 
external 

Model 
8 

1 116 25 2 SR 6.82% 

OG+stepwise 
external 

Model 
9 

2 127 25 2 SRR 5.98% 

OG+stepwise 
external 

Model 
10 

2 73 25 16 SSR 6.65% 

OG+stepwise 
external 

Model 
11 

2 149 25 4 RSR 5.73% 

OG+stepwise 
external 

Model 
12 

2 124 25 4 RRR 6.10% 

OG+all 
external 

Model 
13 

1 73 100 2 RR 6.10% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

OG+all 
external 

Model 
14 

1 85 25 2 SR 6.99% 

OG+all 
external 

Model 
15 

2 141 150 32 SRR 6.38% 

OG+all 
external 

Model 
16 

2 61 25 2 SSR 6.76% 

OG+all 
external 

Model 
17 

2 73 25 2 RSR 6.01% 

OG+all 
external 

Model 
18 

2 93 100 2 RRR 6.65% 

 

    Artificial neural network – multi-step ahead forecasting (Product A) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 71 200 2 RR 6.74% 

Original 
Model 

2 
1 107 50 32 SR 9.61% 

Original 
Model 

3 
2 112 150 2 SRR 6.12% 

Original 
Model 

4 
2 112 25 16 SSR 8.19% 

Original 
Model 

5 
2 142 150 4 RSR 5.65% 

Original 
Model 

6 
2 101 100 2 RRR 7.07% 

OG+stepwise 
external 

Model 
7 

1 65 25 16 RR 8.36% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

OG+stepwise 
external 

Model 
8 

1 101 25 16 SR 7.75% 

OG+stepwise 
external 

Model 
9 

2 143 200 4 SRR 9.11% 

OG+stepwise 
external 

Model 
10 

2 58 25 32 SSR 9.56% 

OG+stepwise 
external 

Model 
11 

2 134 200 4 RSR 8.00% 

OG+stepwise 
external 

Model 
12 

2 74 200 2 RRR 8.31% 

OG+all 
external 

Model 
13 

1 105 100 4 RR 8.05% 

OG+all 
external 

Model 
14 

1 93 100 4 SR 7.49% 

OG+all 
external 

Model 
15 

2 73 200 16 SRR 8.80% 

OG+all 
external 

Model 
16 

2 112 200 16 SSR 7.88% 

OG+all 
external 

Model 
17 

2 91 200 4 RSR 8.09% 

OG+all 
external 

Model 
18 

2 96 50 4 RRR 7.88% 
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    Artificial neural network – one-step ahead forecasting (Product B) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 68 50 2 RR 7.76% 

Original 
Model 

2 
1 50 25 8 SR 8.34% 

Original 
Model 

3 
2 94 100 32 SRR 8.25% 

Original 
Model 

4 
2 50 25 16 SSR 8.55% 

Original 
Model 

5 
2 93 50 4 RSR 7.80% 

Original 
Model 

6 
2 59 25 4 RRR 8.43% 

OG+stepwise 
external 

Model 
7 

1 53 100 32 RR 6.99% 

OG+stepwise 
external 

Model 
8 

1 64 50 16 SR 7.57% 

OG+stepwise 
external 

Model 
9 

2 110 25 32 SRR 7.79% 

OG+stepwise 
external 

Model 
10 

2 67 25 16 SSR 7.87% 

OG+stepwise 
external 

Model 
11 

2 75 25 16 RSR 7.38% 

OG+stepwise 
external 

Model 
12 

2 69 50 4 RRR 7.57% 

OG+all 
external 

Model 
13 

1 111 50 32 RR 5.78% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

OG+all 
external 

Model 
14 

1 139 100 4 SR 5.99% 

OG+all 
external 

Model 
15 

2 105 25 16 SRR 5.47% 

OG+all 
external 

Model 
16 

2 55 100 16 SSR 5.43% 

OG+all 
external 

Model 
17 

2 128 25 32 RSR 5.60% 

OG+all 
external 

Model 
18 

2 119 25 16 RRR 5.77% 

Original 
Model 

1 
1 68 50 2 RR 7.76% 

 

    Artificial neural network –multi-step ahead forecasting (Product B) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 113 25 2 RR 7.88% 

Original 
Model 

2 
1 110 25 2 SR 8.25% 

Original 
Model 

3 
2 112 25 32 SRR 7.25% 

Original 
Model 

4 
2 134 200 8 SSR 7.80% 

Original 
Model 

5 
2 149 50 8 RSR 8.40% 

Original 
Model 

6 
2 147 25 32 RRR 7.37% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

OG+stepwise 
external 

Model 
7 

1 146 100 8 RR 5.42% 

OG+stepwise 
external 

Model 
8 

1 137 25 4 SR 5.82% 

OG+stepwise 
external 

Model 
9 

2 85 25 16 SRR 5.19% 

OG+stepwise 
external 

Model 
10 

2 84 25 4 SSR 5.74% 

OG+stepwise 
external 

Model 
11 

2 53 50 4 RSR 5.41% 

OG+stepwise 
external 

Model 
12 

2 147 25 8 RRR 5.86% 

OG+all 
external 

Model 
13 

1 150 100 2 RR 5.42% 

OG+all 
external 

Model 
14 

1 95 25 2 SR 5.94% 

OG+all 
external 

Model 
15 

2 98 25 4 SRR 6.94% 

OG+all 
external 

Model 
16 

2 52 50 8 SSR 4.27% 

OG+all 
external 

Model 
17 

2 52 25 2 RSR 6.91% 

OG+all 
external 

Model 
18 

2 105 200 2 RRR 6.10% 
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    Artificial neural network – one-step ahead forecasting (Product C) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 61 150 4 RR 6.55% 

Original 
Model 

2 
1 70 100 2 SR 8.23% 

Original 
Model 

3 
2 97 150 32 SRR 7.01% 

Original 
Model 

4 
2 94 100 4 SSR 8.28% 

Original 
Model 

5 
2 70 100 4 RSR 6.61% 

Original 
Model 

6 
2 76 50 16 RRR 7.24% 

OG+stepwise 
external 

Model 
7 

1 92 25 32 RR 6.31% 

OG+stepwise 
external 

Model 
8 

1 73 25 8 SR 7.16% 

OG+stepwise 
external 

Model 
9 

2 84 25 16 SRR 7.23% 

OG+stepwise 
external 

Model 
10 

2 140 150 2 SSR 7.13% 

OG+stepwise 
external 

Model 
11 

2 97 25 32 RSR 6.44% 

OG+stepwise 
external 

Model 
12 

2 78 25 16 RRR 7.04% 

OG+all 
external 

Model 
13 

1 106 25 8 RR 4.91% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

OG+all 
external 

Model 
14 

1 113 100 4 SR 4.11% 

OG+all 
external 

Model 
15 

2 105 25 16 SRR 4.82% 

OG+all 
external 

Model 
16 

2 51 100 16 SSR 4.74% 

OG+all 
external 

Model 
17 

2 93 25 16 RSR 4.58% 

OG+all 
external 

Model 
18 

2 119 25 16 RRR 4.74% 

 

    Artificial neural network – multi-step ahead forecasting (Product C) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 132 50 32 RR 7.76% 

Original 
Model 

2 
1 114 50 8 SR 8.84% 

Original 
Model 

3 
2 132 50 16 SRR 8.82% 

Original 
Model 

4 
2 83 100 32 SSR 9.94% 

Original 
Model 

5 
2 139 50 32 RSR 8.46% 

Original 
Model 

6 
2 73 50 32 RRR 8.62% 

OG+stepwise 
external 

Model 
7 

1 130 100 16 RR 3.40% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

OG+stepwise 
external 

Model 
8 

1 91 25 8 SR 4.70% 

OG+stepwise 
external 

Model 
9 

2 65 25 4 SRR 4.64% 

OG+stepwise 
external 

Model 
10 

2 126 25 8 SSR 4.42% 

OG+stepwise 
external 

Model 
11 

2 97 50 32 RSR 3.86% 

OG+stepwise 
external 

Model 
12 

2 95 25 8 RRR 4.55% 

OG+all 
external 

Model 
13 

1 123 200 32 RR 5.91% 

OG+all 
external 

Model 
14 

1 95 25 2 SR 5.39% 

OG+all 
external 

Model 
15 

2 56 25 4 SRR 5.51% 

OG+all 
external 

Model 
16 

2 52 50 8 SSR 4.58% 

OG+all 
external 

Model 
17 

2 55 50 8 RSR 6.90% 

OG+all 
external 

Model 
18 

2 103 200 8 RRR 6.98% 

 

    Hybrid SARIMA - ANN – one-step ahead forecasting (Product A) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 137 25 4 RR 4.51% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

2 
1 95 25 4 SR 4.96% 

Original 
Model 

3 
2 71 25 4 SRR 4.92% 

Original 
Model 

4 
2 141 25 32 SSR 5.04% 

Original 
Model 

5 
2 61 150 16 RSR 5.50% 

Original 
Model 

6 
2 149 25 8 RRR 5.38% 

OG+all 
external 

Model 
7 

1 112 50 32 RR 5.58% 

OG+all 
external 

Model 
8 

1 65 200 32 SR 7.94% 

OG+all 
external 

Model 
9 

2 66 25 32 SRR 7.50% 

OG+all 
external 

Model 
10 

2 66 25 32 SSR 7.06% 

OG+all 
external 

Model 
11 

2 104 25 32 RSR 5.62% 

OG+all 
external 

Model 
12 

2 128 50 32 RRR 7.62% 

 

    Hybrid SARIMA - ANN –multi-step ahead forecasting (Product A) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 108 150 4 RR 8.13% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

2 
1 71 150 2 SR 7.41% 

Original 
Model 

3 
2 107 150 16 SRR 8.88% 

Original 
Model 

4 
2 112 25 4 SSR 7.57% 

Original 
Model 

5 
2 112 150 32 RSR 7.07% 

Original 
Model 

6 
2 112 25 4 RRR 10.89% 

OG+all 
external 

Model 
7 

1 77 200 32 RR 10.53% 

OG+all 
external 

Model 
8 

1 107 25 4 SR 9.15% 

OG+all 
external 

Model 
9 

2 111 100 32 SRR 12.18% 

OG+all 
external 

Model 
10 

2 107 25 2 SSR 8.67% 

OG+all 
external 

Model 
11 

2 92 50 8 RSR 10.12% 

OG+all 
external 

Model 
12 

2 64 100 32 RRR 10.72% 

 

    Hybrid SARIMA - ANN – one-step ahead forecasting (Product B) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 85 100 8 RR 8.09% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

2 
1 148 200 2 SR 8.80% 

Original 
Model 

3 
2 121 25 2 SRR 8.16% 

Original 
Model 

4 
2 123 100 8 SSR 8.98% 

Original 
Model 

5 
2 72 25 8 RSR 9.12% 

Original 
Model 

6 
2 64 25 4 RRR 8.19% 

OG+all 
external 

Model 
7 

1 141 50 32 RR 9.02% 

OG+all 
external 

Model 
8 

1 125 50 32 SR 7.30% 

OG+all 
external 

Model 
9 

2 90 25 32 SRR 7.71% 

OG+all 
external 

Model 
10 

2 117 25 32 SSR 7.05% 

OG+all 
external 

Model 
11 

2 80 25 32 RSR 7.27% 

OG+all 
external 

Model 
12 

2 148 25 32 RRR 6.85% 

 

    Hybrid SARIMA - ANN – multi-step ahead forecasting (Product B) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 108 200 8 RR 9.02% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

2 
1 116 200 32 SR 11.15% 

Original 
Model 

3 
2 137 100 2 SRR 9.19% 

Original 
Model 

4 
2 114 50 16 SSR 11.86% 

Original 
Model 

5 
2 123 25 16 RSR 10.15% 

Original 
Model 

6 
2 132 150 32 RRR 8.60% 

OG+all 
external 

Model 
7 

1 68 150 32 RR 20.88% 

OG+all 
external 

Model 
8 

1 102 100 4 SR 20.18% 

OG+all 
external 

Model 
9 

2 106 150 2 SRR 14.47% 

OG+all 
external 

Model 
10 

2 149 100 2 SSR 13.87% 

OG+all 
external 

Model 
11 

2 107 200 8 RSR 16.44% 

OG+all 
external 

Model 
12 

2 122 200 8 RRR 19.58% 

 

    Hybrid SARIMA - ANN – one-step ahead forecasting (Product C) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 145 50 32 RR 5.66% 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 117 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

2 
1 117 25 16 SR 5.78% 

Original 
Model 

3 
2 63 50 32 SRR 5.81% 

Original 
Model 

4 
2 64 50 32 SSR 5.82% 

Original 
Model 

5 
2 54 100 32 RSR 5.73% 

Original 
Model 

6 
2 129 25 32 RRR 5.66% 

OG+all 
external 

Model 
7 

1 100 25 32 RR 6.68% 

OG+all 
external 

Model 
8 

1 64 25 16 SR 7.48% 

OG+all 
external 

Model 
9 

2 85 150 2 SRR 8.07% 

OG+all 
external 

Model 
10 

2 72 25 32 SSR 7.20% 

OG+all 
external 

Model 
11 

2 54 25 32 RSR 6.02% 

OG+all 
external 

Model 
12 

2 102 25 32 RRR 7.86% 

 

    Hybrid SARIMA - ANN – multi-step ahead forecasting (Product C) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 132 50 32 RR 6.64% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

2 
1 108 50 32 SR 8.44% 

Original 
Model 

3 
2 84 200 4 SRR 4.17% 

Original 
Model 

4 
2 124 200 2 SSR 7.73% 

Original 
Model 

5 
2 73 150 2 RSR 7.28% 

Original 
Model 

6 
2 115 150 4 RRR 10.07% 

OG+all 
external 

Model 
7 

1 50 50 16 RR 7.91% 

OG+all 
external 

Model 
8 

1 129 50 16 SR 10.54% 

OG+all 
external 

Model 
9 

2 51 200 2 SRR 8.91% 

OG+all 
external 

Model 
10 

2 64 25 8 SSR 7.89% 

OG+all 
external 

Model 
11 

2 82 25 16 RSR 7.35% 

OG+all 
external 

Model 
12 

2 85 25 8 RRR 9.51% 

 

    Hybrid proposed model – one-step ahead forecasting (Product A) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 66 50 16 RR 4.52% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

2 
1 82 25 16 SR 5.24% 

Original 
Model 

3 
2 66 25 16 SRR 6.34% 

Original 
Model 

4 
2 140 25 16 SSR 6.09% 

Original 
Model 

5 
2 140 25 32 RSR 6.15% 

Original 
Model 

6 
2 75 25 16 RRR 6.07% 

OG+all 
external 

Model 
7 

1 82 100 32 RR 5.10% 

OG+all 
external 

Model 
8 

1 79 50 32 SR 4.96% 

OG+all 
external 

Model 
9 

2 90 25 8 SRR 5.36% 

OG+all 
external 

Model 
10 

2 94 25 32 SSR 5.47% 

OG+all 
external 

Model 
11 

2 84 50 16 RSR 5.45% 

OG+all 
external 

Model 
12 

2 76 25 16 RRR 5.56% 

 

    Hybrid proposed model – multi-step ahead forecasting (Product A) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 138 100 32 RR 13.02% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

2 
1 71 25 2 SR 6.74% 

Original 
Model 

3 
2 112 50 32 SRR 9.63% 

Original 
Model 

4 
2 112 50 32 SSR 5.83% 

Original 
Model 

5 
2 112 100 32 RSR 5.70% 

Original 
Model 

6 
2 67 50 32 RRR 8.59% 

OG+all 
external 

Model 
7 

1 107 25 8 RR 6.13% 

OG+all 
external 

Model 
8 

1 77 50 16 SR 5.28% 

OG+all 
external 

Model 
9 

2 65 50 8 SRR 5.99% 

OG+all 
external 

Model 
10 

2 85 50 32 SSR 5.39% 

OG+all 
external 

Model 
11 

2 111 50 32 RSR 5.37% 

OG+all 
external 

Model 
12 

2 111 50 32 RRR 6.32% 

 

    Hybrid proposed model – one-step ahead forecasting (Product B) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 113 100 2 RR 8.16% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

2 
1 150 100 2 SR 7.85% 

Original 
Model 

3 
2 147 25 4 SRR 6.84% 

Original 
Model 

4 
2 97 100 2 SSR 8.12% 

Original 
Model 

5 
2 77 100 2 RSR 8.62% 

Original 
Model 

6 
2 80 100 2 RRR 8.64% 

OG+all 
external 

Model 
7 

1 125 25 32 RR 8.48% 

OG+all 
external 

Model 
8 

1 131 100 8 SR 7.10% 

OG+all 
external 

Model 
9 

2 99 25 32 SRR 7.08% 

OG+all 
external 

Model 
10 

2 58 25 32 SSR 6.71% 

OG+all 
external 

Model 
11 

2 94 25 16 RSR 6.66% 

OG+all 
external 

Model 
12 

2 69 25 32 RRR 5.96% 

 

    Hybrid proposed model – multi-step ahead forecasting (Product B) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 113 100 2 RR 7.91% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

2 
1 116 25 32 SR 8.14% 

Original 
Model 

3 
2 128 25 32 SRR 10.58% 

Original 
Model 

4 
2 86 25 32 SSR 8.42% 

Original 
Model 

5 
2 86 25 8 RSR 9.95% 

Original 
Model 

6 
2 101 150 8 RRR 8.12% 

OG+all 
external 

Model 
7 

1 102 25 32 RR 12.47% 

OG+all 
external 

Model 
8 

1 50 25 32 SR 11.80% 

OG+all 
external 

Model 
9 

2 90 25 32 SRR 14.08% 

OG+all 
external 

Model 
10 

2 60 25 16 SSR 12.46% 

OG+all 
external 

Model 
11 

2 50 25 32 RSR 12.44% 

OG+all 
external 

Model 
12 

2 114 50 32 RRR 13.26% 

 

    Hybrid proposed model – one-step ahead forecasting (Product C) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 55 25 4 RR 4.84% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

2 
1 52 50 32 SR 4.46% 

Original 
Model 

3 
2 83 25 2 SRR 6.20% 

Original 
Model 

4 
2 132 150 16 SSR 6.11% 

Original 
Model 

5 
2 67 25 8 RSR 5.75% 

Original 
Model 

6 
2 85 100 32 RRR 6.31% 

OG+all 
external 

Model 
7 

1 51 25 16 RR 6.99% 

OG+all 
external 

Model 
8 

1 133 25 32 SR 6.64% 

OG+all 
external 

Model 
9 

2 99 25 16 SRR 7.20% 

OG+all 
external 

Model 
10 

2 55 25 32 SSR 5.67% 

OG+all 
external 

Model 
11 

2 60 25 32 RSR 6.76% 

OG+all 
external 

Model 
12 

2 70 25 32 RRR 6.32% 

 

    Hybrid proposed model – multi-step ahead forecasting (Product C) 

Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

1 
1 81 25 16 RR 7.01% 
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Input data 
format 

Model 
Hidden 
layers 

Hidden 
Units 

Epochs 
Batch 
size 

Activation 
function 

MAPE 

Original 
Model 

2 
1 116 25 32 SR 8.34% 

Original 
Model 

3 
2 102 100 16 SRR 9.99% 

Original 
Model 

4 
2 114 25 32 SSR 8.45% 

Original 
Model 

5 
2 143 25 16 RSR 6.58% 

Original 
Model 

6 
2 123 100 32 RRR 9.21% 

OG+all 
external 

Model 
7 

1 58 25 8 RR 10.57% 

OG+all 
external 

Model 
8 

1 102 25 32 SR 11.62% 

OG+all 
external 

Model 
9 

2 77 100 32 SRR 9.62% 

OG+all 
external 

Model 
10 

2 55 25 16 SSR 10.05% 

OG+all 
external 

Model 
11 

2 140 50 32 RSR 11.51% 

OG+all 
external 

Model 
12 

2 114 25 32 RRR 11.04% 
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