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CHAPTER |

INTRODUCTION

1.1 Overview

Facial cosmetic surgery has been growing exponentially during the last two decades as a globally
new definition of beautification, and the average cost is lowering Nappi et al. (2016). However, the

specialist uses frontal and nasofrontal images for reference during the planning process.

The reference images commonly consist of the patent’s images before the surgical procedures
and pre-post the same surgical procedures images of the other patients. Using the mentioned method
might lead to two issues. First, the pre-post image pairs are not from the patient under advisement,
which might lead to an unexpected result. Second, frontal and nasofrontal images can only represent

two angles and limit details from the other angles.

The existing works we found in the market are Vectra3D XT Verhulst et al. (2018), which represent
tools to scan, select, edit, and visualize the changes in 3D. However, the tool requires several manual
interactions that require specialist skills. Such as manually correspondence points marking in Vectra3D

during the registration step and manually selecting and morphing during the editing step.

1.2 Problem Statement

Deep learning successfully solves many complex problems in human face images, ranging from
the changing age or gender to simulating facial expressions. However, deep learning requires a large
dataset to predict the results. In the same way, making a model to predict post-surgery images also

requires a large enough dataset.

Finding the pre-post image pairs is a tedious task. The only open dataset we found is the
research output from Singh et al. (2009), containing 1800 pre-post surgery images on 900 subjects.

This dataset size is still far from our expectation for deep neural network training. The next question



is, can we define the most beautiful face?

Definition of the ideal human face has been attempted since ancient times. One of the most
known theories is the golden ratio. Then later applied to the face domain with neoclassical canon
and facial golden ratio mask. A comparative study from Burusapat and Lekdaeng (2019) measured
face ratios from Miss Universe and Miss Universe Thailand between 2001 and 2015. The next question

is how cosmetic surgery procedures affect facial ratios.

The research from Nappi et al. (2016) shows the list of cosmetic surgery procedures and the af-
fected area. We found that only chin augmentation and cheekbones reshaping procedures noticeably

affect the overall facial ratios.

We also found that the beautiful face definition might differ between regions, ethnicities, trends,
and times. For example, Asian people requests cheekbones reshaping more than other ethnic groups
to make their faces look smaller Nappi et al. (2016). Another problem, an input face probably has
more than one plausible post-surgery result. Hence, the post-surgery simulation models must be able

to make use of a small dataset while still reflex the diversity of beautifications.

1.3  Thesis Questions

1. How to utilize the deep learning model with very limited datasets of pre-post surgery facial

images to create a system that can suggest a result image of post-surgery from a face photo?

2. How do we validate whether the suggested result face photos are accurate suggestions?

1.4  Scope of Work

« To propose a fully automatic end-to-end method for predicting a post-surgery facial image from

a regular face photo.

« To validate the end-to-end method using a subjective survey.



Figure 1.1: The left and right face images are from different faces, and suppose method A estimates feature points for both left and right faces

so that we can match the correspondence points represented by green lines.



CHAPTER I

BACKGROUND

2.1  Vector Space, Coordinate and the Transformation between Them

Depending on the purpose, we can represent a point in different spaces and coordinates in
computer graphics. Cartesian is the most common and intuitive coordinate using three orthogonal
axes as the base vectors, representing the three dimensions. Additionally, in Cartesian coordinates,

we utilize the world, screen, model, and viewport space to solve the different problems.

Additionally, Barycentric is another coordinate we can use to solve a set of problems respected

to a triangle, for example, point in triangle test and shading colours in a triangle.

Since the transformation between spaces and coordinates are essential for this research, we
will discuss the basic concepts of each required space and coordinate and the conversion between

them.

We will discuss only the essential topics for this research in this section. We use a book from

Gortler (2012) as the foundation.

2.1.1  World, Model, Camera, and Screen, Space

Before advancing, we can compare three-dimensional vector space with a digital camera. We
use digital cameras to capture our world scenery into a two-dimensional plane. We can represent the
world scenery using the Cartesian coordinate x, y and z axes for the technical explanation. On the

other hand, we can represent the image taken by digital cameras using only x and y axes.

In the same way, computer graphics simulate digital cameras with the simplest model called
the pinhole camera model [cite] shown in figure [pinhole]. The physically-corrected pinhole camera

has the film plane behind the small aperture, which produces the flipped image. Thus, we can reduce
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Figure 2.1: The left and right face images are from different faces, and suppose method A estimates feature points for both left and right faces

so that we can match the correspondence points represented by green lines.

the complexity using mathematics by moving the plane in front of the aperture with the same distance
shown in figure [frustum]. From the discussion, we can represent the output of this virtual camera

model using a two-dimensional plane in x and y axes.

The virtual camera renders objects only in a definite area called camera frustum. Thus, we
need a shared space to describe the relationship between the virtual camera and the rendered objects

called world space.

World space is represented by Cartesian coordinates with a 3-dimensional axis using x, y and z.

All objects in the rendering scene and the camera required the world space’s position.

For example, in the world space given the camera position at [O 0 1} for x, y, z respec-
tively. The camera facing toward z+, and the object position at [O 0 8} . We will render the
object at [O 0 7} at the center of the the camera. However, the object in the 3D scene doesn’t
have only one point represented by the group of points called vertices connected in triangulation

topology. All vertices of a single object have their local space called model space.

For one more example, suppose we need to paint colours on the face model to specify facial
segments. We must first locate the model in front of the camera at the appropriate distance because
the distance between the object and camera relates to the rendered object size. We can avoid this

complicated by using an orthographic camera.



The pinhole camera model and camera frustum have one property called field of view (FoV).
The greater FoV means you have a wider camera, but the object looks smaller than the smaller FoV
in screen space. On the other hand, orthographic cameras, in a mathematical model, have FoV at 0,
which means the object’s size on screen space is the same regardless of the distance between the
camera and the object in world space. As a result, we require the object to be in front of the camera

irrespective of the distance.

Then we can calculate each vertex position on-screen space in two steps. First, convert the
vertex point from model space to world space. And second, convert it from the world space to screen

space.

Lastly, we can specify the vertex colour based on a facial segment on-screen space using

painting tools.
2.1.2 Cartesian and Barycentric Coordinate

Our research uses the Barycentric coordinate for two reasons; First, point in triangle testing.
Second, change the point’s position proportionately when moving triangle points. However, we will

discuss the basic concept of Barycentric coordinate in the first step.

Consider a triangle has three vertices at P, P1 and P2, and p is a point inside the given

triangle. Barycentric coordinate represents Pg with value [1 0 O} P1 with value [O 1 O}

and Do with value [O 0 1} . For p, we can describe using equation 2.1.

a=[(p1 —po) X (P2 — po)] * 0.5

u=[(pr—p) X (p2—p)]*x0.5/a 2.1)
v=[(po—p) x (p2 = p)] ¥ 0.5/a
w = [(po—p) X (p1 —p)| *0.5/a

The equation 2.1 expresses the position of p on Barycentric coordinate. Points u, v and w,

indicate the proportions of normalized areas in the triangle divided by point p. Additionally, Barycentric



coordinate is applicable to test a point in a triangle using u, v and w. We have two ways to test; First,
u, v, and w must be greater than or equal to 0 and less than or equal to 1. Second, u + v + w must

be equal to 1.
2.2 Point Correspondence

To simulate facial cosmetic surgery with a 3D face, we need to know the semantic of any point
on the face, called point correspondence, whereas the same correspondence points between two 3D
faces refer to the same semantic. For more specific, we can also describe correspondence points by

equation 2.2.

(3p € Fi)[3q € Fl[F; — Fjl(i # J) 22)

Given Fz and Fj represent different faces, Ep and Eq are feature points on Fz and I, respec-
tively, p and g are corresponding points on the 3D models. Suitable correspondence point methods
should be accurate and covered throughout the 3D face. Bese on density, point correspondence can

be classified into sparse and dense.

Sparse point correspondence methods estimate the points partially from the 3D mesh. Kazemi
and Sullivan (2014) and K3DM Gilani et al. (2018) are examples of sparse points estimation methods

shown in figure 2.2.

On the other hand, Dense point correspondence estimates the points by covering all the areas
of the 3D face. Deng et al. (2019), White et al. (2019) and Feng et al. (2018) are examples of dense

points estimation methods shown in figure 2.3.

Moreover, dense correspondence estimation methods based on vertex indices enable us to
convert to other formats, such as an image pixel representing depth since vertices in a 3D mesh
can produce triangle faces. Then we can interpolate the pixel colour using Barycentric coordinate.
However, using modern GPU and rendering pipeline, we can render the depth image using vertex

colour shader. We will discuss briefly in rendering pipeline and vertex colour shader in the next



Figure 2.2: The red points represent sparse-corresponding points estimated using the method proposed from Kazemi and Sullivan (2014).

section 2.3.

2.3  Graphics Rendering Pipeline and Vertex Color Shader

We construct a single model from vertices in model space, convert it to the camera’s space,

and then render it onto the screen. We discussed this in section 2.1.1.

Accompany with the section refpointCorrespondence we can convert corresponding points
from 3D vertices to a depth image. Conversion to depth images enables us to utilize the convolutional
neural networks (CNN) for solving image classification or similar image query problems. Even though
we have the existing method to process 3D face as the input proposed by Ranjan et al. (2018), but
still inconvenient and might take more processing time than the 2D image-based CNN models in the

current days.

We can manually generate pixel-by-pixel depth images from 3D models given the colour at-
tached to each vertex by using Barycentric coordinates. Nevertheless, using hardware rendering is the
better option for many reasons. First, it is faster to use parallelization on Graphics Processing Unit

(GPU), and second, it is convenient to use the shader programs. GPU gives the rendering speed on



Figure 2.3: Three samples of 3D face mesh estimated the correspondence points using White et al. (2019). Each same vertex colour on the

different face meshes represents the same segment. For example, the orange colour represents the nose segment.

parallelizable tasks using the graphics rendering pipeline, also known simply as "The pipeline”.

Following the book written by Akenine-Mller et al. (2018) in chapter 2, we can represent the
basics of the pipeline consisting of four stages, application, geometry processing, rasterization, and
pixel processing shown in figure 2.4. This section will discuss the pipeline focusing on face mesh and

vertex colour shader.

Application  f——————>{ Geometry Processing Rasterization Pixel Processing

Figure 2.4: The graphics rendering pipeline contains four stages; application, geometry processing, rasterization, pixel processing.

The application stage contains application logic running on Central Processing Unit (CPU). This
application stage might be complex in some genres, such as video games, same logic, collision de-
tection, etc. However, our application is placing the still face mesh in front of the camera shown in
figure 2.5. The output of the application stage is rendering primitives, for example, points, lines, and

triangles. In our case, we output the vertices’ positions. We also attach colour in RGB for each vertex.

The geometry Processing stage computes per-triangle and per-vertex operations. So, this stage
executes our vertex shader program. This stage can also compute with lighting information, but
our purpose is to output the depth data, so we need to make sure we do not include lighting in
our shader. Geometry Processing contains four sub-stage shown in figure 2.6. Briefly, Vertex shader
outputs vertices colour with positioned in camera’s space. Projection and clipping take the primitives

from vertex shading, clip to process only the primitives inside the camera and outputs the positions



Figure 2.5: The example application stage contains a camera on the left of the image and still face mesh on the right.

of the triangles in 3D normalized device coordinates, which the detail in Akenine-Mller et al. (2018).
Lastly, the Screen Mapping stage process the clipped primitives and output colours in the screen

coordinate with the z-coordinates.

Vertex Shading Projection Clipping Pixel Screen Mapping

Figure 2.6: Geometric processing contains four sub-stages; vertex shading, projection, clipping and screen mapping.

Rasterization and Pixel Processing Stages process the primitives in screen coordinate and output
the pixel colours on the screen. Rasterization also interpolates the pixel colours given the vertex
colours with pixel shader, also called fragment shader. In our problem, the pixel shader input the
interpolated colour from the previous stages and bypass the received colour in the following stages.

The rasterization and pixel processing pipeline is shown in figure 2.7

Triangle Setup Triangle Traversal Pixel Shading Merging

Figure 2.7: Rasterization substage contains triangle setup and triangle traversal. Pixel processing substage contains pixel shading and merging.

Additionally, we also discuss our shader program source code using Cg program in Unity Game

Engine.
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1 Shader ”Custom/VColorOpaque” {
2 Category {
3 Tags { "RenderType”="Opaque” }
q Lighting Off
5 SubShader { Pass {
6 CGPROGRAM
7 #pragma vertex vert
8 #pragma fragment frag
9 #include ”UnityCG.cginc”
10 struct appdata_t {
11 floatd vertex : POSITION;
12 fixedd color : COLOR;
13 %
14 struct v2f {
15 floatd vertex : SV_POSITION;
16 fixedd color : COLOR;
17 %
18 // Vertex Color Shader
19 v2f vert (appdata_t v) {
20 v2f o;
21 o.vertex = UnityObjectToClipPos(v.vertex);
22 o.color = v.color;
23 return o;
24 }
25 // Pixel Color Shader
26 fixedd frag (v2f i) : SV_Target {
27 return i.color;
28 }
29 ENDCG
30 )
31 }
32 |}

Line 3: States that the opaque object

Line 4: Defines that lights settled in the application scene do not affect the surface colour

Line 7: Executes the vertex shader program with the function named vert

Line 8: Executes the fragment shader program with the function named frag

Line 10: appdata_t is the struct receiving from the application scene containing vertex position

and colour

Line 14: v2f is the struct passing from vertex shader program to fragment shader program

containing the vertex in clip space and colour
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Line 19: The vertex shader program converts the vertex position to clip space and redirects

the vertex colour to the fragment shader program.

Line 26: The fragment shader program (Pixel shader) outputs the vertex colour received from

the rasterization substage.



Procedure

Definition

Botulinum toxin injections

Dermal fillers

Chemical peel

Microdermabrasion

Injections of botulinum toxin weaken the target muscle. The final result is a reduction of facial
wrinkles and also reduce the muscular size. Botox is one of the most known types which
categorize in type A.

Dermal fillers can restore volume and fullness in the face. Injecting it can diminish facial lines
to make the look-younger face, and can change the face shape as well.

Chemical peel improves the texture of the face’s skin by reducing sun exposure, acne, or just
aging can leave texture uneven, wrinkled, spotted, or scarred.

Microdermabrasion can improve the texture of the face’s skin similarly with Chemical peel. The
procedure is to remove the outer layer of the skin to allow newer skin to grow and replace the

older skin.

Table 2.1: Four Minimally-invasive procedures, include deinitions

13



CHAPTER 1ll

RELATED WORKS

Our work focuses on constructing a fully automatic pipeline for facial cosmetic surgery simula-
tion. We review other simulation methods with their advantages and disadvantages. We also review

related methods we use in the pipeline in this section.

3.1 Cosmetic Surgery Simulation Methods

Post-surgery visualization can reduce misunderstanding during the consultation process. Paper
from Verhulst et al. (2018) compares the three 3D face scanning systems’ accuracy and performance:
Vectra XT, Artec Eva, and 3dMDface. Paper from Bottino et al. (2012) shows the post-surgery image

for the planning stage.

3.2 Beautiful Faces Definition and Surgical Procedures

Neoclassical canon and the golden facial ratio are two beauty measurement methods based
on facial proportions. The research from Burusapat and Lekdaeng (2019) measures the proportions
of Miss Universe and Miss Universe Thailand as the beautiful facial group. Another research group
discuss the beautiful score based on attractiveness Scheib et al. (1999)Perrett et al. (1998)Little et al.
(2011)Fink and Penton-Voak (2002)Little (2014)Perrett et al. (1999). Facial attractiveness research group
commonly discussing based on subjective surveys. The mentioned facial proportions rely on dominant

points mentioned in the table 3.1.

Focusing on the surgical procedures, the research from Nappi et al. (2016) includes all proce-
dures and the affected segment of the face for each procedure. The study of all procedures can
specify which area is affected by which procedure and how. Note that surgical procedures cannot
change some properties of certain regions. For example, we can change the face ratio by applying
chin augmentation and cheekbones reshaping, but we cannot shift the position of the lip and eyes

up or down vertically.
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Additionally, we can classify the surgery procedures into two groups from the research proposed
by Nappi et al. (2016). First, the minimally-invasive procedures modify the specific area temporarily
shown in table 3.2. Two well-known procedures are Botulinum toxin which can reduce facial wrinkles,
and Dermal fillers, which can restore volume. The surgery procedures in this group are commonly

absent for months or years.

Second, the real surgical procedures modify the face appearance permanently shown in table
3.3. Rhinoplasty, or nose reshaping, is the highest procedure in this group. However, we can restore

some procedures in this group using surgical procedures.

3.3 Face Registration in 2D and 3D

2D Facial landmarks proposed by Kazemi and Sullivan (2014) with 194 correspondence points
around facial contours and face contents using a regression tree. 2D and 3D facial landmarks methods
proposed by Bulat and Tzimiropoulos (2017) using a deep learning model. The output of 3D models
includes the correspondence points of the facial landmarks and a 3D face reconstruction. For the non-
model methods, K3DM Gilani et al. (2018) registers the 3D face using a geometric feature matching
algorithm. A Morphable for the Synthesis of 3D Faces (3DMM) Blanz and Vetter (1999), and Morphable
Face Models-An Open Framework Gerig et al. (2018) embed face models in the dataset to single
vector space. Physically-based methods are another technique to register the 3Dfaces. MeshMonk
White et al. (2019) registers rigidly by force between nearest-neighbor vertex pairs and registers non-
rigidly using viscoelasticity force. The concept of non-rigid and rigid registrations are described in

Bro-Nielsen (1996).

To simulate facial cosmetic surgery with a 3D or 2D face, we need to know the semantics of any
point on the face, called point correspondence. Where the same correspondence point between two
3D faces refers to the same semantic location Berretti et al. (2013). Sparse facial landmarks output
the semantical points, whereas dense face alignment Liu et al. (2017) outputs the connected lines or

spaces.
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3.4  Similarity Models for Face Image Query

Image query utilizes deep learning to find the most similar image in the dataset. The perceptual
distance function and cosine similarity function can measure the similarity between two images Li
et al. (2003)Neumann and Gegenfurtner (2006). Deep learning models for the large dataset search
using autoencoder Portenier et al. (2018) Siamese network Wiggers et al. (2019), and triplet loss Wang
et al. (2014) give better results over using loss functions for the images with variance scale, rotation,
including occlusion of the contents. However, deep learning models for similarity search require
distance comparison in the n-dimension of the abstraction space. FAISS Johnson et al. (2019) proposes

the methods for the billion-scale image search.

3.5 Facial Retargeting

Facial retargeting shows the good and fun results in digital avatar creating and facial expressions
Chaudhuri et al. (2019)Zhang et al. (2020)Costigan et al. (2014)Ouzounis et al. (2017). We show how

to apply retargeting methods in cosmetic surgery domain in this work.



Abbreviation

Definition

Vertex (v)

Trichion (tr)

Glabella (g)
Temporal (t)

Medial eyebrow (bm)
Lateral eyebrow (bl)
Peak of the eyebrow (bp)
Nasion (n)
Endocanthion (en)
Exocanthion (ex)
Palpebrae superius (ps)
Palpebrae inferius (pi)
Center of pupil (p)
Zygion (zy)

Pronasale (prn)

Ala (al)

Subnasale (sn)
Cupid’s peak (cp)
Labial superius (Is)
Chelion (ch)

Labial inferius (li)
Stomion (sto)

Sublabiale (sl

Mandibular angle (ang)
Pogonion (pg)

Gnathion (gn)

The highest seen point on the head.

The junction of hairline and forehead in the midline.

Medial border of the eyebrow (left and right).
Lateral border of the eyebrow (left and right).

Lateral border of the eyebrow (left and right).

Point of the lateral canthus where the upper and lower lids join (left and right).
Superior border of the palpebrae (left and right).

Inferior border of the palpebrae (left and right).

The center point of the pupil.

Lateral border of the cheek (left and right).

The highest point of the tip of the nose.

The most lateral point on the rims of the alar wing of the nose (left and right).

The peak of Cupid’s bow.

The upper border of the upper lip.
Oral commissure.

The lower border of the lower lip.

The midline point where the upper lip touches the lower lip.

groove.
The angle of the chin according to the line from the oral commissure.
The most prominent point of the chin in the midline.

The most inferior point of the lower border of the chin.

The most prominent point of the forehead in the midline between the eyebrows.

The most prominent point of the forehead in the midline between the eyebrows.

Point of greatest concavity of the nasal dorsum near a line level with the upper lid lash line.

Point of greatest concavity of the nasal dorsum near a line level with the upper lid lash line.

The deepest point at the junction of the base of the columella and upper lip in the midline.

he midline point at the junction of the lower border of the cutaneous The midline point at the junction of the

lower border of the cutaneous lower lip and superior border of the chin, it is the deepest point of the labiomental

Table 3.1: Twenty-six dominant points, include abbreviation and definition.
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Procedure

Definition

Botulinum toxin injections

Dermal fillers

Chemical peel

Microdermabrasion

Injections of botulinum toxin weaken the target muscle. The final result is a reduction of facial
wrinkles and also reduce the muscular size. Botox is one of the most known types which
categorize in type A.

Dermal fillers can restore volume and fullness in the face. Injecting it can diminish facial lines
to make the look-younger face, and can change the face shape as well.

Chemical peel improves the texture of the face’s skin by reducing sun exposure, acne, or just
aging can leave texture uneven, wrinkled, spotted, or scarred.

Microdermabrasion can improve the texture of the face’s skin similarly with Chemical peel. The
procedure is to remove the outer layer of the skin to allow newer skin to grow and replace the

older skin.

Table 3.2: Four Minimally-invasive procedures, include deinitions

Procedure

Definition

Nose reshaping (rhinoplasty)

Eyelid surgery (blepharoplasty)

Facelift (rhytidectomy)

Brow lift (forehead lift)

Chin surgery (mentoplasty)

Nose reshaping can enhance the proportions and facial harmony by adjusting the nose
area.

Eyelid surgery improves the aspect of the eye region, including the eye’s shape, either
the upper or lower lids.

Lifting face and neck can improve visible signs of aging.

The surgical procedure to reduce the horizontal wrinkle lines across the forehead and
on the bridge of the nose between the eyes

Either by enhancing with an implant or reducing on the bone, chin surgery can change
the facial proportions. A surgeon may also recommend chin surgery to a patient having

rhinoplasty.

Table 3.3: Five real procedures, include deinitions
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CHAPTER IV

METHODS

We propose a fully 3D post-surgery simulation pipeline by retargeting a single image and only
400 pre-and-post 2D image pairs in the face similarity search process. Our two registration methods
support both 3D meshes and 2D images as input. For 3D mesh, we proceed with rigid and non-
rigid physically-based registration White et al. (2019) and improve the accuracy using facial landmarks
model Kazemi and Sullivan (2014). For a 2D image input, we reconstruct a 3D mesh using Deng et al.
(2019). Both 3D and 2D registration methods produce a 3D mesh containing vertices in the same

semantically order.

Next, we align the registered 3D mesh rigidly using a gradient descent algorithm with mean
squared error (MSE) of the selected vertices between the registered and mean mesh. We store the
aligned face data in an RGB image with 512 x 512 pixels called "Delta Image”. We also use a delta

image to store the distance between pre and post-surgery mesh of the same face.

Then we select the most similar face using a convolutional autoencoder trained from delta
images between pre-and-mean faces. Finally, we retarget surgical procedures using the delta image
between the pre-to-post face of the same person to simulate the post-surgery result. The final result

can be a 2D image or 3D mesh with texture.

The last section will discuss the verification by a subjective survey from the focus group to
measure the results. Additionally, we also discuss the tools and resources we use throughout the

pipeline.

Our pipeline consists of delta images generated from either 3D or 2D registration and alignment
methods, similar face selection using image autoencoder, and retargeting procedures. We introduce

the delta image as a significant part of similar face selection and retargeting methods.

We use the dense correspondence point of image pixels to represent the geometric features.
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1

Reconstruct

MeshMonk+

Figure 4.1: DeltaNet pipeline is an end-to-end method. ¢ represents the 3D mesh in semantical order registered from the 3D mesh and 2D

image. Then we proceed rigidly alignment (5m). E, represents the encoder model to get the most similar face in the dataset ((5,_,,';), map

to the surgery procedures image (5;_). And finally, we obtain the retargeted image (5:;1) described by (5;’;1 =0pm + (5;

In a similar face selection method, we propose a convolutional autoencoder with 400 mean-to-pre
delta images. At the final step, we propose a single image retargeting procedure using a pre-to-post

delta image.

Another advantage of using the delta image is that it supports 3D mesh and 2D images as the
input. The registration stage for 3D mesh and 2D image required different methods. For 3D mesh,
we propose physically-based face registration using MeshMonk White et al. (2019), then we improve
the accuracy using the face landmarks model Kazemi and Sullivan (2014). Our proposed 3D face
registration methods support 3D mesh with different polygon topology, Hence, can be used with any
3D scanning system. For 2D face images, we reconstruct a 3D face using a deep learning model Deng
et al. (2019) to obtain the geometric features. Lastly, we propose an alignment procedure using a
rigidly 3D face matching method in the gradient descent by selecting face areas that are not affected

by any surgical procedures of the current day.
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Figure 4.2: The top image shows the improvement correspondence points estimation in the eyes area. The bottom image shows the vector

field altering by facial landmarks.

4.1 2D and 3D Registration

We propose a registration and alignment method for 3D meshes and 2D images that output

the same structure.

4.1.1 2D Registration

The 2D face can refer to an RGB face image that comes with only optical features. However,
the facial image is the only existing choice to obtain the pre-post surgery image pairs as the dataset.
Additionally, the open dataset from the facial images is relatively small compared with other deep
learning models. Consequently, utilizing a 3D reconstruction method from a facial image Deng et al.

(2019) is a good way to estimate geometric information.
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4.1.2 3D Registration

Facial registration from geometric features can accurately capture the large area of the face,
such as the nose, chin or the overall face shape, but struggles with capturing eyeballs, lids, and
eyebrow area because of the tiny noticeable geometry differences. On the other hand, the optical
features that consider light intensity perform better in some small areas. We propose the 3D mesh

registration method by combining the two approaches.

Additionally, seometric based registration requires 3D mesh as the input. 3D meshes are com-
monly from the 3D face reconstruction models Zhang et al. (2015). Optical based registration from

3D mesh requires texture and rendering with natural light settings.

MeshMonk White et al. (2019) proposed 3D correspondence points estimation base on geo-
metric features using rigid and non-rigid matching. The facial landmarks model Kazemi and Sullivan
(2014) utilized the optical features and outputs 64 semantic points on the face contour and facial
contents. We propose the methods to improve the accuracy in the eyes area by triangulating facial
landmarks, correspondence points retargeting, and lastly, replacing specific vectors in the vector fields

during MeshMonk’s matching process.

We first set up the 3D scene with an orthographic camera toward the labelled face mesh
and unlit the albedo texture shader. We found that face landmarks captured from screen space are

plausible. Hence, we use screen space to manipulate the vertices.

On the screen space, we triangulate from the landmarks on the eye contour shown by the
blue triangles in figure 4.2. Then we test whether vertices in each triangle by using the equation to
convert from Cartesian to Barycentric coordinates. Depicted by the equation 4.1, any vertices which

have u + v + w less than 1 are in the triangle.
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Figure 4.3: Delta Image of Pre Surgery Face (Left) and Surgery Procedures (Right)

= [(p1 = po) X (p2 — po)] % 0.5
[(p1 = p) X (p2 = p)] % 0.5/a
= [(po—p) X (p2 = p)] ¥ 0.5/a
= [(po =p) x (pr — p)] ¥ 0.5/a

(4.1)

Where:

Po, P1, P2 = the triangle vertices

D = a point on the same space
a = triangle area
U, V, W = area of sub triangles divided by point p

Equation 4.1 also describe the positioning of the vertex with respect to a triangle. In the retar-
geting step, we triangulate from the landmarks and replace the vertices position in the triangles from
the labelled face using the equation to convert from Barycentric coordinate to Cartesian coordinate

represented by P = upgy + vp1 + wps.

Lastly, the replacing vertices position can change the vector field in MeshMonk’s 3D matching

method. The figure 4.2 shows the improvement result around the eyes area.
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4.2 Face Alignment and Delta Image

Both 3D and 2D face registration methods output the correspondence points represented by
vertices. However, the meshes are slightly different in position, scale and rotation. We propose a rigid
alignment method to minimize the variation. The surgery procedures from Nappi et al. (2016) show
the affected areas. We noticed that the pupil of the eyes, the centre of the upper and lower lip,
and the philtrum are neglectable affected by any procedures. Hence, we selected the vertices on
such areas as reference points. We propose rigidly alignment to mean face by minimizing the error
by functions from reference points between each correspondence point pairs in the gradient descent

algorithm.

We perform three operations in each iteration:

1. Minimize the positioning error between target and mean face using mean square error (MSE).

2. Minimize the scaling error by creating a centroid of all referenced vertices and measure the error

using MSE of the distance between the centroid to each vertex compared with mean face.

3. Minimize the rotational error by creating a centroid of all referenced vertices, then get Quater-
nion angle between the centroid and each vertex. Lastly, use quaternion interpolation (SLERP)

approaching the Quaternion angle of each mean face vertex.

All error functions are multiplied by the learning rate (lr) in each iteration.

Face registration and alignment methods output the correspondence points by the vertex
indices on the 3D mesh to represent the semantical points. We have two reasons to store the
corresponding data in the image; First, we can generate the connected space by interpolating the
adjacent points. Second, we can utilize a convolutional neural network (CNN) to get the similarity.
Moreover, the pixel-to-pixel similarity functions, MSE or cosine similarity, are another option for getting

similar faces.

The alignment process output the euclidean distance of the same feature between the two

meshes. We aim to store the same feature in the same pixel for any face. Hence, we store the
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euclidean distance of features as vertex colour of the mean face mesh. Lastly, we render the output
image using an unlit vertex colour shading technique to interpolate the colour between the triangle’s

vertices.

Delta image store three-dimensional Euclidean distance of each feature point represented by

RGB colour channels where R represents 595 G represents 5y and B represents 5Z

The limitation of storing RGB images is that we are limited to representing between 0 and 255.

So we need a linear conversion function shown by equation 4.2.

o= )+ 0.5 (4.2)

2R O,

C — colour value for each channel
) — distance between two face mesh

5max = a considered max value for the distance

From the equation 4.2, we can use a colour channel for the negative distance represented by
the value less than 128. In contrast, a value greater than 128 represents a positive distance. Note

that we set (Smax to 1.58 centimetres.
4.3 Face Similarity Search

Figure 5.3 shows the delta image, whereas each pixel represents a feature. The exact pixel
position from one face is the same feature as another face. Hence, the delta image enables us to
estimate the most similar face by two approaches. In one approach, we can compare pixel-by-pixel
using perceptual loss function or cosine similarity. In another approach, we can achieve the same task

using a convolutional autoencoder.

We propose a convolutional autoencoder for the similarity model considering computation
efficiency. Given the problem, the pixel-by-pixel comparison methods require computing all pixels

multiples by all images in the dataset for a single test. In contrast, the convolutional autoencoder
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Input Layer (512, 512, 3)

C ( . :
LeakyRelLU (128, 128, 64
Batch Normalization (128, 128, 64)
Flatten (1048576) Dense (1048576)

Encoded (16)
Reshape (128, 128, 64)

¥ 56, 5, 32 Conv2DTranspose (256, 256, 64)
LeakyReLU (256, 256, 32) LeakyReLU (256, 256, 64)
Batch Normalization (256, 256, 32) Batch Normalization (256, 256, 64)

Conv2DTranspose (512, 512, 32)
LeakyReLU (512, 512, 32)
Batch Normalization (512, 512, 32)

Figure 4.4: Convolutional autoencoder network architecture for the similarity search shown with hyperparameters. We utilized the encoder

with 16 variables shown in the decoded layer.

estimates the position in the n-dimension of latent space represented by n-floating point numbers.

Then, we can compute to get the most similar image by finding the nearest image in the latent space.

We train the network with the architecture shown in figure 4.4, training with 400 images using

200 epochs and le-6 as the learning rate.
4.4  Surgical Procedures Retargeting

Once we have the surgery procedures information from the most similar face (5;), we can add
it with the aligned face image (5m). The delta image of the post-surgery face (5;;1) computed with

equation 4.3

SR8 @3)

Specifically, the surgery procedures information represented by 5;_ requires conversion to the
aligned space with respect to the mean face. From the aligned space shown in equation 4.2 we need

to reverse the equation from c to 0 aa.

d=(c—0.5)*%2/0max (4.9)

Our retargeting method can support both 3D meshes and 2D images. For 3D meshes, we can
render the end result directly after modifying the vertices using data from a delta image. In contrast, 2D

images require an additional process by overlaying the original image using D mesh. After we transform
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the mesh to mean face space and retarget the surgery procedure, we need to invert, transform and

render the result. 3D mesh overlaying is shown in figure 4.5

Figure 4.5: We need an additional process by overlaying the original image using D mesh. The input image (Left). The input image with

overlaying mesh (Middle). The rendered result (Right).



CHAPTER V

RESULT

The figure 5.1 shows sample results using our proposed method. However, due to the extreme
lack of pre-post surgery images, we cannot get likely results from some face images that might not be
similar to the faces in the dataset. The section 5.3 explains the details of our limitations. Additionally,
we do not properly verify the similarities from the face similarity search model because similarity
measurement can be another big topic. Instead, we measure our end-to-end results using subjective

surveys.

Figure 5.1: Our DeltaNet pipeline simulates the post-surgery image in 2D and 3D (bottom) without any manual settings by giving an image or

3D mesh as the input (top). The images were not used during training.

5.1 Face Similarity Search

Our delta images eliminate the position, scale, and rotation using 3D alignment method. Addi-
tionally, we selected only the rest-face images in the dataset. As a result, our delta images represent
a bijective mapping between the image pixels and geometric features of the face. Moreover, the
same image pixel of the different faces represents the same feature. We train our model with a small
dataset, 381 for the training set and 96 for the validation set. The error values during the training by

figure 5.2 show the generalization between the training set and validation set.

However, generalization can become an issue because the dataset is relatively small. We will
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discuss this issue more in the robustness section.

5.2  Attractiveness-Based Subjective Survey

To evaluate the simulated results, we conducted the subjectivity using ten questions based on
the attractiveness attributes Scheib et al. (1999)Perrett et al. (1998)Little et al. (2011)Fink and Penton-
Voak (2002)Little (2014)Perrett et al. (1999) with 24 respondents. The survey shows ten pre-post
surgery face image pairs divided into simulated and controlled groups, with five pairs for each group.
The simulated sample shows an actual human face image for the pre-surgery side and the simulated
image from our pipeline for the post-surgery side. On the contrary, the controlled sample shows the

actual human face for both pre-and-post surgery sides.

As the mechanism of our pipeline, select the most similar face and retarget the surgery proce-
dures from the selected image pair. Hence, a simulated sample is mapped from a single controlled
sample, whereas a controlled sample can map to many simulated samples. Then we analyze by com-
paring controlled and simulated pairs using a 3x3 confusion matrix shown in table 5.1. Each matrix

represents all controlled-simulated pairs for the individual attribute.

The matrices show that our model performs well in the face shape attribute as the majority
selected "The post-surgery face look smaller” for both controlled and simulated groups. The matrices
representing positive results for symmetry and face proportion attributes can imply that our simulated
result looks plausibly realistic. The majority selected ”The overall beauty of the post-surgery is better”
or ”No different” for both controlled and simulated groups. In the same way, the post-surgery face
looks more feminist. In contrast, the controlled group looks younger, but the simulated group looks
not different means our pipeline does not perform well in the ageing attribute. Lastly, our simulated
sample does not perform well with nose shape, mouth shape, eyes shape and chin shape with slightly

different distributions.

5.3 Robustness and Limitation

Our method contains information on the fully frontal face image with rest expression. Thus, we

further evaluate with slightly rotated face images and with different facial expressions. Our models
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produce plausible results with slightly rotated face images but show noticeable artefacts on the teeth
area. Also, the model does not perform well for the face shape that is very different from those in

the dataset, for example, the male face images shown in figure 5.4.
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LeakyRelLU 200 le-06 0.000235 0.000239
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LeakyRelLU 100 le-05 0.000412 0.000427
LeakyRelLU 400 1e-07 0.000818 0.000957
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Figure 5.2: Training loss for the face similarity model demonstrate that our model can generalize from the training set to validation set (top).

The table shows loss values from the training set (Train Loss) and validation set (Val Loss) given activation functions, epochs and learning rate

(Lr) as hyperparameters. We selected LeakyRelU as a popular choice for modern deep learning as it suffers less from the vanishing gradient

problem compared to Sigmoid and Tanh (bottom).



Simulated samples

A respondent answers ten questions per sample focusing the changes on

post surgery images.

1 Is face look more slender or wider?

2 If look more feminist or less?

3 Is look younger or older?

4 |s symmetry or asymmetry?

5 Is nose look more slender or less?

6 Is mouth look more slender or bigger?

7 Is eyes look smaller or bigger?

8 Is chin look taller or shorter?

9 Is the overall face look more -

proportional or less?

10 Is the overall face look more -

beautiful or less?
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Figure 5.3: Our confusion matrix shows the overall simulation per- formance of our pipeline based on attractiveness attributes. The columns
of each matrix represent the scores on a controlled group, whereas the rows represent the scores on a simulated group. The order relating

to each question in table 5.1.

Figure 5.4: The images on the left represent the original facial images, whereas the right represents the simulated post-surgery images. Two
examples show that our model does not perform well with the teeth area (Top row). Also, the model does not perform well for the face

shape that lacks the dataset, for example, the male face.



CHAPTER VI

DISCUSSION

6.1 Implementations

The entire simulation pipeline composes of five main models with different software envi-
ronments. For example, at the time during research, 2D face reconstruction model requires Python
3.6 with Tensorflow 1.12, whereas the Face similarity search model requires Python 3.8 with Tensor-
flow 2.2.0. Moreover, the Surgical procedures retargeting renderer requires Unity3D, and the 3D face

reconstruction model requires MATLAB.

Thus we design a straightforward and flexible environment that can run on a MacBook Pro 2015,

shown in figure 6.1 by following steps.

Step 1: We manually paste pre-surgery images on the main Input directory at the top-left of the figure.

Step 2: The main shell script copies files to the Input directory of Model 1 and runs the shell script

of Model 1.

Step 3: The separate shell script of Model 1 runs the model and paste the output files into its Output

directory.

Step 4: The main shell script copies files from the Output directory of Model 1 to the main Output

directory and runs the shell script of Model 2

Step 5: We repeat the process between the steps 2 and 4 until we finish the last model (Model N)

6.2 Conclusions and Future Work

Our research simulates the facial surgery simulation pipeline, which requires a small dataset.
We propose a 3D registration method to establish correspondence points throughout the face and

align the 3D face rigidly in gradient descent. The output of the registration method is the surgical
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Input Qutput

Pre-Surgery

Image Image

Input Output

o

‘ Model N ‘

Figure 6.1: Our system’s pipeline

procedures of the whole single face. We store the correspondence values in RGB images that make
it convenient to extract spatial information. Then we use convolutional autoencoder to estimate the
most similar face. Lastly, we retarget the surgical procedure from one face to the target face by adding
from pre-to-post delta image. We also discuss our project structure to show how a prototype of the
system may be implemented. We are excited to apply our system to more real person faces in the

future.
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