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Other Fermionic Solutions of Chern-Simons
Electrodynamics
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Abstract

In this senior project, vortex solutions of the fermionic system constrained in the
(2+1)-dimensional spacetime by Cho, Kim and Park (CKP) [1] are reviewed. The
existence of solutions comes from dynamics of the Dirac field coupled with pure
Chern-Simons gauge field in the long distance limit. Motivated by the study of
electromagnetic vortex solutions emerged from the gauged, nonlinear Schrodinger
equation by Jackiw and Pi (JP) [2], we attempt to find a new vortex solution in the
fermionic and relativistic system that also generates electric field. A well-defined
solution has not been found so far, we instead investigate the possibility of a non-
vanishing electric field solution in the fermionic system. First, we review the JP
solutions and the vortex solutions from CKP construction in the non-relativistic
limit provided by Duval, Horvathy and Palla (DHP) [3|. Then, we compare these
two solutions and argue the origin of the electric field. Finally, we conclude all the
results obtained from these three theories.

Keywords: fermionic system, (2-+1)-dimensional space-time, Chern-Simons gauge

field, electromagnetic vortex
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Introduction

One of the reasons that makes the gauge theory in 2+1 dimensions interesting to
study is the fact that we can introduce another gauge term which is both Lorentz
invariant and gauge invariant besides the Maxwell term. That term is called the
Chern-Simons term [4]. The Chern-Simons gauge field alone does not have any



dynamics whatsoever so the term is useless on its own. However, if we couple it
with the Maxwell term, the resulting theory will be able to describe a massive
gauge field. Consider the Lagrangian

1
Lyics = _ZFWF/LV + g€“VpAuFup~ (1)

The corresponding equations of motion are

0, F™ + ge“aﬁFaﬁ ~0. 2)

By rewriting F* in term of the pseudovector dual field F* = %G‘LW’DFW,, the equa-
tions of motion can be rewritten as

(8,0" + K*)FY =0, (3)

which is the relativistic massive wave equation that describes the massive gauge
field of mass k.

We could also add a matter field to the above system and see what additional
results we can obtain. The system of the Maxwell and Chern-Simons gauge field
coupled to the matter current has the Lagrangian of the form

1 K
Lamves = = B Fyy + 7P ALE,, — eAy . (4)
where we use the mostly minus convention n** = (4, —, —) and the coupling is e.

The Chern-Simons term may not look gauge invariant at first. But under a
gauge transformation A, — A, + J,A, the Lagrangian changes by the amount

K
5L = Z0u(AD,A,),

which vanishes on the boundary so Lyycs is actually gauge invariant.

By varying the Lagrangian with respect to the gauge field, we obtain the equa-
tions of motion

9, F"" + ge“”prp — ek, (5)

Decomposing to each component, we obtain three equations,
ep = O0;E' — kB, (6a)
eJ' = —O,E' + €70;B — ke’ E;. (6b)

The original Maxwell equations are now modified by the Chern-Simons term. This
leads to some of the fascinating consequences that we cannot expect from the



Maxwell term alone. To see it clearly let us consider the system in the long-
distance limit where the Maxwell term can be dropped off. This can be understood
by considering the length dimension from each gauge term in (5). We see that both
have two gauge potential but the Chern-Simons term has lower derivative than the
Maxwell term by one. Thus, x has inverse length dimension (L~!) and specifies
the characteristic length of the system. Consider the length scale L, the Maxwell
term is then suppressed by the factor (1/|k|)/L respect to the Chern-Simons term.
Therefore, in the long-distance limit where L is large compared to 1/|x|, the Chern-
Simons term dominates the system and the Maxwell term can be neglected. The
equations then take the form

ep = —kKDB, (7a)
eJ' = —ke' E;. (7b)

The first equation tells us that the Chern-Simons term binding the matter source
with a magnetic (gauge) field. Thus, wherever the particle is, there must be a
magnetic flux couple to it as well. The second equation is the typical Hall term.
Seeing this, we might assume that the Chern-Simons theory is a suitable field
theory to deal with the quantum Hall effect which turns out to be true. In the
context of quantum many-body system, many models involving the Chern-Simons
terms successfully explain both the integer and fractional quantum Hall effects
[5]. However, our purpose here in this senior project does not concern much with
these phenomena. We are rather interested in the existence of solutions with
certain properties in the Chern-Simons theory in the fermionic system which will
be stated in details later.

Because the coupling to a matter field gives nontrivial physical aspects to the
Chern-Simons theory, there have been many studies concerned with the conse-
quence after coupling the Chern-Simons terms with scalar and spinor fields in
both non-relativistic and relativistic regimes. Interestingly, all admits vortex solu-
tions which are bound states between the matter field and the magnetic flux with
some distinct properties depending on the theory. One of the most important work
in this field is the study by Jackiw and Pi. They obtained vortex solutions from
the gauged, nonlinear Schrodinger equation where the particle is coupled with the
magnetic flux through the Chern-Simons interaction. The study is in the long-
distance limit which means the Maxwell terms are neglected in this setting just
like the CKP construction. Many properties of the solutions are similar to the
CKP solutions except that they also have their own electric field. Motivated by
this study, we search for a new solution in the CKP theory that also generates a
nonzero electric field as well. We managed to find one numerical solution. The
magnetic field and electric field are plotted and shown in section 2.



However, because the solution we obtain blows up at a finite distance, the
existence of an electromagnetic solution in the fermionic system becomes ques-
tionable. It is possible that there might be some kind of mechanisms only occur
in the fermionic system that prevent it? Initiating by this idea, We start tackling
this problem by reviewing the JP solutions and the vortex solutions solved in the
CKP setting in the non-relativistic limit which is provided by Duval, Horvathy
and Palla. We then compare these solutions from two different theories and look
out for the origin of the electric field. The existence of the electric field is shown to
have a connection with the non-linear coupling factor of the system. No evidence
support that the electromagnetic vortex could not exist in the fermionic case. We
also obtain non-vanishing electric field solutions for the DHP case as a by-product
of this speculation. Finally, we conclude all the results we have found thus far
from these three theories.

2 Pure Magnetic Vortex CKP Solutions

2.1 Constructing the System

We start with the Lagrangian of the Quantum Electrodynamics (QED) theory in
3+1 dimensions with spinors in the chiral basis defined by

1 9y
£QED(3+1) = —ZFHVFHV + \I/(Z’}/MDM — m)\Il, (8)
=1
i 0 o ‘
ot 0
where we choose the metric convention to be mostly minus n** = (4, —, —) with

charge e. This means D, = 0, + ieA,,.

Next, we assume the axial symmetric solutions along the z-axis

U (Gimz%ﬁ(ta T, Z/))) 9)

eP-*1)_(t, x,y)

where the upper and lower components represent the right and left-handed spinor
respectively.

Inserting ¥ into L£3,; and applying the dimensional reduction by integrating



out the z component give us the effective QED Lagrangian in 241 dimensions

1 - - . .
LoeD@R+1) = — 1 oz,BFaﬁ + Py Doty + iy Do — prbyby —ptp 9

—m(he +9ly,)
(10)
where 7§ (o = 0,1,2) are two sets of the gamma matrices in 241 dimensions
defined as

2 « 3 2

v = (03 ic?, —ict) |, A = (—0°io?, —ict).

Notice that the original 4-spinor V¥ is now separated into two dependent fermionic
fields. This Lagrangian becomes two coupled Dirac Lagrangian with different
handedness in which the frequency p+ play the role of the mass terms of fermions

on this plane.

Now that our theory lives in 2+1 dimensions, it is possible to induce the Chern-
Simons term through the one-loop computation of the fermion effective action [6].
The Lagrangian then describes the Chern-Simons quantum electrodynamics theory
with the form

1

K
LosQep@) = — 1 wsFP + =

4 €A Fgy + 04 iyt Doty + 9 in® Doth-
— pibptby — D —mlyo + i),

where x is the Chern-Simons coupling and its value is arbitrary.

(11)

2.2 Solving for the Solutions

For simplicity, we will consider the system in the long-distance limit where the
Chern-Simons term dominates the Maxwell term and we assume we can neglect
the Maxwell term overall. To find the solutions, first, we substitute (11) into the
Euler-Lagrange equation which gives us the equations of motion

gfaﬁvpﬁw = e (Y §vs + Py, (12a)
(i7§ Do = p1 )by = ma’y_, (12b)
(VDo —p ) = —ma’y. (12¢)



Next, we apply the following ansatz to (12a), (12b), (12¢)

Aa:{ 07 aZt?p?

A(p), o =9,
o
Byt f+(p)€Z *
o= 2l ) 19
ik _
w — eiE_t f_(p)GZ' ¢
i ig-(p)e'-?)"
to get,
ky=1,—-1=k_=1_—-1, E,=FE_ =FE, p, =p_=p, (14a)
Kk dA
S =e(|fLP + g+ + /1P + 19-1), (14b)
0= fig,—f g (40
d ky+eA
di;: * ’ f+ — (E+p)gs +mg-, (14d)
d I +eA
L=, et B fmmf ()
df— k_+eA
dip = f-+(E —p)g- —mgy, (14f)
dg_ I_+eA
L=, (Bl w14
with the on-shell condition
E? = p* + m?.

Now, we are ready to solve the equations.

Case 1: kK >0

We choose gy = g_ = 0 to satisfy the constraint and redefine k, = n. (14) is
then reduced to

dA
—gd—p —e (fsP+11P), (15a)
dfy n+eA
= (15b)
r=tty (150)



This can be further reduced into a single differential equation with only one un-
known variable. The final equation is

1d?A 1,2 dA
——— —(n+ed+=-)=—=0. (16)
p dp p

By solving this nonlinear differential equation above, we obtain the solution

2(n+1) pAledotntl) pedotntl) _ )2
A(p) - e (pZ(er—l-n—l-l) + )2 - AO p2(eA0+n+1) + 22

B <€A0+n+ 1)/\ 5 E+p 1/2 peA0+n
f+ - e 2 E p2(eA0+n+1) + )\2 :

Case 2: kK < 0

(17)

Knowing the solution in the first case, it becomes a trivial task to obtain the
solution for this case by observing that setting x < 0 is equivalent to the first case
but with replacement e — — e. To obtain the equation that has a similar form to
(15b), we instead choose f, = f_ = 0 and redefine [ = n. The set of reduced
equations now become almost identical to (15) where f, — ¢g_ and f. — g,.
Thus, the set of solutions are

2(n + 1) p2(—er+n+1) p2(—er+n+1) )2
A= e (p2(—€Ao+n+1) + /\2> - AO (pQ(—er—i-n—l—l) + )\2) )

1/2 —e n
g (edotn+ DA {—2/4 (E +p)} ( plmedotm) ) o (s)
e E 102(7eA0+n+1) + )2

E—-p

gy =——9g-.
m

The solutions in both cases are shown in Figure 1 in which the bottom plot is
for k > 0 case and the upper plot is for k < 0 case respectively.

Let us show that the solutions we obtained above are actually special cases of
the Liouville equation. To do that, we will assume a more general ansatz

(19)



(a) Avsp (b) B vs p

Figure 1: The vector potential A and its corresponding magnetic field B from the
pure magnetic vortex solutions

with
Ey=FE =E, pi=p_=p,
E— E— 20
Bop=m? F=""Pp ¢ =""Pqg, (20)
m
(12) then becomes
. 2e
ke O A; = — F 2+ |G-,
= g (R 16 o

(Dy +iDy)Fy =0, (Dy—iD3)Gs = 0.

By setting either F.y or G to zero, The other will immediately satisfy the Liouville
equation and thus, give us an exact solution which can be restored to the form
above by imposing the axial symmetry. The reason we emphasize this point here
is because in JP case and DHP case, we will encounter with the Liouville equation
again which show us how similar they are in terms of mathematical structure.

2.3 Physical Properties and Conserved Quantities of the
CKP Solutions

The solutions we obtained from section 2.2 are clearly the vortex solutions (the
gauge vector field curled around the origin) where A determines the size of the
vortex because the peak’s position of the vortex depends on A\. What is less clear
about the solutions is the gauge potential at the origin A(p = 0) = Ay. We define
A as the vector potential in the azimuthal direction which means that if we have a
non-vanishing value of A at the origin, it must be a singularity (it points in every
direction). The authors argued that this singularity is harmless and physically
acceptable because we can think of it as an infinitely thin solenoid pass through



the origin along the z-direction. However, it is a complicated task to generate a
singular gauge field from a limit of the solenoid so we will assume that Ay = 0 for
simplicity.

The first two physical quantities we consider are the magnetic flux ® and the
charge ¢q. The magnetic flux pass through the circle area of radius p is

e P1dA
d(p) = / B-dd = / —d—pdpdgb =21 A(p). (22)
Area 0o pap

For the total magnetic flux

O (00) =21 A(0) = $4§(n +1), (23)
where the upper sign is for case k > 0, lower sign is for case k < 0. Notice that
there is an additional parameter n contribute to the magnetic flux. Looking back
at our ansatz (13), This n is actually the coefficient inside the exponential function
of the azimuthal part. For the solutions to be single-valued and thus physical, n
must be an integer value with the constraint n +1 > 0 so we could say that n
specifies the mode of the vortices.

The total charge can be directly calculated from (6a) where the charge is cou-
pled to the magnetic flux
q = Frd. (24)

The conserved quantities of the system can also be computed from the energy
momentum tensor (symmetric and gauge invariant) which is given by

7L5=:%hﬁdv+ng%—V+ﬁDaﬁﬂ++~$f0wulh-+vfﬂDaﬁﬂJ- (25)

Knowing the energy-momentum tensor, we can calculate the total energy £, and
total angular momentum 7 of the vortices to be

e=1g,
y (26)
K q

J 2e :':26
What worth mentioning are that even though the solutions are special cases (axi-
ally symmetric) of the solutions that satisfy the Liouville equation. They do have
non-vanishing energy unlike the same solutions that was found in Jackiw and Pi
work. The total angular momentum 7 = F¢/2e in CKP case is also only half of
the value J = F¢/e in JP case. This is something to be expected because these

solutions describe fermions, unlike them that describe a scalar particle.

10



3 Electromagnetic Vortex Solution from the CKP
Theory

From the work of Jackiw and Pi, they found out that possible solutions for the
Chern-Simons gauged, non-linear Schrédinger equations in 2+1 dimension describ-
ing a scalar particle are zero mode and have non-vanishing electric field. This be-
comes our motivation to seek for a vortex solution that also admits a non-vanishing
electric field in the Chern-Simons quantum electrodynamics theory.

We initially guess the ansatz of the form

(IO)7 _t
Ay = 0, a=p,
10)7 _¢7

zk 10)
77Z)+ — —zE+t ( zlj_qﬁ) , (27)

e t(zg_@)) o)

See that our ansatz is almost identical to the one in the pure magnetic vortex case
except the non-vanishing gauge field in time component. So we should expect that
substituting (27) in (12) will give us almost the same form as (14). Our guess is
true in which the only differences are that the energy E is shifted by the electric
potential of the value —eAy and the current equation (14c) is not forced to be zero
anymore.

For (12a), we consider each component,

(12a) a=1;
. _ ik_¢
ke Fyg =e [(fie—zk#b _igiB_Zl+¢) <(1) (1)> (Z'];_eeilqs>
| , . 0 1\ /[ fre™+?
(r—iked ok =il +
(f_@ tg_e ) (1 0> (,l'g+eil+¢>] (28)

—rklEy =e [zfig e_i(k+_l+)¢ — ig* fy eik+—14)¢

11



(12a) a=2;

. L 0 —i\ [ feh?
* ,—ik * =il
ke2OF, —e [<f+€ ik ¢ —igie™ +¢) (Z 0 ) (ig_eil¢

; ) 0 —g f ez‘k+¢
| fx =ik ;o x —il_¢ +€°
kE, =e [fig+e_i(k+_l+)¢ + gif+ei(k+—l+)¢
—frg_eTih-—1)9 g*_f_ez‘(k,—l,w]

(12a) a=0;
Kk dA
——d—=6(|f+|2+|9+|2+|f—|2+|g—|2) (30)
p dp
Imposing ky =k_ =1, —1=1_—-1=k,
(28) ;
kO, Ao :e[ifj_g+ei¢ — igij]re_w’ —ifrg_e'® —ig* f_e ]
=ie[(f19+ — 9} f+) cos o+ (fig+ + g\ f4)ising (31)
—(ff9-—g f-)cosdp— (frg- +g" f-)ising]
(29) ;
—k0, Ay =e[f g€ + g fre™ — frg-e + g  fe]
=e[(fig+ + g} f+)cos o+ (fig+ — g} f+)ising (32)
—(frg-+g f)cosp—(frg- —g" f-)ising]
dp 0¢p ) cos @
) ayA() = 8_ya0A0 + 0—y@¢A0 = Slnng@pAO + P 8¢A0
0y Ag = cos ¢ D, Ay — 812¢8¢A0
(31)sing — (32) cos ¢ ;
(33)

K'/ * * * *
—g%%zﬁ%+mh—ﬂm—mﬁ

(31) cos ¢ + (32) sin ¢ ;
%(%Ao = —i(figr =9 fr = [l9- + 9" 1)

12



Input the ansatz Ay = Ag(p) = 9,40 =0

0=fig: —gifv — flg-+g"f-. (34)

To reduce the differential equations and still make the solution satisfies the con-
straint (34), we choose the choice

f+:fi7 gi:_gfa
E—‘r:E—:Eu Py =—DP- =D,

and also assume that fi and g, are real functions. Then,

(33) ; 0=0
(34) 5 —=0A = 4(frgs) (35)
) i -5 =2+ ) (36)
(14d) E— E—eAy g—p_—k—i_peAf—(E—erij)g:—ngr (37)
R I R
f) EoE-ct i - EEERE C(meedi-plg = -mge (39
(49) E—FE—cAy ; —%ﬁ-—k+ifﬁAg++(E—eAw+Mf+ZTwﬁ-M@

We see that (37)=(39) and (38)=(40) when p = m = 0 so we will set it like this.
This also forces ' = 0 from the on-shell condition. Now, the four equations below
are reduced to two and we are left with total four coupled differential equations
with four unknown variables

/‘idAO
P il | 41
R s (41)

K dA

(36) ; YT =e(fi +97) (42)

d k+eA
Bwv-g— Lt = eogs =0 (43)

d kE+1+eA

(38) dg; S getedof =0 (44)



(a) Evs p (b) Bovs p

Figure 2: The electric field and magnetic field of the electromagnetic vortex solu-
tion

There is no known exact solutions for this set of equations up until now. The best
we can do is to solve it numerically by setting appropriate boundary conditions
for each function.

One solution that we found so far is from the boundary conditions
A(0.001) = 0.001, Ay(0.001) =0.001, f(0.001) =1, ¢(0.001) =1,

with parameters y© = 1,e = 1.6,n = 1. The results are shown in Figure 2.

Even though we could find a solution, it does have a crucial problem. Both
electric field and magnetic field blow up at a finite radial distance which should
not be possible in nature. we suspect either that the boundary condition in this
case is still inappropriate or the numerical method we use is still not efficient.
But put that aside, if we look far beyond the problem of boundary conditions and
ask its physics instead, an open question arise. Is it possible for the fermionic
system to admit non-vanishing electric field from Chern-Simons dynamics in the
first place? The motivation we got come from the system of scalar particles so it is
possible that there might be some mechanisms that prevent this electric property
in ferminonic particles. An attempt to answer this question is shown in the next
section.

14



4 Possibility of Electromagnetic Vortex Solutions
in Fermionic System

4.1 Vortex Solutions by Jackiw and Pi

To answer whether the fermionic system under the influence of the Chern-Simons
gauge field do admit an electromagnetic vortex solution or not, we first investigate
where our motivation arises. Jackiw and Pi showed us that the gauged, nonlinear
Schrodinger equation naturally gives zero mode vortex solutions if the scalar field
couple to the Chern-Simons gauge field. They start with the Lagrangian

. 9 , 2
Lip = ge“”"AuFl,p + iR U (at + %A(’) v ;—m <v - %A’) \I/’ + g(\p*\p)?.
(45)
where the convention of the metric they use is mostly minus n** = (4, —, —)
and the charge is e. For the importance of each term, the Chern-Simons terms
give us dynamics of gauge fields. The second and third term are the Schrédinger
Lagrangian. And the last term represents nonlinear behavior of the system which
is the interaction of the particle with itself. This term may not look familiar yet
but after we specify the nonlinear coupling ¢ later, the physical meaning of the

last term will reveal itself.

The gauge equations are identical to the ones we show in section 1 after we
apply the long-distance limit. They are

ep = —KDB, (46a)
eJ' = —ke'E;. (46b)

Knowing these gauge field equations, we can express the gauge field A, in terms
of the matter source and current as

. 1 .
A(t,r) = ;/dQFIG(F— F’)p(t,F(), (47a)
1 . .
A7) = 1 [ @G- 7)), (47)
K
where G is the Green’s function
i Ly
G'(r) = %ejﬁj Inr, (48)
that satisfies .
V x G(7) = —6°(7). (49)



Because A and Ag are dependent on ¥* and W, substituting £;p into the Euler-
Lagrange equation to obtain the matter field ¥ equation will make the task com-
plicated. Instead, we will use the Hamiltonian formalism to deal with the problem.
Legendre transformation from L;p give us the Hamiltonian

H :/dQF h—2|ﬁxpy2—9(m*m)2 (50)
P 2m 2 '

where D = <V — ﬁ _').
Then, ¥ equation can be obtained from the Hamiltonian field equation

, 0H

Supplemented by (47), we obtain the equation
h? -
ih oV = {——DQ +eA’ — g(\I’*\D)] v. (52)
2m
With the form of the Schrédinger equation, we could say that ¥ describes quantum

particles moving in the vicinity of the nonlinear potential with strength — g. Thus,
the matter current J* follow directly from the usual Schréodinger equation.

Jh = (pe, J) = (C\If*\ll, Qim[xp*(ﬁqf) - \11(5\1/)*]) : (53)

Now, to solve the equation, we assume a static system in which the zero mode
solutions satisfy the self-dual ansatz

(D1 £iD9)¥ = 0. (54)
We can make the equation looks more solvable by assuming one more ansatz
U = exp (iiw> P2, (55)
he
Substituting ¥ into the self-dual equation gives us the gauge field
- h
A:ij:Q—CVxlnp. (56)
e

We see that w is just an arbitrary gauge which can be set to zero for simplicity.

16



To solve for J#* we substitute A into the gauge equation (46a)

e

B=——p
K
Rc 91 10 12 92 €
010w — 0x01w £ %(6 07 lnp — €05 Inp) = —;p
2 2
VZlnp = +22,
hek

This is the Liouville equation which admits an exact solution only when the coef-
ficient on the right hand side has a negative value. The sign 4+ we choose must be
opposite to the sign of k. Therefore, we could write the equation as

2¢?

Viinp=——-

(57)

and in order to avoid sign confusion, here and henceforth we will replace + with
—k/|K|.

The corresponding solution is of the form

4 )P

= QU+ (58)

where 7 is a complex variable, o = e*/(hc|x|) and f(z) is an arbitrary function.

We can construct a general axially symmetric solution out of the Liouville
equation by setting f(z) = (TTO)n The solution becomes

An? [ rro\» r\"]?
=— (=) +(— i 59
P= o {(r) (T0> ] (59)
Notice the similarity between this solution and the one we solve in the CKP theory,
this is because both are solutions of the same Liouville equation and assume the

same axially symmetric property. B also relates to p in the same way thus they
are solutions that describe a vortex.

Next, we can relate J to p using the definition (53). Substituting A from (56)
to get

h ie ie
E_ ' * _ T AE . T AR\
J¥ = - {\I/ (O hcA YU — W (0 + hcA )L'G
ep K ey
= —— —_—— — 1
me ( || 2° & np) (60)

_ KRN
- (\@2m>6 Oie-
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(a) Radial plot

(b) Vector field plot

Figure 3: Plots show the electric field of the JP solutions

This non-vanishing J is what makes this solution interesting. By inserting J into
the second gauge field equations (6b), we obtain a non-vanishing electric field

, h o h
E'=— (—i ‘ ) 1 Op = —6—&-/), (61)

|k| 2mck 2mce| k|

The radial and vector field plot on the plane of this electric field are shown in
Figure 3 in which we set all constants to unity and the parameters ro = 3, n = 2.

Now we will show that this self-dual ansatz do make the equations consistent.
First, we consider the Hamiltonian of the system

we rewrite the Hamiltonian (50) using the identity

2
DU =|( Dy — —iDy | ¥| — —— — — —B(U*0). 2
5o =| (D~ fipe) o] - RV - Emwe.
The Hamiltonian then becomes
h? K > kh - g Kk €h
=— || Dy — —iDy | V| — —— J)— |z —— UU)? (63
& 2m ( ! |fi\Z 2) |/<a|2(V>< ) <2 |/<a|2mC/<o)< ). (63)

For a well-behaved matter field throughout the plane, V x J vanishes after inte-
grating over space. Due to the arbitrariness of g, we can also set g = e*h/(mc|x|)
(shortly, we will see that this is in fact the natural choice for g) so that the only

first term survives.
K
(Dl — —z'Dg) Y
||
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Thus, The minimum energy can be obtained if it satisfies the ansatz (54). We see
that they are truly the zero mode as we first claim from the ansatz.

Next, this self-dual ansatz enable us to rewrite D? as

PP=p24+Di="Sp 64
1 + 2 ’/‘i’ hic ) ( )
so the static equation (52) can become
Kk he .
0= |———B+edy—g(V"V)| V.
|k| 2mc
Substituting ¢ and ¥*W¥ in terms of B to get
h he?
0=|-" " pieqgy— (L1 (—E>B v
|k| 2mc |Kk| mek e
. h (65)
Ayp=— ——RB
|k| 2me
We can now directly calculate for E
E'=—0;A¢
k h k hc
= e, | ———€"o1
|k| 2me “ < || 2cC AP
h2 (66)
= —0;Vinp
dme
he
= - az )
2mc| k| P

which agrees with the electric field we previously found from the gauge equation.
Therefore, the Schrodinger equation holds true.

Before we end this section, let us show the consequence of these solutions to
the Schrédinger equation. Using the results we found, (52) can be rewritten as

h? - h h
ihoW = |———D?te(-rm )B4+ (—2)B| U
2m |k| 2me |k| me
h? - h
= |- Dt ) Bl W
2m |k| 2mc
The last term has manifested its nature. With the right choice of &, it will represent

the Zeeman term of the spin-1/2 particle with the right electron-spin g-factor.
However, because the JP theory starts from a scalar field and this last term is

(67)
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actually the contribution from two different physics, one is the electric potential
and one is the self-interaction from the nonlinear term, thus, we may say that
these contributions create a pseudo effect which attach spin magnetic moment to
the scalar particle.

We have shown how to obtain the electric field step-by-step from the JP theory,
in the next section, we will repeat the same procedure with our Chern-Simons
Electrodynamics in 241 dimensions and see where the result differs.

4.2 Vortex Solution by Duval, Horvathy and Palla

To compare with Jackiw and Pi case, we consider our system in the non-relativistic
limit. This has already been studied by Duval, Horvathy and Palla in the subject
of non-relativistic spinor fields in 2+1 dimensions. In this system, they choose the
convention n*” = (—, 4, +) and charge —e. They first consider the non-relativistic
limit of the decoupled Dirac equation (12b), (12c)

(icyiDa —m)ips = 0, (68)

where we set the 3-dimensional mass m to zero and redefine p, = p_ = m,
1y represent the right-handed and left-handed spinor respectively with +¢ =
(£03,i0',i0?). These gamma matrices are slightly different from CKP case be-
cause they rotate the coordinates by 90 degrees so that © — —y,y — x.

¢+ _ e—imCQt (i’:) 7 w_ — e—imcgt (é:)) (69)

iD® — c3 - Dy = 0,
iDyx — co - Do — 2mc*y = 0,

By setting
(68) becomes

\\ X _
where ¢ = \Ij+> and y = >~< . In this non-relativistic limit, the last term
- X+

of the second equation dominates the time derivative term so we can drop it out.
The final equations is the Lévy-Leblond equations which describe Dirac particles
in the non-relativistic limit.

D,® +i(3 - D)x =0,

~ 70
(0-D)®+2my =0, 70
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where we redefine y as xy = x/c.

The equations tell us that @,y represent two-component spinors that interact
with the Chern-Simons gauge field through the current J* which is defined as

T = (p, J) = (|9%, (@73} — x'57P)). (71)
By re-arranging the form of the Lévy-Leblond equations with the use of the identity
(D - #)? = D? + eBos, (72)

we can write one of the equation to solely depend on one spinor. The first equation
then becomes

. 1 =
ZDt® = —%(Dz + €BO’3)¢. (73)

Because y is related to ® by x = —(1/2m)(G - D)®, thus, this one equation is
enough to solve for a solution.

We see from the equation that & satisfies the Pauli equation. This starts to
look similar to the Schrodinger equation (52). The similarity can be achieved
more by considering the static system. Together with the gauge field equations,
the governing equations are

0= —%(52 + eBo3)® + e A, (74a)
f:—gﬁxAh (74D)
kB = —ep. (74c)
To tackle the equations, first, we assume the self-dual ansatz
(D1 - %@@) o =0. (75)

This self-dual equation helps us rewrite D? as (r/|x|)eB. The Pauli equation (73)

can then be written as
1
——eB i—1-03 +eA | D=0
2m ||

o (M ) rea] (3) o

This equation suggests us that it can be solved with vanishing A; and ¢ with only
one component. This means

P, = (‘I’O‘) = (qﬁ) (77)
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will solve the equations where ®_,, &, correspond to negative x and positive x
respectively. Thus, ®_,, &, will each solve the self-dual equation (75)

(D1 + Z.DQ)(I)_,i = O, (78&)
(Dy — iD2)®,, = 0. (78b)

Moreover, both make y from the second relation of (70) vanishes. Therefore, it

leads to
. U , W_
_ —imc?t + — —imc3t K
e <X+/C> ) ( 0 )

(79)
—’LmC <X /C> —
for negative x case, and
A c> ’
X+/ (80)
—zmc X /C _ —zcht 0
v.,.)

for positive k case.

This means negative x case will lead to the right-handed spinor with spin up
solution and positive x case will lead to the left-handed spinor with spin down
solution.

By substituting @, and B in terms of the mass density p = |®|* into the Pauli
equation (73), the final form becomes
D?* Kk

Z.Dt\piﬁ = —% - MA(Wlﬁq}ih}) qj:ﬁ:m (81)

where A = €?/(2mk).

This is almost identical to the gauged, nonlinear Schrodinger equation (52)
except for the value of the non-linear coupling . It is exactly half of the value g
used by Jackiw and Pi which becomes the reason why the spinor solution is purely
magnetic. Remind that in Jackiw and Pi case, the electric field is needed such that
Ay would cancel out half of the non-linear term. In Duval, Horvathy and Palla
case, The nonlinear coupling is already half compared to the first theory so there
is no need for A; in the first place.
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(a) 1st current term (b) 2nd current term

Figure 4: Plots show each current term of the DHP solutions

We can also dig deeper on this electric property by considering J using the
definition (71) given by the Lévy-Leblond equation itself. By writing it in terms
of ® alone. It becomes

S - . 1
J=—[®'D® — (DP)'®] + V x (Q—@Tagcb) . (82)
m

There is an additional divergenceless term compared to the current in the Jackiw
and Pi construction. This term represents current from spin of the spin-1/2 par-
ticle. And by substituting the vortex solutions into the current J, we see that
> K K
J=——"Vx (U, ¥, )— ——
2m[ /{’ ( +r ¥t )
:0’

amfa] > (W) (83)

the latter term cancel out the former term completely. Therefore, we could say that
for these vortex solutions, the spin current is responsible for the vanishing total
current overall, the probability fluid stop flowing, no current observed throughout
the plane and thus no electric field could be produced. The vector field plots of the
current from each term in (83) are shown in Figure 4 where we set all constants
to unity and the parameters rg = 3,n = 2.

But what if we want to force our solutions to produce an electric field in the
spinor case, is it still possible? The answer is shown in the next section.
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4.3 Electromagnetic Vortex Solutions from the DHP The-
ory

Looking back at (76) and we see that we can induce an electric field by swapping
the component of the spinor ® with respect to the sign of k. There will be two
possible solutions that still satisfy the self-dual equations, is static, and do not
require vanishing A;. They are

o, = (xpo_,) Py = <\I}J ”), (84)

will solve the equations where ®_,, ., correspond to negative x and positive k
respectively. And as the same as DHP case, ®_,, @, will each solve the self-dual
equation (75)
(Dl + iDg)CD_R = O, (85&)
(Dl - iD2>®+K - O (85]3)
However, unlike DHP case, x from the second relation of (70) will not vanish.
They will have the value

o =——(0-D)®_
X—k Qm(g ) K
1 0 Dy —iDy\ [ 0
= om\D, +iD, 0 v_, (86)
1 ((Dy—iDy)V
 92m 0,

1 -
k= — 5 -D q)—n
X+ Qm(g )
. 1 0 Dl - 2D2 \I]—H{
__%(Drﬂ'l% 0 )( 0 (87)
1 0
 2m \(Dy +iD) ¥, )

for positive k case.

Therefore, it leads to

o, ] A\
__ _—tmc“t + __—imc4t K
Y= (X+/C) — ¢ ( 0 >’

w — e—imCQt (X—/C) — e—imCQt ((Dl - iDQ)\I,—n> (88)
- v 0 ’



for negative x case, and
by = emimet Ve = ¢imet ( 0 ) ;
X_|_/C (Dl +Z.D2>\I[+H

__—imc?t X—/C __—imc3t 0
y-=e <\I!_> ~° (‘I’Jrn)’

for positive k case.

Now our solution from both cases give us both positive and negative chiral
spinors. Thus, they are different from the solutions solved by DHP.

To solve for the solutions, first, we substitute the ansatz V., = p'/? into the
self-dual equation. For simplicity, we will only consider for negative x case. The
second component of the self dual equation (85a) then becomes

[(81 — iGAl) +1 (82 — ZQAQ)] p1/2 =0

1 (1
<§p_1/281p+6142p1/2> +i <§p 1/232p— €A1p1/2> —0

1, (1 (90)
—p Op+ Ay | +i|p Oop—eA )| =0
2e 2e

1 .
— A :2—663@ In p.

Substituting A; into the gauge field equation (74c) will give us

e
B=——0p
K
Ay — A = —Ep
L 910 12 92 € (91)
— 07 lnp —e=0;51 =
26(6 1 np € 2 np) (_l/f‘)p
2¢?

Vilnp=—-""p.
%]

This is just the same Liouville equation (57) as in JP case. Thus, we immediately
obtain the axially symmetric solution p in the form

=[] &

For the magnetic field B, It is linearly related to p (74c). Thus, It is not
different from JP case and CKP case. The radial plots of p and B are shown in
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(a) p radial plot (b) B radial plot

Figure 5: Plots show the radial plots of matter field p and magnetic field B of the
electromagnetic vortex solutions from the DHP Theory

Figure 5 where we set all the constants to unity and the parameters ro = 3,n = 2.

Next we compute the electric field. By substituting ®_, and ®,, into (76).
®_, will give us

1 141 0 0\

o (o) e () -0 (%

B
— At:__7
m

with the corresponding electric field

B = —9,A =— {—iai (—@)} = 9p. (94)

m K m|k|

And @, will give us

1 —-1+4+1 0 Vi)
{_%63( 0 —1—1)“4(0)‘0

eB 0 U\ 95
_EEQQWﬂ)H&(O)_o (95)

B

— At =

m

with the corresponding electric field
« 1 ep e

%Ay {m < m)] m|k| p (96)
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(a) Radial plot

(b) Vector field plot

Figure 6: Plots show the electric field of the electromagnetic vortex solutions from
the DHP Theory

Notice that this electric field does not depend on which sign of x we choose for
the system just like (66) in JP case. However, it has double value compared to JP
case. The radial plot and vector plot of this electric field are shown in Figure 6
where we set all the constants to unity and the parameter ro = 3,n = 2.

The interesting feature is the attractive closed loop at a finite distance for both
solutions in our case. if there is a test charge in this vicinity, it would fall into this
closed loop. Even though we still not know the mechanism behind it, we suspect
that both spinors play a crucial role in this phenomenon. Also, we note again that
this system is in the long-distance limit. Thus, this closed loop might change its
radius or even disappear once we consider the additional effect from the Maxwell
term.

Another thing that is worth mentioning is their energy. But to calculate it, we
must state the Hamiltonian of the system first. It is

1 -
H:/{2_|D@|2+A|<1>|2<1>T03q>}d2x. (97)
m

We can repeat the same procedure as in JP case by using the identity (62). For
simplicity, we will only compute for negative x case. The solution by DHP then
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gives the Hamiltonian

1 .
DHP = o, LWL T 2) ¥k |” T EDY 4
H 5Dy Do)V " + eB|V ]

Qiﬂ\qfﬂy? [(\I/*_,i 0) (é _01) (%“ﬂ}d%

:/{%BN’—NM;Q p(l\P_HP)}d% (98)

+

meK
2

Y ) P

/{2m< K p+2m/€p} ’

=0.

where in the first line, the first term vanishes due to the self-dual property and the
second term vanishes on the boundary. The last two terms cancel each other in
the third line and we get the zero energy as the result. Thus, the DHP solutions
are the zero modes of the system.

Next, we consider our electromagnetic vortex (EMV) solutions, the Hamilto-
nian is

1 .
Heguyy = —[|(Dy +iDy)V_.|* + eB|¥_,|*]
2m

[0 v (o 5) ()]}

€ 62
2—31@%\2 + p(—|qfﬁ|2)}d2x (99)
m

+

2mk

2
(),
{2m< P 2m/<;p} v

Numerical values we obtain after all the parameters are determined tell us that
the Hamiltonian depends on both parameters ry and n and they are always greater
than zero. Therefore, we can conclude that these solutions are different kind of
mode from the zero modes in the original paper in which the energy depend on
the size and number of solitons in the vortex.

Now, we do have possible non-vanishing electric field solutions for spinor in
non-relativistic limit. Can we extend it to the relativistic case where dynamics of
both two spinors come to play? Two things we can say are that the form of J and
(70) will surely be different so even if we consider the static system and the self-
dual equation is satisfied, there is no guarantee that the equation could be solved
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exactly like in the non-relativistic limit. And if it could be solved numerically, the
additional term that manifest only in the relativistic regime will not admit simple
solutions like the one we get in the non-relativistic regime. We have tried some
ansatz to the Dirac equations but so far, none has a simple form enough to be able
to solve (even numerically) except the one we have shown in section 3. However,
the solution is not well-defined at a finite distance so the validity of the solution
is still questionable.

5 Conclusions

All the solutions from fermionic system coupled to the gauge field via Chern-
Simons interaction in relativistic (CKP), non-relativistic limit (DHP) and from the
Chern-Simons gauged non-linear Schrédinger equation (JP) shares many proper-
ties together even though they come from different theories. The reason is because
they are solved from the same self-dual ansatz, the same Liouville equation. Thus,
the same solutions should be expected. However, the underlying structure from
each theory still leads to different solutions directly or indirectly. The most inter-
esting one is the presence of radial electric field in the JP theory. We know that its
presence contributes to half of the Zeeman effect and give us the right factor for the
spin-electron g-factor. It is thus interesting to find the non-vanishing electric field
solutions in the fermionic system in the presence of the Chern-Simons coupling.

In the relativistic regime, we obtain one numerical solution from a specific
setting, we believe that it is unphysical because the solution blows up at a fi-
nite distance, In the non-relativistic regime, we obtain two exact solutions by
exchanging the component of the original spinors ®., with respect to the sign of
Chern-Simons coupling . The electromagnetic vortices we found have the electric
field of the same form as the JP solutions except that their amplitude are half of
the value.

For possible physical applications, Chern-Simons vortices in the non-relativistic
regime could be used to explain condensed matter phenomena such as fractional
quantum Hall effect [5] or high temperature superconductivity [8]. For the vortices
in the relativistic regime, the situation is ambiguous because there are not many
relativistic phenomena that are confined in 2+1 dimensions. The condensed mat-
ter system is also intrinsically non-relativistic. Thus, an application from these
relativistic vortices is still unknown.
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6 Appendices

In this section, we present the calculation in details for the equations we used in
this paper.

Appendix A: Calculation Details from Section 2

(2) =3 ;
First, we rewrite (2) in terms of F* = Te"PF,,
—(ke?)F” =0, "
1
:5(9“(555; — (5’5(5;)F0‘5
1
= SO (V) 7 (100)
1 Vo [0}
=5 Mpo €7 (€’ P Fag)
:npge“wﬁuﬁp.
Multiplying above equation by xe? and apply (100) into the equation again to get
—(562)2FV :npae“”"ﬁﬂ(/ﬁeQﬁp)
= — npUT])\L;E#VUCO[pﬁa#aaF)\
= — eﬂ”"%aaﬂaaﬁ
= — (640Y — 616%)D,0%F°
=— (0,0, F" — 0,0"F").
By choosing the gauge choice 8MZ~7 # =0, we finally get the equation of motion of
the form

0,0" + (ke?)?|FY = 0. (101)

8) = (1) ;
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Substituting (9) into (8) to obtain the Lagrangian

1 v —ipyz —ip_z 0 1
ES——r

(0 1 (0 —o eP+*q))
» [(1 O)Dw(ai ‘ >Di_m] (U

1 . .
- _ ZFWFW i (e—szrzwi e—zp_z??/)T_)

(1 0 (o' 0 01 e+,
D D, — ‘
o ey S)pen o) ()
1 . .
- _ ZFWFAW 4 (e—zp+zwi e—zp,sz_)
y i€+ Dot)y + i0' DieP+*ah, — meP-*1)_
ieP*Dyp_ — io' DjeP-*1h_ — meP+*),

2

1 . . . ; . ;

= — " Fuy + Wl Doty + i Doy + Y (il o’ Do — Lo’ Dy
j=1

+ il oPipp, — it oip_i_ + (il oie A, — il olieAy)
— _m(e—i(m—p—)zlﬂwi + ei(p+—p—)sz_¢+).

After performing the dimensional reduction by integrating out the z-dependence
term and neglecting the 7th and 8th terms from £ because they are irrelevant in
2+1 dimensions (A, does not contribute to the electric field on the plane or the
magnetic field perpendicular to the plane), the Lagrangian becomes the effective
QED Lagrangian in 2+1 dimensions

1
Lof =~ ZFWF,,G + Z’l/}i(ag’a?’Do +i0°0? Dy — i 0 Da)y

—ip! (=0°6° Dy + ic®0* Dy —io o Do) — p+¢103@/}+ +p_pl oy
—m(ply- +9le,),

where we also assume that p, and p_ are equal so that the mass terms survive
after dimensional reduction.

To make it looks simpler we define 1. = £1f0® and 74 = (£03,i0?, —ic!) so
that

1 - _
Logg =— ZFWFW + Yy (iV) Dy — py )by + (i7" D, — p_)b_

—m(ly_ +ylyy)
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Lastly, we induce the Chern-Simons term from the first order loop correction. The
final Lagrangian becomes

1. K o iy
Lcosoepe+1) = — ZFP Foo + 1€ B’YAaFﬁv + i (ivf D, — py )by

+9_ (i7" D, — p_)p— — m(plap_ + i)

(1) — (12)

The equations of motion can be extracted from the Lagrangian (11) by using the
Euler-Lagrange equations, which are in the form

oL ( oL )
— — 0, | ——— 1] =0 102a
Oy 9(0at+) (102)
oL oL
9 ), ~ ) =0 102b
il Corm) o)
oL oL
8_145 - 8a (—8(8QA5)> =0 (102(3)
Substituting (11) into (102a),(102b) and (102c) to get

(102a) ;  mo*Y_ = (Vi D, — py )y

(102b) 5 —mo*Yy = (YD, —p- )Y

(102¢) ;

oL oL K - _ K

_ _ 7= ) = DB _ B B "V Bpa

aAB aa (8(8aA5)) 46 Fl/p e(er’Y—i-er + ¢—7_¢—) 26 aaA,u

K

QE'BVpFVp = e(Ppyivy + vy )

(12) —» (14) ;
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Substituting the ansatz (13) into the equations of motion (12a) to obtain

mosth_ =i [(é _01) Oy + i (S _Oi) (0, +ieA,) — i ((1) (1)) 0, + @'eAy)] e
— P —m ((1] _01) v
- (é _01) (—iB, )

0 0 9, 0
+ ( 0 1) (—pa + —¢a¢ + e pA +Z€a¢A¢> (T

-1 0)\oz”? oz “or
0 ap 0¢ . Op . 09 ,
- (Z 0) <a—y3p + a—y3¢ + Zea—yAp + zea—yA¢ Py +ipiby

o ((1) _01) v
=i (( (B} —py) fre®+? )

By +py)(—igy )e+?

sin ¢ _ sing z’g+e“+¢>
+ op — Dy — A :
(cosgf) P p p — i€ p ) (—f+e"‘“'+¢

cos ¢ cos ¢\ (igyet+? . foeth=¢
(z sin p0p + 1 p Op — e ’ ) (f+eik+¢ +m —ig_eil-¢

:_Z.<( (B — py) fre+ )

E. + P+) (_ig+) ied

L[ ' Jigie's? v €Y
(— ¢5 — & 8¢—I— eA)ere““W —ig_el-? ]’

We finally obtain two equations out of (12a)

) . I A ,
0=—i(Ey —py)fee™ +imfe™? 4 (apg+ + =g+ 6—9 ) ellte=1?,
p P

0=—(Ey —py)gse™? +mg e’ —i (aprr Lt - _f ) S

By setting ky = k- =1, —1=101_—-1, E+:E_:E, pr = p_ = p we can
simplify the equations to the form

ki +1+eA
Dpgt+ = — (%) g+ +(E=p)fy —mf_,

ki +eA
Opft = ( * ’ )f+ — (E+p)g+ +mg-.
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We can rewrite (12b) in the same manner as (12a), the equations will be similar
except that all the subscript +, — are exchanged and the sign of £ and m are
exchanged too so we get

ke A
@wz—(—i%ii)gsﬁE+mﬁ+mh,

k +eA
@fz(—%igf-HE—mg—mm-

Next, for the last equation (12c), we consider each component

B=0 ;

ko
K o012 021 * —ikyp o—ilyo) 3 3 [ fr€TT
— F; Fy) = e "t —ighe "t C
2e (€ 12+ € F) (f+ I+ )a 7 igyet+?

Fet i) () (1)

Z‘gieilfqﬁ
K
—e—p@pA =|f+1? 4+ 1P+ g4 )* + |g-I?

=1 ;

K 120 102 ¥ —i e 5. o [ fretF+®
%(5 oo+ € Fp) = (fre % —ighe %) o%ic (z’g+eil+¢

ik_¢
% —ik_ - sy oy [ J-€
+ (f,e ) —ig*e ¢) (—c”)(ic?) <ige“¢)
* —i C w i igyet?
0= (f+€ Bo o —igle lm) (f+€ik+¢
il
* ,—ik— ox o —il_ tg-¢€
— (fre7®0 —igtem?) <j’<ﬁk¢>
0=ifigie® —igt fre ™ —if g e +igtfe ™
0=(figy — [19 )’ + (9" f- =g fr)e™
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p=2;
K

201 210 (ki ok il 30 1 freht?
26(6 F01 +e€ FlO) = (f+€ Zg+e )o‘ ( 10 )

fig+eil+¢
ik_¢
* —ik_ Cox o —il_ 3 TN C
+ (f_e ¢ —ig*e ¢) (—0°)(—io™) (igeil¢>
0= (fre—ikeo Cx il gie't?
= ( +€ —1g;€ ) i f,eth+o

i
* —ik_ s x _—1l_ g-€
_ ( *e ¢ —ig*e ¢>) (ifeik¢)
0= figee® +gifre ™ —frge®—g" fe™
0= (figs — frg-)e’ — (g f- = gifr)e™™

The last two components give us two constraints of the system. But notice that
if only g% f+ — g* f— = 0, Both constraints will be satisfied immediately. Thus, we
now obtain all the equations of (14).

(16) — (17) ;

Starting with (16)
1d*A 1,2 dA
~ea A+ )28
T (n+e +2),02 i
Without a knowledge to solve for the exact solution of this non-linear differential
equation, we instead using the DSolve operation in Mathematica to solve this

equation, The solution is

1
A(p):g[—l—n—i—\/—1—2n—n2—2e2C’1

X tan [v/—1 — 2n — n2 — 2e2C,(Cy + In p)]).

Redefine

—i(Cy = \/—1 —2n —n2 —2e2C,;, Cy = C30s.
604803lnp _ e—C4€—C3lnp)

; tan (—iCy — iCyppp) = —1 <

eC4€Cglnp + 6—046—03lnp

Cs 6—204 —Cj3

:_i<pc —2C pfc
p 3+e 4p 3
il
PP + A2

1 p203_)\2
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Next, we apply the boundary condition A(0) = Ay

1
A(0) = (-1 —n—C3),
e
Cs=eAg+n+1 — eAg+n+1>0

1 p2C3 + 22 p203 )2

— Alp) = - {—1—” (m —(edo+n+1) ey

2(n + 1) p2(er+n+1) p2(eA0+n+1) )2
= — o (p2(er+n+1) + )\2> 40 <p2(eA0+n+1) + )\2)

Knowing A(p), we can now find f, by substituting A into (15b) to get

_ (€A0+7’L+1))\ 5 E+p 1/2 per-I-n
fv= . K B peAotntl) {32 |-

(25) = (26) ;

In this calculation, we will show the energy and angular momentum for case x > 0.
The total energy is defined as the integration of the component 00 of the energy-
momentum tensor over the plane

& :/dQQSTOO

_ / Pl (o* DOV — p_ (0 D)

— / d2ri {( fremind gt emin9) ((_(i;if;fﬁﬁm)
+(fremine —igteitio) ((_(Z-}ifg)fjﬁw)}

_ / (| fo 2+ 1P+ g + g E

__ SE( / &z B)

o
e

Next, the total angular momentum is defined by
j = / d2l’€ijl'iTOj.
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But before we directly calculate 7, we will separate T*” into two parts. Separately
computing and combining it together later will make the calculation looks easier
than calculating it all at once.

. %M(vﬁw L0 + (120" +120")y ]
_ g[%(y# 42 AP, + (Y AP 4 A AR

[ K
=_TM 4 Z(EﬂmFﬂvAp + epﬁvaAu)

2
1 K
:iTiup —|— ZTéup,

which means ,
J = / dQ.CEGij[Bi%TlOp + /dzxﬁij$igT20p
=71+ Jo.

Next we consider each component from each part of T#? that contribute to the
angular momentum

) ) ) mneo
Tloy it (fiefmqb O) e [O_Say + (_wl)ao]e—zEt (f+8 )

+ Bt (fiefinqs 0) 03[03831 + (—i(fl)ao]e_iEt (f_glnqﬁ)
N [LOPg 00
—2&- { oy 8yf](m)]
_Z —f; <s1n¢8pfj p¢znf]>,

; ; A ing
T —ifit (fie_m(ﬁ 0) o330 + io20]e (f+8 )

ng
zEt( f* =ing 0) [ 38x+20280] —iEt (f 8 )

[ - 2 gt

—fr <sin ¢Opf; + CO; ¢znfj> ,

H_

T — yTO”“" Z —fj (pcos ¢sin @0, f; + cos® pik f; — pcos ¢ sin pd, f; + sin® gik f;)

Jj==%

= —ik(|f+* + [f-*).
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Ty ="V F,, AY + ¥ F,, AY + VPV Flg, A
— aﬂ_A(_l) (COS¢A) 7

p p
oe 24y <_Sm¢A> ,
p p

a1y — YT = — 2%@052 ¢ +sin® ¢) A
=—2(0,A)A.
Finally, ‘
7 =5 [ Eatart — y1e)

n

=5 [ @alifip 11D

n k®
Ji =§ (—?) )

K
N =1 /dQ:r(xTzoy —yTy")

K

:—Z@x%f/A@A@

= - M

:—g¢%3m+m}

e
(KD n+1
(7))

J =N+

n kD kD n+1
= () (9 ()
Kk
=5

Appendix B: Calculation Details from Section 4.1

Verifying that (47) satisfies (46) ;
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Y, Ao(t, ) %/d%'v Glr =) - (6,1
— [ @) VG = 1) + ) < (9% Gl =),
0,A(t,r) = / PG — 1) (=Y - ()
:%/d? Gty - VGl — )
— 0~ 0,4
Lo /d2 e /er’jJ(t )8 — 1),
(45) — (50) ;

The Hamiltonian and the Lagrangian are related by the Legendre transformation
oL . 0L oL

Hijp= [ dr{¥U— + ¥ — + A'— }—L : 103

" / { o ' awr oAl T (103)

To find the form of H;p, notice that by considering only the gauge terms, we can
rewritten them as

oL . .
Al e g P AL F,, = (A2A1 — AgAs) — 2[6012,40(—01/12 + A

+ 6120A1 (02/10 + AQ) + 6201A2(—A1 - ale)]
= — S1A0(= 014 + Do A1) + Ao(2 A1 — 01 A
:HAOB

up to integration over space.
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Substituting it into H;p to get

. . -
H;p Z/d27“ {Zh\lf*‘ll + kA B — ihW* W + e Ag|U|? + 2_|D‘IJ|2 - g(@*@f}
m

:/d%{ |DP|* — (\11 v)? }

(51) — (52) using (50) ;

First, we decompose | D¥|? into each term (also set natural constants to unity)

|DU|* => " (D;¥)(D;b)”

i=1

= Z —ieA;)V][(0; + ieA;) U]

= Z[ai\pai\y* +ieA (U 0,0 — U9, T*) + 2 A20* ]

i=1

_Z (U O,0) — U Q2 + e A; (V0,0 — WO, U*) + 2 AZU* V).

For simplicity, we will consider the functional derivative respect to W*(r') on each
term separately.

3rd term

0 2r A, (M) (1) 0, U (r
) /d rA;(r) U (r)o;v(r)

2. Y 2 U™ 5A1<T,/)[‘Il*] ’ /
d*r [/d r A (r)U*(r)0;V(r) 5‘11*—(7”/> + Ai(r") 0¥ (r")

/ &r "\P( ) G — ) U) + A )O)

/d2 "Gi(r' = "W o (r") + Ai(r) 0, ()

;:Im
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4th term

0 2r A, (P ()0, T (r
s | Ao )
5

50 (1) / =0, A(r)¥(r) ¥ (r) = Ai(r)ose (r)¥" (r) + 0(Ai(r) ¥ (r) ¥ (r))]
= —&Ai(r’)\IJ(r') — AZ‘(T/>8Z'\I[(T’/)

_/ dQT”Mjrﬂ) { / d2rAi(T)\I/*(T)8i\I/(r)] ‘”;g /()T[\)P]

—0;A; (MU (r') — A;(r) oW (') + \Il(r’)z /d27’//Gi(7’/ — ") (r") 0,0 (r")

5th term ;

g 2. 42 *
ST /d r A7 (r)W* (r)W(r)

) A (r")[W*]
_ 2.1 2 2 * 2 / /
~ [ NEEs Ud rAX(r) (T)xy(r)} Sro— +AE)
= —2/dQT//A7;<7’”)\IJ*(7’//)\1/(7””)EGi(TI — "W () + AZ(r" )W (1)
K
Now, we substitute all terms into |DW(r)|?

) 1 5 | = 9

to obtain

2
:% Z {=070(r") +ieA;(r) 0,0 (r') + ied; Ay () (r') + ieA; (1) 0,9 (')
i=1

+e2 A2(r") U (r') — ieW (1) [% / d*r"Gi(r' — ") (U (r") o (r") + ;W (v ) W* (1)
—2ie A;(r" YU ("YU (r")]]}
1

— —D20(
5 D7)

2

£y (ﬁ) () [1 / PGy — "W () D () — () (DB ()]
_ QLEQID(T') + eAgU(r').

m
Substitute into the right hand side of (51) to obtain the final equation
1 —
00 = ——D*U + eAyU — g(T* V).
2m

41



Proof of the identity (62)

To show explicitly, we will decompose each term and then compare between the
left hand side (LHS) and the right hand side(RHS) of the equation.

1st term LHS ;

2 2
S IDP =D (00 — ieA; ) (0, + ieA;U)
=1 i=1
2
= WO +ieA; (V0T — VO, T*) + > A7| V|

=1

1st term RHS ;

|(Dy +iD2)W|? =|(8y — ie Ay + iy + eAy)U|?
=[(01 + eAs +i(+05 — eA1))V][(O) + €Ay — i(+0Dy — eAy)) V]
= [|(01 + eA2) V> + |(92 — eAy) W) + i[(D2 — eAr)U][(D) + eAy) U]
—i[(O1 + eA2)V][(02 — eA) V7]
=|D1V|* + |DoU|* + €A (VO 0" + U0, W) — e Ay (PO, V™ + U*9, 1)
+ 10U U* + 10, VO, U

2nd term RHS ;
1
81J2 :2—2[81111*(82 — ZGAQ)\IJ — 81\11(82 + ZGAQ)\IJ* + \I/*(02 — ieAg)ﬁl\I/
- @(82 + i@Ag)al\I/* - Z€(281A2|\IJ|2)]

1
81J2 - 82J1 :2—[2(81\11*82\11 — 81\1182\1/*) - 216142(\1/81\1]* + \11*81\11)

mu
+ (U 0201V — V0,0, 9") — (U010, — W9, 0,T™)
+ 2ieA; (WO, W* + U*0, W) — ie2 B|W|?]
m(01Js — 0o i) = — (O U W — 0, WD, U*) — e Ay (DO, U* + U*0, W)+
e A (V0,0 + U*0,U) — eB|U|?

Gathering all terms from the right hand side together to obtain

|(Dy 4 iDy) U + m(d1Jy — o Jy) + eB|U|? =| D],
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Appendix C: Calculation Details from Section 4.2

(68) = (70) ;
For the right handed spinor equation (1)

0 =(icy} Do — m)y
=(i0°Dy — 0' Dy — 02Dy — m),

—Dix+ —X+ X+ X+
0:@(”?) —c&-ﬁ(qf+> —2m<~0 )
—Dix+ X+ X+

For the left handed spinor equation (¢_)
(DN (e () (e
0= Z(—Dt\IJ_> m(_\p_) co D(\Ij_ mly
g K ) (105)
_ tX— =2 B X=) _ X—
0= Z(—Dt\ll_> co D(\IJ_) 2m(0>.

By swapping the lower component between two equations, (104) becomes

U ()
1D, <\IJ> —co-D (SH) =0
iD® — ¢& - Dy =0.
and (105) becomes

—iD, (X> tei-D (qj*) +2m (X) =0
X+ v X+
—iDyX + & - D® + 2my =0.

By approximating in the non-relativistic limit, we can drop the time derivative
term out of the second equation so the equation becomes

¢ - D® + 2my = 0.
Proof of (72)
(- D)(G - D) =0;(0; — ied;)o;(9; — ieA;)
ZBQ + iEiijkéiaj — @e(AZ(()] + 8,[AJ) — GQAZ‘AJ‘

252 + eakeijkAiBj + &AJ + Aﬁz
:52 + 60'33
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