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Chapter I

INTRODUCTION

Employee attrition is a prevalent issue that organizations worldwide face, defined

as the reduction of manpower due to voluntary resignation or quitting of employees [1].

This challenge is particularly significant in today’s intensely competitive global market,

and Human Resources (HR) managers consider employee attrition to be a major concern

[2]. The financial implications of employee attrition include recruitment and training

costs, loss of talented employees, and decreased productivity [3]. These financial con-

sequences are exacerbated when employees quit shortly after joining the organization,

which is known as newcomer attrition. According to the US Bureau of Labor Statistics,

resignation rate of workers who have stayed for a year or less at a company was 45 per-

cent in 2020 [4], while it takes an average of 8.2 months for employees to achieve role

clarity and 23.2 months to master their roles [5]. This means that organizations lose the

opportunity to fully utilize and gain a return on their investment in newcomers’ produc-

tivity, and must bear the costs of recruiting and onboarding new employees. Therefore,

addressing newcomer attrition is crucial for organizations to maintain their productivity

and competitiveness.

Data science has become a powerful tool for predicting customer churn models and

has been applied in various fields including Human Resources Management [6]. There is a

growing body of case studies demonstrating the successful application of machine learning

(ML) techniques in predicting employee attrition or churn across diverse demographics and

industries, including global retail, telecommunications, and technology companies [7]. ML

applications for employee attrition have also been observed in the pharmaceutical industry

[8] and the university setting [9]. And these studies showcase the broad adoption of ML

techniques for employee attrition prediction in various countries worldwide, such as the

USA, the UK, India [7], Indonesia [6], Belgium, Taiwan, and Thailand [9]. The application

of ML in this domain highlights its potential for enhancing workforce management and



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

2

retention strategies. Employee Attrition Prediction can assist HR managers in forecasting

how many employees will leave the company within a specific timeframe. This enables

managers to prioritize valuable employees and implement measures to retain them [10].

However, despite the growing research on employee churn models, there is a relative

lack of specific studies on predicting newcomer turnover. This research gap highlights

the need for further exploration of predictive analytics in predicting newcomer attrition.

Addressing the challenge of high newcomer turnover and ensuring a positive return on

Human Resources investment in organizations requires a deeper understanding of this

specific segment.

A study by [11] reviewed employee turnover theories and research over the last 100

years. They suggested that turnover research should expand to capture contextual factors

and move away from a “one size fits all” approach. Focusing solely on newcomer attrition

is one way to achieve this goal.

Therefore, this work focuses on developing a predictive model for newcomer churn.

The study utilizes employee data, including 30 attributes, from 132 employees in one of

the largest financial firms in Bangkok, Thailand. The proposed research will contribute

to the literature by filling the gap in HR data science research on predicting newcomer

turnover using predictive analytics. The findings will provide practical implications for HR

managers and leaders to identify and retain new hires in their organizations. Moreover,

the results will contribute to the academic community by enhancing the understanding

of newcomer turnover prediction.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter II

REVIEW OF LITERATURE

2.1 Employee Attrition

Since the birth of turnover research in 1917 [11], there are several theories that

have been developed to explain employee turnover. These theories provide frameworks

for understanding the underlying factors and processes that contribute to employees’

decisions to leave an organization.

Job satisfaction theory suggests that employees’ level of satisfaction with their work

plays a significant role in turnover decisions. If employees are dissatisfied with various

aspects of their job, such as pay, work environment, or relationships with supervisors,

they are more likely to consider leaving the organization [12]

Job embeddedness theory posits that employees’ decisions to stay or leave an or-

ganization are influenced by their connections and fit within the job, community, and

organization [13]. It suggests that employees who have stronger links to their job, col-

leagues, and community are less likely to turnover, as they perceive high costs associated

with leaving.

Identity theory suggests that employees’ self-identities and the alignment of their

identities with the organization play a role in turnover decisions. When employees experi-

ence a discrepancy between their personal identity and the organizational identity, it can

lead to disengagement and ultimately turnover. This theory highlights the importance of

organizational culture, values, and employee identity integration [14].

Push-Pull-Mooring Framework provides a comprehensive perspective on employee

turnover. It considers both the “push” factors (dissatisfaction with the current job) and

the “pull” factors (attraction to alternative job opportunities). Additionally, it intro-



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

4

duces the concept of “mooring,” which refers to factors that keep employees in their

current organization, such as social connections, organizational commitment, and finan-

cial stability. This framework helps to understand the interplay between different forces

influencing turnover decisions [15]

In Table 1, we present a summary of factors that have been identified in previous

employee turnover researches.

Category Factors related to Employee Turnover

Job Fit Job mismatch with employee’s expectations [16]

Salary and various benefits [16; 17; 18],

Job mismatch with employee’s personality [16]

Job mismatch with employee’s values or beliefs [16]

Lack of job pride [16; 18]

Work-life imbalance and increased need for flexibility [19]

Supervisor/Manager Poor behavior from superiors [20]

Lack of recognition [16; 18]

Working Relationship Unhealthy working relationships [17]

Organization Fit Loss of trust in receiving support [16]

Feeling incompatible with the organization’s culture or desiring a

better culture [21; 22]

Development Lack of career development opportunities [23]

Underutilization of skills and abilities [24]

Insufficient training and development [18; 25]

Autonomy Participation in decision making [25]

Job security Job insecurity [25]

Outside Factors Job offers from other organizations [16]

Overall Satisfaction Job-related stress and lack of happiness [16]

Table 1: Factors related to Employee Turnover
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2.2 Newcomer Attrition

Newcomer attrition is the phenomenon of newly hired employees leaving an orga-

nization shortly after starting their employment. It is influenced by factors such as task

mastery, role clarity, and social acceptance [5].

Task mastery involves the acquisition and improvement of job-related skills and

knowledge. On average, it takes newcomers approximately 21.6 months to reach a level

of proficiency in their tasks.

Role clarity refers to newcomers’ understanding of their job expectations, respon-

sibilities, and specific contributions within the organization. It takes an average of 8.29

months for newcomers to gain clarity about their roles.

Social acceptance pertains to the extent to which newcomers are accepted, wel-

comed, and integrated into the social fabric of the organization. It typically takes around

6.27 months for newcomers to feel a sense of acceptance and belonging in their work

environment.

According to the SHRM Customized Human Capital Benchmarking Report, the

average tenure before employees voluntarily leave the organization is 8 years, with a

median tenure of 4.3 years. Therefore, the early resignation of new employees, particularly

within the first 6 months of employment, is not a common occurrence and should be of

significant concern to HR and managers.

Table 2 presents factors related to new hire turnover based on HR research.

Category Factors related to New Hire Turnover
Job Fit Job mismatch with employee’s expectations (Work Institute, 2020)
Supervisor/Manager Poor behavior from superiors [26]
Development Lack of career development opportunities (Work Institute, 2020)
Onboarding Bad onboarding program [26]

Table 2: Factors related to New Hire Turnover
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2.3 Machine learning and employee Attrition

Machine Learning (ML) has become a widely used technology in various business

domains, including Human Resources (HR). Although the adoption of ML in HR depart-

ments may have been slower compared to other departments, there is a growing number

of case studies that demonstrate the successful application of ML in predicting employee

attrition or churn [2]. These studies have utilized ML techniques for employee churn pre-

diction across diverse demographics and industries, including global retail, telecommuni-

cations, technology companies [7], pharmaceuticals [8], and universities[9]. Moreover, ML

applications for employee attrition have been observed in numerous countries worldwide,

including the USA, the UK, India [7], Indonesia [6], Belgium , Taiwan, and Thailand [9].

A review of the literature and research background found that human resource data

in predicting employee attrition is based on three main sources.

1) HRIS (Human Resource Information System): Data obtained from the HRIS

or HR system, which includes employee information such as age, gender, marital sta-

tus, years of service in the company, previous employment history, salary, other benefits,

workplace location, commuting distance, department, job position, job type (e.g., perma-

nent or contract), education level, grade, frequency of business travel, stock options, years

with current manager, latest performance evaluation, latest salary increase percentage,

latest promotion, training received in the past year, years of work experience, overtime

work data, number of dependents or family members supported, number of children, and

number of leave days taken in the previous year [27; 6; 7; 9].

2) Survey Data: Data collected through surveys, including job satisfaction level,

environment satisfaction level, work-life balance rating, organizational culture and val-

ues, job security, growth opportunities, perceived freedom to work, clarity of roles and

responsibilities, recognition from supervisors, relationship with supervisors, relationship

with colleagues, and sense of pride in work [28; 29].

3) External Data: Data from external sources, such as unemployment rates and



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

7

average household income, obtained from government organizations [27].

Most commonly, predictive models are built using data from a single source, ei-

ther from HRIS or surveys. However, there are cases where data from both sources are

combined for analysis. Additionally, apart from using ML techniques for predicting em-

ployee attrition or identifying reasons for attrition, data from exit interviews are also used

for content analysis to obtain comprehensive insights into the reasons behind employee

departures [30].

The below tables briefly documents the literature review findings.

Author Problem

Study

Data Used Model Used Model

Recom-

mendation
[2] Compare pre-

dictive employee

churn models

1575 employ-

ees and 25

attributes

SVM, Random

Forests and

Naïve Bayes

SVM

[27] Prediction

of Employee

Turnover in

global retailer

33 attributes

from HRIS and

Bureau of Labor

Statistics Data

XGBoost,

Logistic, Re-

gression, Naïve,

Bayesian, Ran-

dom Forest,

SVM, LDA,

KNN

XGBoost

[31] Prediction

of Employee

Turnover using

dataset from

Kaggle

14,999 records

and 12 at-

tributes includ-

ing satisfaction,

Salary, etc.

Logistic Regres-

sion, SVM, Ran-

dom Forest, De-

cision Tree and

AdaBoost

Random

Forest and

Decision

Tree

Table 3: Summary of Research Papers (Part 1)
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Author Problem

Study

Data Used Model Used Model

Recom-

mendation
[6] Prediction

of Employee

Turnover in

Indonesian

telecommunica-

tion company

HRIS data

including age,

gender, base

salary, Postion,

etc.

Naïve Bayes,

Decision Tree,

and Random

Forest

Random

Forest

[32] Prediction

of Employee

Turnover using

dataset from

IBM Watson

Analytics

1470 employees

with 32 features

such as Job

Level, Total

Working Years,

etc.

SVM, Random

Forest, KNN

KNN

[30] Prediction

of Employee

Turnover during

a job transition

Dataset of

anonymously

submitted re-

sumes through

Glassdoor’s

online portal

Linear Regres-

sion, Logistic

Regression, De-

cision Tree, and

Random Forest

Random

Forest and

Decision

Tree

[33] Comparison of

different Ma-

chine Learning

methods using

HR dataset

from IBM Wat-

son Analytics

14,999 records

and 12 at-

tributes

Logistic Regres-

sion, SVM, Ran-

dom Forest, De-

cision Tree and

AdaBoost

Random

Forest and

Decision

Tree

Table 4: Summary of Research Papers (Part 2)
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Author Problem

Study

Data Used Model Used Model

Recom-

mendation
[29] Prediction

of Employee

Turnover in an

IT sector

Questionnaire

including sat-

isfaction level,

work life bal-

ance, etc.

Naïve Bayes,

Decision Tree,

Random For-

est, J48 and

K-Means

Naïve Bayes

[10] Prediction

of Employee

Turnover using

dataset from

IBM Watson

Analytics

1470 employees

with 32 features

such as Job

Level, Total

Working Years,

etc.

Logistic Re-

gression, Naive

Bayes Classifier,

Random Forest

Classifier, and

XGBoost

XGBoost

[9] Employee churn

prediction in

higher educa-

tion

University

HRIS data

including Ed-

ucation Level,

Working Year,

etc.

Naïve Bayes,

Decision Tree

and Random

Forest, logistic

regression, and

SVM

(Work in

progress)

[34] Prediction

of Employee

Turnover in

Home Care

Industry

Data extracted

from Alaya

Software in-

cluding Average

hour per visit

Logistic Regres-

sion, Random

Forests, XG-

Boost, and

Multi-layer

Perceptron

XGBoost

[35] Prediction

of Employee

Turnover using

Kaggle Dataset

14,999 records

and 12 at-

tributes.

Naive Bayes.,

Logistic Re-

gression, KNN,

Multilayer Per-

ceptron (MLP)

KNN

Table 5: Summary of Research Papers (Part 3)
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A common approach in previous studies for building predictive models is to employ

multiple algorithms and evaluate their performance to determine the most effective algo-

rithm. Typically, a combination of 3 to 5, or even up to 7, algorithms is used in such

cases. These algorithms include SVM, Random Forest, Decision Tree, J48, Naïve Bayes,

XGBoost, Logistic Regression, LDA, KNN, ADABoost, and Multi-layer Perceptron. And

the algorithms that have been consistently recommended and ranked highly in terms of

performance include Random Forest, and Decision Tree.

However, despite the growing research on employee prediction, there is a relative

lack of research on newcomer attrition prediction and the reasons why newcomers leave.

Therefore, this paper will focus specifically on using Machine Learning algorithms to

predict newcomer attrition and report important features that relate most to the decision.



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter III

METHODOLOGY

In this paper, the term “Newcomer” refers to an employee who has recently joined

an organization and has been working for a duration not exceeding the average time it

takes to achieve task mastery, role clarity, and social acceptance, which is 12.05 months

[5]

The study is divided into 5 phases. The first phase is data collection from Newcomer

Survey. The second phase is data preprocessing which involves Exploratory Data Analysis

(EDA), data upsampling and fixing issue of imbalanced dataset. In the third phase, which

is model fitting, we use multiple models to predict newcomer churn. We then last compare

those models in terms of Precision, Recall and F1 Score.

Figure 3.1: Research Stages

3.1 Input Dataset

In this study, data was collected through a Newcomer Survey administered to 132

newly hired employees (with less than 12 months of tenure) at one of Thailand’s top three

financial companies. The received data was anonymized, with the removal of names and

sensitive information, ensuring the protection of privacy and confidentiality. The survey
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consisted of 30 attributes as following.

Category Features Data Type
Demographic Age Numeric

Department Categorical
Working Months In Organisation Numeric

Job-Fit Preferred WFH Percentage Numeric
Satisfaction On WFH Policy Numeric
Work is As Expected Numeric
(Onsite) Satisfaction on Workplace Numeric
(Onsite) Satisfaction on Facility at Office Numeric
(WFH) Org Support Facility to WFH Numeric

Supervisor/Manager Warm Welcome From Supervisor Numeric
Supervisor Support To Get Job Done Numeric
Supervisor State Clear Expectation And

Responsibility

Numeric

Supervisor Suggest And Follow Up During

Probation Period

Numeric

Working Relationship Teammates give warm welcome and advise Numeric
Know who to contact to get the job done Numeric
Manager assign buddy Numeric
Buddy helps suggest about work and con-

nection

Numeric

Buddy is friendly and share experience Numeric
Feel engaged to be in the team Numeric

Organisation-Fit Comfortable with Organisation Culture Numeric
Comfortable with Department Culture Numeric
Comfortable with Team Culture Numeric

Recruitment Process

and Onboarding

Enough Job Description Before Applying

For This Job

Numeric

Job Application Process is User-Friendly Numeric
Get Enough Role and Responsibility Infor-

mation During Interview Process

Numeric

Satisfaction on Recruitment Process Numeric

Table 6: New Hire Dataset Attributes (Part 1)
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Category Features Data Type
Recruitment Process

and Onboarding

Onboarding Program is Effective to Pre-

pare Employee For Work

Numeric

Overall Satisfaction on Onboarding Pro-

gram

Numeric

Overall Satisfaction Working with This Company is The Right

Decision

Numeric

Feel Energized and Enthusiastic to Work Numeric
Employee Decision Attrition Categorical

Table 7: New Hire Dataset Attributes (Part 2)

By focusing on these specific factors related to onboarding and HR processes, this

study aims to gain insights into the unique challenges and opportunities in predicting new

hire attrition.

3.2 Data Preprocessing

Exploratory Data Analysis (EDA)

Prior to conducting the exploratory data analysis (EDA), it is important to establish

hypotheses for further investigation.

Here are Hypothesis on New Hire Churn :

1. Younger newcomers may be more prone to attrition due to their age and relatively

lower levels of responsibility and commitments. Being younger, they often have fewer

family and financial obligations, making it easier for them to consider job changes or

relocate for better opportunities. Their greater mobility and flexibility in terms of career

choices and geographical location could contribute to a higher attrition rate compared to

older employees.

2. The low level of comfortability with the organizational culture, department culture,

and team culture among newcomers may have a strong correlation with attrition.
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3. The low level of satisfaction with the work-from-home policy could be strongly

associated with attrition, as individuals are increasingly seeking job opportunities that

provide the flexibility they desire.

4. The low level of satisfaction with recruitment and onboarding processes could be

strongly associated with attrition, as these initial experiences shape newcomers’ perceptions

and their decision to stay or leave the organization.

Fixing small and imbalanced dataset issues

In our specific dataset, a survey dataset with all requisite questions, no instances

of missing data or duplicate records were observed. To address the issues related to small

samples and data imbalance, the following data preprocessing steps were implemented.

1. Data Split using Stratified K-Fold :

The dataset, consisting of 132 instances, underwent division into three segments

using the Stratified K-Fold method. Each segment served as the testing data for three

folds. In each fold, the training set comprised 88 instances, while the testing set contained

44 instances, maintaining a ratio of 67 percent for training and 33 percent for testing.

Notably, the testing sets for fold 1, fold 2, and fold 3 included 2, 2, and 3 instances labeled

as ‘1’ or ‘leavers’, respectively.

2. Oversampling of Training Data :

Within each fold, instances labeled as ‘1’ or ‘leavers’ in the training set underwent

ten-fold upsampling. Consequently, the training dataset was duplicated, followed by

the application of the Synthetic Minority Over-sampling Technique (SMOTE) to further

address the challenge of data imbalance.

Table 8 illustrates the number of data at each stage of the data preprocessing steps.
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Fold
Training set (After)

Testing setStratified Ten-fold
Duplicate SMOTE

K-Fold Upsample

1
Total 88 Total 133 Total 266 Total 332 Total 44

‘0’ : 83 ‘0’ : 83 ‘0’ : 166 ‘0’ : 166 ‘0’ : 42

‘1’ : 5 ‘1’ : 50 ‘1’ : 100 ‘1’ : 166 ‘1’ : 2

2
Total 88 Total 133 Total 266 Total 332 Total 44

‘0’ : 83 ‘0’ : 83 ‘0’ : 166 ‘0’ : 166 ‘0’ : 42

‘1’ : 5 ‘1’ : 50 ‘1’ : 100 ‘1’ : 166 ‘1’ : 2

3
Total 88 Total 124 Total 248 Total 336 Total 44

‘0’ : 84 ‘0’ : 84 ‘0’ : 168 ‘0’ : 168 ‘0’ : 41

‘1’ : 4 ‘1’ : 40 ‘1’ : 80 ‘1’ : 168 ‘1’ : 3

Table 8: Number Of Data After Preprocessing Steps

3.3 Model Construction

Due to the lack of specific studies on predicting newcomer turnover, we implemented

various Machine Learning models recommended by existing employee turnover research.

These models include Decision Tree, Random Forest, XGBoost, SVM, Naive Bayes, and

KNN. Additionally, we included a basic model, Logistic Regression, as a benchmark.

To optimize model performance, a GridSearchCV was conducted on the training set

to fine-tune the model parameters. The predict_proba function was also employed on the

training set to determine the optimal threshold. An extensive search spanned thresholds

ranging from 0.2 to 0.9, with an increment of 0.01. The models were then trained using

their optimal configurations on the training dataset. Finally, the trained models were

applied to the testing set, which constituted 33 percent of the data.

Table 9 shows strengths and limitations of the chosen Machine Learning models.
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Model Strengths Limitations

Decision

Tree

Able to capture non-linear relation-

ships in the data, effective with the

balanced dataset obtained after pre-

processing.

Prone to overfitting in scenarios

with a limited number of instances

labeled as ‘leavers’.

Random

Forest

Robust to overfitting, effective in

handling imbalanced datasets.

May have reduced performance in

very small datasets.

XGBoost High predictive performance; well-

suited for the dataset with oversam-

pling and SMOTE.

The complexity of XGBoost may

not be fully utilized in a relatively

small dataset.

SVM Simple and efficient in high-

dimensional spaces, suitable for

small to medium-sized datasets.

May not perform optimally with

very small datasets. The model

could face challenges in learning

complex patterns and might be

prone to overfitting.

Naive

Bayes

Simple and efficient, works well with

small datasets; potentially effective

with newcomer data.

Assumes feature independence,

which is not fully aligned with the

characteristics of this dataset.

KNN Effective in capturing local patterns

and works well with small datasets.

Performance may degrade with

high-dimensional data, and it’s sen-

sitive to irrelevant features.

Logistic

Regres-

sion

Simple and interpretable, efficient

for small datasets; suitable for the

newcomer dataset.

Assumes linear relationships, which

may not capture the complexity of

the underlying patterns.

Table 9: Strengths and Limitations of the Chosen Algorithms

3.4 Model Comparison

In the field of Human Resources, one of the primary goals is to accurately pinpoint

potential leavers while understanding the reasons behind their departure. Given the
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relatively low number of individuals leaving compared to those staying (7 out of 132),

using accuracy as an evaluation metric can be misleading, as predicting all individuals as

stayers would already yield a high accuracy of 0.947. This study emphasizes the balance

between maximizing Recall to capture leavers and maintaining Precision to control false

positives. The F1 score will be used as the metric of choice, providing a concise yet

comprehensive evaluation in the context of HR and newcomer churn.

Parameter Description
Precision The proportion of true churners among the predicted churners
Recall The proportion of true churners that are correctly identified by the model
F1-Score The harmonic mean of precision and recall, providing a balanced measure

Table 10: Model Evaluation Parameters



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter IV

RESULTS

4.1 EDA Results

Hypothesis 1

Younger newcomers are more prone to attrition due to their age and relatively lower

levels of responsibility and commitments.

The average age of newcomers who participated in this survey is 27.63, ranging

from 22 to 45 years old. Figure 4.1 indicates that a significant portion of newcomers falls

within the early 20s age group.

Based on the analysis of Figure 4.1, it is evident that the age group of 40 has the

highest percentage of leavers, followed by the age group of 38. Surprisingly, the age group

in their 20s does not exhibit the highest attrition rate as initially hypothesized. Therefore,

the first hypothesis stating that younger newcomers have a higher attrition rate compared

to older individuals is refuted by the findings from the data.

Figure 4.1: Leaver by Age
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Hypothesis 2

The low level of comfortableness with the organizational culture, department culture,

and team culture among newcomers have a strong correlation with attrition.

The analysis of Figures 4.2, 4.3, and 4.4 reveals a consistent trend: a clear correla-

tion between lower satisfaction levels in organizational, departmental, and team cultures

and higher attrition percentages. This suggests that employees who experience lower

comfortability in these cultural aspects are more likely to leave the organization. There-

fore, hypothesis 2, which posits a connection between culture satisfaction and attrition,

is supported.

Figure 4.2: Attrition by Organisation Culture Comfortableness

Figure 4.3: Attrition by Department Culture comfortableness
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Figure 4.4: Attrition by Team Culture comfortableness

Hypothesis 3

The low level of satisfaction with the work-from-home policy could be strongly asso-

ciated with attrition.

The insights from Figure 4.5 demonstrate a notable pattern: newcomers who express

low satisfaction levels regarding the work-from-home policy exhibit the highest attrition

rates. This suggests that individuals who are dissatisfied with the flexibility and remote

work options provided by the organization are more likely to leave. Hence, hypothesis 3

is supported.

Figure 4.5: Attrition by Satisfaction on WFH Policy
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Hypothesis 4

4. The low level of satisfaction with recruitment and onboarding processes could be

strongly associated with attrition.

Insights from Figures 4.6 and 4.7 demonstrate a significant relationship between

lower satisfaction with the recruitment and onboarding process and higher attrition rates.

This finding supports hypothesis 4.

Figure 4.6: Attrition by Satisfaction on Recruitment Process

Figure 4.7: Attrition by Satisfaction on Onboarding Process
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4.2 Results from Machine Learning Models

Table 11 displays the average ± standard deviation (SD) of results for each model,

while Table 12 presents the results from combining three folds.

Model Precision Recall F1 Score ROC-

AUC

Accuracy

Decision

Tree

(0.056,

0.878)

(0.106,

0.672)

(0.047,

0.659)

(0.428,

0.836)

(0.711,

0.985)
Random

Forest

(0.412,

0.632)

(0.732,

1.000)

(0.590,

0.680)

(0.978,

1.000)

(0.936,

0.958)
XGBoost (0.500,

0.500)

(0.514,

0.930)

(0.511,

0.647)

(0.932,

0.998)

(0.936,

0.958)
SVM (0.092,

0.908)

(0.070,

0.486)

(0.097,

0.569)

(0.421,

1.000)

(0.881,

0.967)
Naive Bayes (0.000,

0.268)

(0.000,

0.268)

(0.000,

0.268)

(0.498,

0.626)

(0.729,

0.967)
KNN (0.000,

0.268)

(0.000,

0.268)

(0.000,

0.268)

(0.498,

0.626)

(0.729,

0.967)
Logistic Re-

gression

(0.196,

1.000)

(0.070,

0.486)

(0.106,

0.672)

(0.594,

0.812)

(0.919,

0.975)

Table 11: Average Performance Metrics with Standard Deviations (SD)
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Model Precision Recall F1 Score ROC-

AUC

Accuracy

Decision

Tree

0.158 0.429 0.231 0.650 0.848

Random

Forest

0.500 0.857 0.632 0.905 0.945

XGBoost 0.500 0.714 0.588 0.837 0.947

SVM 0.286 0.286 0.286 0.623 0.924

Naive Bayes 0.066 0.143 0.091 0.515 0.848

KNN 0.250 0.143 0.182 0.559 0.939

Logistic Re-

gression

0.500 0.286 0.364 0.635 0.947

Table 12: Performance After Combining Three Folds

Even though Table 10 and 11 present all evaluation metrics, this paper will specif-

ically focus on Precision, Recall, and F1 Score. Both tables show that Random Forest

outperforms the other models in terms of Recall and F1 Score.

Table 13 shows best hyperparameters of each algorithms.

4.3 Identify most important features using

SHAP Value

SHAP (SHapley Additive exPlanations) values are a technique used in Machine

Learning to explain the output of a model by calculating the contribution and impact of

each feature on the prediction.

After applying this technique, we identified the top 10 features that have the most

impact :

1. Comfort with Department Culture

2. Organisation Support Facility to Work From Home
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Model
Best Hyperparameters of Each Algorithm

Fold 1 Fold 2 Fold 3

Decision Tree

max depth: 7 max depth: 7 max depth: 9
max features: sqrt max features: sqrt max features: sqrt
min samples leave:
1

min samples leave:
1

min samples leave:
1

min samples split:
15

min samples split:
2

min samples split:
2

Random Forest

max depth: 7 max depth: 7 max depth: 7
min samples leave:
1

min samples leave:
1

min samples leave:
1

min samples split:
2

min samples split:
2

min samples split:
2

n estimators: 100 n estimators: 100 n estimators: 100

XGBoost

colsample bytree:
0.8

colsample bytree:
0.8

colsample bytree:
0.8

learning rate: 0.1 learning rate: 0.1 learning rate: 0.1
max depth: 5 max depth: 3 max depth: 3
n estimators: 300 n estimators: 200 n estimators: 100
subsample: 0.1 subsample: 0.8 subsample: 0.8

SVM C: 10 C: 10 C: 1
kernel: linear kernel: linear kernel: linear

KNN
n neighbors: 3 n neighbors: 3 n neighbors: 3
p: 1 p: 1 p: 1
weights: distance weights: distance weights: distance

Logistic Regression C: 10 C: 10 C: 10
Penalty: 12 Penalty: 12 Penalty: 12

Table 13: Best Hyperparameters of Each Algorithm

3. Satisfaction on Work From Home Policy

4. Supervisor Support to Get Job Done

5. Comfort with Organisation Culture

6. Comfort with Team Culture

7. Satisfaction on Facility at Office

8. Teammate Gives Warm Welcome and give Advice

9. Onboarding Program is Effective

10. Satisfaction on Recruitment Process

Figure 4.9 also shows the directionality impact of these important features.
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Figure 4.8: Most impactful features
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Figure 4.9: Directionality Impact of the Features



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Chapter V

CONCLUSION

In this research, we explored the application of Machine Learning algorithms to

predict newcomer turnover within organization. Newcomer turnover refers to the phe-

nomenon of newly hired employees leaving the organization within a relatively short pe-

riod after their hiring. By focusing specifically on the phenomenon of newcomer attrition

within organizations, distinct from regular employee turnover, this research gained valu-

able insights into the factors that contribute to the departure of newly hired employees,

shedding light on their unique challenges and needs. The uniqueness of our research lies

in its exclusive focus on predicting newcomer turnover, in contrast to typical turnover

studies that combine all employee departures.

5.1 Summary of Findings

This study investigated the challenge of predicting newcomer turnover within an

organizational setting. Employing preprocessing techniques such as Stratified K-Fold and

data upsampling, we effectively addressed issues related to imbalanced and small dataset.

Our analysis involved several Machine Learning models, including Decision Tree, Random

Forest, XGBoost, SVM, Naive Bayes, KNN and Logistic Regression. F1 score was chosen

as an evaluation metric because in Human Resources, one of the primary objectives is

to accurately pinpoint potential leavers while also minimize false alarms. The results

indicated that the Random Forest model outperformed the others, with Recall of 0.857

and F1 score of 0.632.

Furthermore, we identified the most impactful features in the prediction process

using SHAP Value. Comfort with the Department emerged as the top feature, suggesting

its critical role in influencing newcomer turnover. Additionally, factors such as Organi-

zational and Team Culture ranked among the top six, emphasizing the significance of
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workplace culture for newcomers. The prominence of Work From Home Policy as the

second and third most impactful feature indicated the influence of Work From Home

policies on newcomer retention. Moreover, the importance of onboarding programs and

satisfaction with the recruitment process among the top ten features highlighted the need

for specific strategies to engage and retain new employees. These important features have

negative directionality impact to the model, implying that the lower they are, the more

likely newcomers will leave the company. These findings offer valuable insights for HR

professionals to focus on specific areas, ensuring a positive and engaging experience for

newcomers, distinct from the strategy for regular employees.

The model’s inability to predict all departures could be attributed to the broader

turnover context, where external factors such as other job opportunities or family issues

significantly influence decisions. In the competitive landscape of the Thai financial indus-

try, the decision to stay or leave is influenced not only by push factors but also by pull

factors, namely attractive job opportunities from other financial firms. This complexity

adds an extra layer of challenge to predicting departures.

5.2 Limitations

An important limitation in this study is the small dataset, consisting of only 132

examples. This could lead to potentially inflated claims about how well the model works

and raises concerns about overfitting. To address these limitations, future research should

focus on expanding the dataset to improve the reliability and relevance of the predictive

models. Moreover, our data came from a Thai financial firm in Bangkok, introducing

a specific cultural and organizational context. This may impact the generalizability of

the findings to other locations or industries. Additionally, it’s essential to recognize the

limitation of focusing solely on one company’s data. Therefore, including data from

multiple sources or industries could provide a more comprehensive perspective in future

research.
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