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Appendix

A. Data set and the boundary vectors of the AND problem [11].
The data set consists of four input vectors with their targets, which are (0,0,0), (1
,0,0) and (1,1,1), and (0,1,0). The first two elements are input elements while the

last element is the target. The boundary vector pairs are (1,1) and (1,0), and (1,1)
and (0,1).

B. Data set and the boundary vectors of the Zigzag proble.t}\ {1t}
The data set consists of four input vectors with their targets, which are (0.02,0.06,
0), (0.04,0.07,0), (0.05,0.05,0), (0.07,0.05,0), (0.08,0.04,0), (0.06,0.09,1), (0.07,0.
07.1), (0.08,0.09,1), (0.09,0.09,1), (0.1,0.05,1), and (0.11,0.06,1). The boundary
vectors in class A are (0.07,0.07) and (0.1,0.005). The boundary vectors in class B
are (0.04,0.07) and (0.07,0.05).
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