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CHAPTER I 

INTRODUCTION 

In this first chapter a general background to the problem will be given. This is done by introducing 

the reader to the areas of predictive control. The discussion will then become more specific as the 

problems are presented in Section 1 . I  and Section 1.2 covers literature review of predictive control 

and some kind of level process control. In Section 1.3 the scope for this thesis are presented, which 

deals with some conventions used. The objectives of this thesis is illustrated in Section 1.4. Finally 

the chapter provides briefly distributions from the thesis. 

1.1 Motivation 

Since the end of the last century in every corner of industry, the need of new enabling technologies 

are moving forward to embrace new automation technologies and to unleash the full potential in plant 

performance. Distributed Control Systems (DCS) can help the practitioners realize this change with- 

out compromising the continuity of their operations. On the other hand, some of the most interesting 

developments have been in the used of predictive control that has been considered as robust optimal 

control both in industrial application and academic research. It has emerged successfully as powerful 

practical control technique in process industrial such as power industrial, steam generator, distillation 

columns, especially refinery manufacture. 

With the advantages of control design method, one of the most popular predictive control is 

Generalized Predictive Control (GPC) that will bring into play the sufficient poles in the industrial 

implement in the future. However, there are some critical problems in controlling system, where there 

is often a large gap between the work of academic and industrial practice. One of these criticisms is 

that the need for designing controller parameters that provides a specified closed-loop response. As it 

is known, the most industrial plants need to be controlled with high performance that provide faster 

closed-loop response and still provide a smooth approach to set point with minimal oscillations in the 

presence of changing operating conditions. Another drawback is the problem of ill conditionality in 

controlling process. Because of these problems, the new tuning strategy for two-tank level process 

control via DCS by Extended Predictive Control (EPC) is applied in this research. Finally some com- 

plete simulations and experiments of these ideas are exploited for showing the potential of designing 

generalized predictive controller parameters. 

1.2 Literature Review 

The literature concerned with the tuning strategy issues for some kind of predictive control and in- 

tended to present easy ways of implementation them in the industrial is by now quite extensive. 



Therefore this section is devoted to point out some of the most useful starting into the area of tuning 

parameter of predictive control for some kind of level control processes. Among the more recent the 

following can be mentioned. 

At first, it is a short description summary of level process. The level control have been wildly 

used in many industrial such as the oil manufacture, liquor transportation, paper making waste water 

treatment, hydro power plant, and so on. There are some kinds dynamic model of level control. 

First the Networked Level Control System (NLCS) whose structure is totally different depends on the 

number of vertical cylindrical tanks with the level controller on each tank. The feed liquid to the first 

tank comes from a reservoir unit. The output signal from each controller goes to a control valve that 

set the outflow rate. For NLCS whose structure has three vertical cylindrical tanks, [ l ]  applied a new 

method called generalized predictive control combined with a queuing-selecting strategy. The main 

problem for this kind of model is to reduce the network delays which are well known to degrade the 

performance of control systems or even to destabilize it. A great many of real time control strategy 

have been developed for this kind of model, such as PID control, predictive control, intelligent control, 

etc. In our study, we will mention to a coupled tank process existing on the Yokogawa Fieldbus Trainer 

(YFT). YFT was designed by Yokogawa Ltd and is used in the Control System Research Laboratory 

(CSRL), Chulalongkorn University. This system will be studied as two-input and two-output (BIBO), 

where the feed liquids are pumped into the first and second tank come from the reservoir unit. The 

control problem can be sorted that how to take the level at each tank to the set point levels. For the 

above process tank, Permpornsri [2] has succeed in applying Model Predictive Controller (MPC) and 

Multiple Model Adaptive Controller (MMAC). However, few techniques for predictive control have . 
been developed for level control in two-tank level process with reducing ill-conditioning problem in 

order to achievevdesirable control performance (fast response and minimal oscillation). 

There are several surveys available on dealing with predictive control. After provided an appli- 

cation of model predictive control to control a fluid catalytic cracker in 1979 [3,4], a great amount of 

literature has received considerable attention following the celebrated early use of predictive control. 

It has been devoted extensively to the investigation on this topic by a large number of researchers and 

practitioners. One of the most popular predictive controls both in industrial and academic is GPC 

proposed by Clarke and Mohtadi [5]. It has been successfully implemented in industrial application, 

showing good performance. It can handle with many control problems for a wide range of plants 

with reasonable numbers of design variables, which have to be specified by the user depending upon 

a prior knowledge of the plant and control objectives. As the range of applications for predictive con- 

trol increase more than 2200 successful applications in industrial [6,7], the demand on the algorithms 

also increase. The majority of application can be found in petrochemicals, where also consist of level 

control as well. After recent years of investigation, predictive control has now a strong conceptual 

and practical framework while several factors are still open and further research. Some of these fac- 

tors are system identification, better tuning strategy, ill condition, limited control horizon, as well as 

applicable in new technologies control system. 

Tuning of both unconstrained and constrained single-input single-output (SISO) and multi- 



input multi-output (MIMO) have been addressed by an array of researcher. Generalized Minimum 

Variance control [S], the idea of this controller is to modify slightly the criterion though the inclu- 

sion of a penalty on the control signal as well as on the output. Thus the idea is generally to keep 

the weighting factor as small as possible in order to remain as close as possible to the objective of 

maintaining the output variance minimal. The positive weighting factor is included simply to prevent 

control signal explosion. Properties Generalized Predictive Control [9] there exist straightforward 

guidelines for the selections of the tuning parameters for the prediction horizon parameters, control 

horizon parameter, and the weighting control factor which are called principal components. It is still 

not guaranteed for specific choices of weighting factor even the plant is known perfectly. An analyti- 

cal expression for move suppression coefficient, for which the impact form is achieved by employing 

a first-order plus dead time (FOPDT) model approximation of the process dynamic, was derived by 

Shirdhar and Cooper [lo] based on the assumption that the condition number is 500 which was the 

upper limit of ill conditioning of the system matrix. The extension of multivariable control system is 

derived by Shirdhar and Cooper. [I 11 investigated a variable move suppression approach by using a 

calculated variance of the closed-loop response in order to evaluate the change in a move suppression 

coefficient at every time instant k. The transient response of this approach is close to critically damp- 

ing which provides fast response and minimal overshoot. However, how to evaluate and implement 

the weighting structure appropriately processes with well-condition system is less obvious. Because 

of this reason, applying EPC to the control level plant via DCS is an important issue. 

Building on the work of these past researchers, [12-141, developed a new tuning strategy for 

tuning SISO and MIMO processes. The tuning term extended predictive control (EPC) uses the condi- 

tion number and determinant of the system matrix to provide a simple and effective tuning procedure. 

The condition number of the system matrix represents the degree to which the inevitability of this 

matrix is sensitive to the parameters of the controlled variable. The structure of GPC is essentially 

a pseudoinverse of the system matrix of the plant, and therefore, this measure of control design is 

considered. The lower condition number the better the controllability and control performance of the 

plant. The contribution of that earlier work was an analytical expression to compute the condition 

number of the system matrix. This work demonstrated a fundamental change in the tuning of pre- 

dictive controller. It focuses on further development of EPC for multivariable systems. The tuning 

strategy presented in this work addresses this important issue of robustness in the final MIMO EPC 

design. These parameters include sampling interval, control horizon. 

The main research in this thesis, we aim to apply a simple and effective tuning strategy ap- 

proach that results in a well conditioned system to control the two-tank level system by GPC and 

EPC. The problem of design controller is to provide well-condition systems. The main feature of de- 

sign procedure uses the condition number of the system matrix to evaluate a single tuning parameter 

which is the well-know infinite control horizon resulting in powerful stability for nominal case. In 

addition it has the potential to provide real quality of application and performance benefits on level 

control process. The results will illustrate with simulation and experiment that the proposed technique 

has a relatively small computational cost. 



13 Objectives 

The primary objective of this research is to investigate and implement both generalized predictive 

control and a new tuning strategy for multivariable extended predictive control for two tanks level 

control via distributed control system. First the nominal plant model is simulated. In particular, these 

tuning methods are applicable to unconstrained multivariable processes. 

1.4 Scope of Thesis 

The system designed by this research will have specification as follows 

1. This thesis deal with TTLP designed by Yokogawa Ltd via DCS 

2. To study GPC and EPC tuning strategy 

3. Implement both GPC and EPC to control TTLP 

4. In addition, some comparisons between GPC and EPC is presented 

1.5 Methodology 

1. CENTUM CS3000 R3 connected to the Yokogawa Fieldbus Process Trainer (YFPT) is used to 

control and monitor with TTLP 

2. FOPDT model approximation of the process dynamic is used to derive the tuning parameters 

for EPC 

3. A minimized condition number and increased determinant approach of the system matrix is 

considered simultaneously to provide the well-condition system 

4. The computational tools used in this thesis are MATLAB and SEBOL solver 

1.6 Contributions 

The expected contributions from this thesis are: 

1. Implementation of two controller GPC and EPC on TTLP via DCS 

2. Better control performance of EPC for TTLP 

3. Understand how to control a process via DCS 



CHAPTER I1 

TWO-TANK WATER LEVEL AND DCS 

The topic of this chapter is to present the water process tank and distributed control system, in order 

to find out how it should be merged. In Section 2.2 describes the physical structure of the two tank 

water level that placed on YFPT. In order to deal with implementation next chapter, the identified 

model of the TTLP is also given. After the model of the system is given DCS is introduced briefly in 

Section 2.3. Finally the chapter is concluded 

2.1 Introduction 

Process control has become increasingly important in the process industrial application along with 

heat transfer, fluid mechanics and liquid level control. As a consequence of changing economic 

conditions and technological bases have moved rapidity over last 30 years. Process control is also 

played as an important role in the development of complex processes for manufacturing with safe and 

efficient operation. Furthermore, the rapidly increased computer speed and modem control systems 

have enabled high performance measurement to become an essential part of industrial plants. 

In addition, for reasons of cost effectiveness, modern instrument systems in manufacturing, 

increasingly use network technologies and also increasingly sophisticated devices. The digital pro'cess 

control system or another word is Distributed Control System (DCS) is widely used in the field of 

industrial process. DCS refers to control system in which the controller are distributed throughout 

the system with each component. The entire system of controllers are connected by networks for 

communication and monitoring. Moreover, it come with an embedded operating system, Ethenet port 

and a web interface for configuration where the operator workstation is typically a window platform. 

It is clear that the scope and importance of process control technology will continue to expand 

during the last decade. Consequently, one of the important themes that we emphasize is the need for 

control engineering graduate to understand some knowledge not only the traditional control theories 

but also the modern control technologies that is to say how to operate and design modem plants. The 

way the plant is successfully designed and controlled by using theories but sometime it has a large 

impact on how it should be controlled and what level of control performance can be obtained in the 

real system. 

In this thesis, we provide an appropriate balance of process control theory and practice. In 

particular, this study will focus on controlling the ingrated two-tank water level via modem digital 

control system which is called distributed control system (DCS). It emphasizes physical and empirical 

modeling of water level plant, measurement and DCS. 



2.2 Description of The Two-Tank Level 

The control of liquid levels, for example in a process tank, is an important function. In our study is a 

process two tank water level, shown in the Fig. 1. It is an interconnected cylindrical tank system oper- 

ating in parallel, that has been designed by Yokogawa for process trainer in laboratory, Chulalongkorn 

University. It has two control valves CV 1 and CV2, and it is automatic valve operation. 

The structure consists of two cylindrical tanks and two pneumatic actuated valves. The two 

vertical cylinders are 1.2 meters and constructed from plastic, whereas diameter and cross sectional 

area of each tank is 20 cm and 315.85 cm2 respectively. These two tanks are connected to each other 

via a constant flow rate solenoid valve. The amount of water from tank 1 going to reservoir unit can 

be adjusted the outflow rate via manual valve. 

Two pneumatic valves are used for the actuation of the process liquid. These actuators translate 

an air signal into valve stem motion by air pressure acting on a diaphragm or piston connected to the 

stem. The air pressure is supplied at 0.4 PSI by the air pump. Pneumatic actuators are used in throttle 

valves for open-close positioning where fast action is required. When air pressure closes the valve 

and spring action opens the valve, the actuator is termed direct acting. When air pressure opens the 

valve and spring action closes the valve, the actuator is termed reverse acting. The first position vale 

provides water flow rate to the first tank and The second position vale provides water flow rate to the 

second tank. 

Figure 2.1 : Yokogawa Fieldbus Process Trainer 

2.2.1 Workspace Description 

A level-control system in which the level is a major variables to be controlled, the system must be 

designed to satisfy the static and dynamic control objectives. These objectives can be focused on 

the acceptable deviations with respect to a level set points staying within the allowable maximum 



overshoot and undershoot and meeting system setting time requirement. Fig. 2.2 shows a sketch of 

the process configuration and its control system. Fig. 2.2, it consists of two vertical cylindrical tanks 

P-I Reservoir Unit P-2 

Figure 2.2: Dynamic model structure 

with the level controller at each tank. The flow rates of vale Vl and V2 are fixed. The liquid level in 

each of the tank PVl and PV2 are controlled by manipulating the flow rate Fl and F2 of feed liquid 

pumped from the reservoir into the first and second tank respectively. The level signal from the level 

transmitter on each tank is sent to a level controller. The output signal from each controller goes to 

a control valve that sets the outflow rates. The flow rates Fl and F2 are set by manipulated variable 

MVl and MV2 from the two level controller. The process variable signal PV' and PV2 from the 

two level transmitters depend on the two liquid levels HI and Hz. In this case of study we express 

these PV, and MV, signal as fractions of the full scale of the signals. The signal from transmitter and 

controller are voltage or current signals, which vary over standard ranges (0 to 10V or 4 to 20mA). 

where rx = flow rate when the control valve is wide open. 

Numerical values of all parameters and the values of the variables at the initial steady-state 

conditions are given in Table 2.1. 

2.2.2 Transfer Function 

In the experimental system, the input are the flow rares and the output are the level of each tank. In 

other word, the pneumatic actuators and the sensor measurements. We define the flow rate vector 

6MV and the measurement vector SPV. The manipulated variables and controlled variables view 

of the actuated system is illustrated in the Fig. 2.3. 



Table 2.1 : Dynamic model structure 

6MV2 Tank I 6PV2 

Parameters 
Diameter of tank 

Cross-sectional area of tank 

Span of level transmitters 

High of tank 1 

High of tank 2 

Figure 2.3: Input and Output of the system 

Value 
20 m 

315.85cm2 

90 cm 
120 cm 
120 cm 

In order to establish the transfer function of the process around the operating point. The actua- 

tors are independently controlled by proportional controller [2] , where small-signal analysis is used, 

as illustrated in the Fig. 2.4. The resulting information shall be used for the validation of the process 

model. 

Gi P ~ O C ~ S S  

Figure 2.4: Independent SISO controller for each actuator 

The model of two-tank system is 



where Kij is gain 
dij is time delay 

Tij is time constant of systems 
6PV, is small change of output (liquid level) 
bMV, is small change of input (position of control valve) 

i is the number of output 
j is the number of input 

2.23 Model of The Plant 

In the real practice it is impossible to find the model which completely describes the true system. 

This is why the model validation is very important part of system identification experiment. Model 

validation approach focuses on the important question of finding out whether the estimated model is 

suitable for its intended purpose, which in this thesis is to calculate j-step ahead predictions. There 

are several standard methods for model validation describes. 

Permpomsri achieved an experimental validation of assumed model for two-tank liquid control 

by Non-Parametric Method or other word Step Response Analysis. The definition of appropriate 

boundary conditions for each tank turned out to be controlled with three difference operating points 

which was classified as low, middle and high level model, as shown on the Table (2.2). In order 

to improve the quality of the assumed-model, he applied and validated a Residuals Analysis. On 

this basic, improved shapes of the assumed-modes were obtained by component-mode synthesis. 

Despite small discrepancies observed with respect to experimental data, the assumed-mode model 

was sufficiently accurate for control design. . 
Table 2.2: Model Parameters for TTLP 

For this thesis, we consider only the middle operating point where the model transfer matrix is 

defined as 
3.8e-7S 4.15e-32S 

6 4 4 l 6 s + l  1 [izz] 
6PV2 3.1 e-"' 4.9 e-4 (2.5) 



2.2.3.1 Discrete Plant Model 

It is noted that the plant to be controlled is a first-order plus dead time (FOPDT) model with the 

transfer function of the form 
K e-h G(s) = - 

7 + 1  (2.6) 

Moreover, the generalized predictive control algorithm used Auto-Regressive Moving-Average 

(CARIMA) model. For this reason the continuous time model above need to be discretized. 

Case 1: The dead time d is an integer multiple of the sampling time Ts 

The corresponding discrete transfer function of Eq. (2.6) has the form 

where a, b and d can be derived from continuous parameters of Eq. (2.6), resulting the following 

expressions [ 151: 

( a = e-TalT 

b =  K ( l  - a)  

d = 8/Ts 

Case 2: The dead time d is not an integer multiple of the sampling time T, 

In this case the Padb Approximation can be used and the plant discrete transfer function can be written 

as: 

The following relation can be used to obtain the discrete parameters [15] 

Therefore, the discretized model of the sampling time Ts = 14 sec at the middle level is 



Table 2.3: Operating Point 

2.3 Distributed Control System 

Operation 
Set point signal of controller SP1 
Set point signal of controller SP2 

Deviation value of controller output 6MV1 
Deviation value of controller output 6MV2 
Small change value of level transmitter output 6PVl 
Small change value of level transmitter output SPV2 

Distributed control systems (DCS) use decentralized elements or subsystems to control distributed 

Value 
0.45 fraction of full scale 
0.65 fraction of full scale 

0 - 100 fraction of full scale 

0 - 100 fraction of full scale 

0.45 - 0.65 fraction of full scale 
0.45 - 0.65 fraction of full scale 

processes or complete manufacturing systems. They provide control and supervision of production 

processes by connecting operator interaction and machines. With the brief introduction of reliability, 

flexibility and compatibility of DCS, Yokogawa integrated production control system, CENTUM 

CS3000 R3, is used to monitor and control the operation of process tank for this thesis. As shown in 

the Fig. 4, CENTUM CS300 R3 consist of a field control station (FCS), communications medium, 

and human interface station (HIS). The communications medium in a CENTUM CS300 R3 is a wired 

which connects the FCS to HIS. . 
From the system configuration drawing we can classify DSC structure into 3 main components 

as following 

Human Interface Station 

Field Control Station 

Process Input Output 

2.3.1 Human Interface Station 

A handy and reliable operation environment that combines the latest Windows technology with the 

functionality of the CENTUM CS3000 R3. The widely praised graphic window, trend window and 

CENTUM CS3000 R3 operation windows are provided. In the operation and monitoring environ- 

ment, there are two types of screen modes. Operators can select either Multiple-window mode, like 

an office PC, or Full-screen mode, like a legacy operator console. As in our study we used an office 

PC. The collection of data for display on the HIS is event-driven, i.e., The HIS starts collecting data 

only when the corresponding window is called up. Thus only the dynamic data in the currently dis- 

played windows need to be refreshed. The data sampling load on the HIS is reduced and a one-second 

refresh rate for the dynamic data in the windows is guaranteed. 
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Figure 2.5: System Configuration Drawing 

Figure 2.6: Human Interface Station 



2.3.2 Field Control Station 

The FCS inherits the renowned reliability of the CENTUM CS3000 R3 and is truly the most reliable 

FCS in the industry. The FCS features a fully redundant architecture for V-net communications, 

power supply, and CPU. While the FCS is running, the stand-by processor module performs control 

computations synchronously with the processor module in service, so control is always maintained 

even while switching over between the duplexed control processors (hot stand-by system). The same 

process 110 modules are often used with the CS3000 systems in many plants and have the highest 

reliability. The modules are mainly the isolated channel type. 

Figure 2.7: Field Control Station 

2.3.3 Process Input and Output 

The same process 110 modules are often used with the CS3000 systems in many plants and have the 

highest reliability. The modules are mainly the isolated channel type and use M4 screw terminals. 



Figure 2.8: Field Control Station 

2.4 Conclusion Remark 

In this chapter the dynamic structure of TTLP placed on the YFPT is described. It can be seen 

that plant model which is very usehl in next chapter is obtained by using non-parametric method. 

Moreover, the brief introduction of the principle components for DCS is also given. TTL will be 

connected to DCS in order to show the performance in controlling the system for GPC and EPC.' 



CHAPTER III 

GPC AND EPC PREDICTIVE CONTROLLER 

This chapter provides the principle to the area of predictive control. First there is an introduction 

discussing the idea in generalized predictive control in Section 3.1. It also gives a proper mathematical 

formulation to be used throughout this thesis. The non-adaptive tuning strategy will be presented in 

this Section. This will help to select the principle parameters. In Section 3.2 the new predictive 

control termed extended predictive controller is illustrated. Finally the chapter is concluded in order 

to illustrate the ideas of predictive control. 

3.1 Generalized Predictive Control 

Camacho and Bordons [15] gives a thorough treatment of the subject and explanation the general ideas 

of a long range input-output generalized predictive control (GPC) that is described as an effective 

multivariable control algorithm in which a dynamic optimization problem is solved on-line. The 

control signal sequences are obtained by minimizing the performance index at each sampling time to 

optimize future output on a finite fixed horizon. A new problem is solved for the first control of the 

optimal control sequences, where its theoretical analysis in order to assess the influence of the design 

parameters such as minimum prediction horizon, maximum prediction horizon, control horizon, and 

move suppression coefficient on the closed loop stability and desired performance. It can only be 

done for very specific choices of these design parameters. 

3.1.1 Performance Index 

Limitations of this thesis will only deal with the unconstrained case of predictive control. For the 

treatment of constraint case can see [15]. We alter the finite horizon criterion, which is the most 

commonly used in a quadratic criterion of some kind. In Fig. 3.1 a schematic picture of the basic 

ideas of predictive control is presented. In our research the quadratic cost function will be used 

where $(k + j  1 k )  denotes an optimum j  step ahead prediction of the system output on data up to time 

k, predicted based on the past input, output vectors and the future control sequences. w ( k  + jlk) is 

the predicted future reference trajectory and A u ( k  + j  - 1 )  denotes an incremental control input of 

the system at time k + j  - 1, computed by minimizing (3.1) at time k. Ql and Q2 are positive definite 

weighting matrices. 

The cost hnction (3.1) is minimized to produce A u ( k ) ,  A u ( k  + I), . . - , A u ( k  + Nu - 1). For 

the next sampling time the minimized criterion is repeated. This implementation is called Receding 
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Figure 3.1 : GPC Scheme 

Horizon Control. The modification made to this control signal not in terms of u(k)  but in terms 

of Au(k) is that it is the changes in the input signal that are unwanted or another word is that the 

statement of optimization problem. If A = 1 - r-I acts upon u(k)  the result will be . 

As can be seem this cost function penalizes differences between the predicted outputs from 

the system, $(k + jl k) and' the reference trajectory w(k + jl k)  over the prediction horizon, where 

j = Nl, Nl + 1, , N2. It also penalizes changes in the control signal Au(k + j - 1 )  over the 

control horizon. The exact form of these penalizations can be controlled by using the weighting 

matrices Q1 and Q2 which in most case are diagonal. The control criterion is that it possesses a 

significant level of complexity sufficient to make it capable of producing effective controllers for 

enormous ranges of candidate plants while the criterion itself depends upon the specification of only 

main design parameters weighting matrix Q2. However, due to the fact that the shape of the design 

parameter used in this thesis requires one tuning parameter with well condition of weighted system 

matrix. In that case the system matrix weighted by Q2 need to be modified by EPC tuning procedure 

which is being studied in Section 3.2 and also is entirely devoted to the problem used in this thesis. 

3.1.2 Model Description 

The model representation to be used in this thesis will mostly be discrete-time, linear and time- 

invariant models with uncertainties and are called noise inputs appearing on the feedback loop. A 



model of the process described through the CARIMA model can be expressed as 

1 
~ ( z - ' ) ~ ( k )  = B(z- ' )z~(k - 1 )  + - - ~ ( z - l ) e ( k )  

A (3.3) 

where A(z- l ) ,  ~ ( z - l )  and C(z- ' )  are polynomials in the backward shift operation z-I defined as: 

The operator A is defined as A = 1 - z- l .  The variables y(k),  u(k)  and e(k) are the out- 

put,input and noise vector at time k respectively. The noise variable e(k)  affects the output and are 

assumed to be white stationary random noise with E[e(k)] = 0, ~ [ e ( k ) e ( k ) ~ ]  = re. 

a A deterministic associated to the relationship between inputs and outputs given by the polyno- 

mial A(z- l )  and B ( z - l )  

a A stochastic associated to the relationship between noise variable e(k)  and the output given by 

the polynomials A(z- l )  and C(z - I ) .  This part is called noise model. 

3.1.3 Control Law 

To solve the problem posed by the minimization of (3.1) in order to obtained unconstrained GPC 
control law, we have to compute a set of j-step ahead predictions of the outputs over the prediction 

horizons based on information known at time k and on the future values of the control increme'nts. 

Moreover, the following Diophantine equation need to be used 

The Ej and Fj are polynomials uniquely defined given A and the prediction interval j 

It can easily be seen that the initial conditions for the recursion equation are given by: 

Because of the predictive nature of model predictive controllers, time delays are inherently 

considered by them. The dead times from input to the output are reflected in the polynomial matrix 

The lower limit of the prediction horizon Nl can therefore be made equal to d + 1. Therefore 

the recursion of the Diophantine Equation is used. 



If equation (3.3) is multiplied by 2-j, we then obtain 

B Fj 
y(k  + j )  = -u(k  + j  - d - 1 )  + E j e ( k  + j )  + - e ( k )  

A A A (3 -6) 

If we replace e ( k )  using (3.3), this yields 

where the last term contains information which is independent from signals measurable at time k.  

It is then obvious that the minimum variance prediction of $(k  + j lk)  given data know at time k  is 

obtained by replacing the last term by zero, yielding 

In this expression &(k + j ( k )  is a function of know signal values at time k and also of future control 

inputs which have yet to be computed. We then use a second Diophantine equation to distinguish 

between past and future control values, 

which yield the following expression for the prediction, 

The vector of predicted controlled plant outputs can be written as 

Equivalently, 

y = G u + f  

Note that the vector f  is the free response prediction of y(k  + j )  by assuming that control increments 

after time k  - 1 will be zero, where its element term can be calculated recursively by 

where 



The dynamic matrix G is composed of the impulse response parameters, g j ,  of the pant model of N2 

controlled variables and Nu manipulated variables is 

An outline is given of how to compute the GPC control law. For simplicity of notation the 

quadratic minimization of (3.1) now becomes a direct problem of linear algebra, with substituting the 

predicted output from (3.1.3) into (3.14) 

Jk(u) = (Gu + f - W ) ~ ( G U  + f - w) + XuTu (3.14) 

The required minimization after expanding (3.14) 

T T  J ~ ( u )  = U ~ ( G ~ G  + XI)U + 2~ G (f - W) 

Note that the performance index is quadratic and hence has a unique minimum which therefore can 

be located by setting the first derivative to zero: 

Therefore, the vector of optimum future control increments u can be expressed as 

where 

Most industrial plant have many variables that have to be controlled and many manipulated 

variables or variables used to control the plant. In many cases, when one of the manipulated variables 

is changed, it is not only affects the corresponding controlled variables but also upsets the other 

variables. As in this thesis, we study about how to control the two tanks level process which consists 

of two inputs and two outputs (TITO). Let us define the vector of predicted controlled plant outputs 



y = [y: yf l  or equivalent to 

The following expression of prediction 61 (k) and G2(k) are defined 

Let us define f as the free response of y 

Equivalently, 

The optimum control law without constraint can be expressed as: 



where the weighting matrix el,  Q2 and reference signals w are defined as: 

This expression will be accurate if the G T Q I G  + Q2 matrix is positive definite (minimum of the 

performance index). To ensure this fact, y i I N u x ~ u  weighting matrices must be positive definite, 

AilN2 N2 weighting matrices must be non-negative definite and dynamic matrix G should be of full 

rank. 

Because of the receding control strategy, only Au(k) is need at time k. Thus only the first m 

rows of G T Q I G  + Q 2 ) - l G T Q 1  have to be computed. 

The control law can then be expressed as: 

3.1.4 Choice of parameters 

For the real application the principal parameters such as Nl , N2,  Nu and X i  for i = 1,2  should best 

be selected in order to have desired performance. 

Let consider the case where the process can now be interpreted as process with a common 

minimum delay 4 which is associated to the outputs y, for i = 1,2. Therefore, the lower limit of the 

prediction horizon Nlli  can be made equal to d, + 1. If 4 is not know or variables, then Nl,i can be 

set to 1. The maximum output horizon N2 should be chosen corresponding more closely to the rise 

time of the plant. The general acceptable control of Nu = 1 for the simple plant is set. Increasing Nu 

make the control and corresponding output response more active. 

In addition to the specific choice of controller parameters for closed-loop stability, all the trans- 

fer function matrices consist of the nominal model and the uncertainty matrix that includes the model 

uncertainties (noises), must be satisfy the performance criterion. To achieve the desired performance 

of fast closed-loop response without oscillatory transients, we provide a modification of the weighting 

matrices Q2 technique which ensure the well-conditioned system [12]. 



3.2 Extended Predictive Control 

In the process industry typical plants are fast reacting and need to get to set point in a relatively 

short time with fast settling times. In order to overcome the problem of providing fast closed-loop 

responses, Abu-Ayyad, Dubay and Kember [I21 developed a new simple tuning strategy termed ex- 

tended predictive control (EPC). This work focuses on an effective strategy of predictive control by 

reformulating the control law with a new structure of a weighting matrix. An exact method is to 

evaluate a single tuning parameter based on the optimal range of the condition number and also the 

increasing determinant of the system matrix. In this thesis the comparison of the control performance 

of EPC with GPC for level process is investigated. 

The general predictive control law is the solution of optimization performed by infinite horizon 

stable predictive control cost (3.1) with this most of the algorithms using. It formulated with pos- 

itive weighting factors X on the manipulated variable moves. Thus the idea is generally to prevent 

unconstrained optimal predictive control signal explosion. The closed form solution of quadratic cost 

function without weighting on G T G  is computed as 

where e is the vector of tracking difference between the trajectory reference and the prediction of the 

process. 

3.2.1 New Structure for EPC 

By introducing a new structure of the weighting factor matrix Wnew which must be symmetric in 

order to keep the systemetricity of the system matrix GTG, the beginning of reformulation of the 

new control strategy is considered. 

In our study the new structure of the Wnew matrix is accommodated for the special case of 

strict control horizon Nu = 3 and can be shown to be 

To achieve fast response with minimal oscillations, Au must be evaluated from a well condi- 

tioned system matrix. This matrix has to be weighted in such a manner as to reduce condition number 

and also increase the determinant. In order to increase llGTG + Wnew 11 to obtain lower values of 

the condition number of (GTG + Wnew), it is assumed that the even elements of the first row of the 

weighting matrix Wnew are equal. At this stage, the EPC structure of the Wnew matrix is designed to 

have three parameter a1 , a2 and A, for any value of the control horizon (Nu = 3). The Wnm matrix 

using these parameters is now termed WePC. The weighting matrix WePC is 



The formulation of the new control law is obtained 

where a1 and a2 are the new weighting factor in the We, matrix and X is the old weighting matrix. 

With the large number of the prediction horizon N2, the system matrix G ~ G  can be expressed 
N2-1 as a function of a = gig,, where gi for i = 0 , 2 ,  . . . , N2 - 1 is the first column of the dynamic 

matrix G ~ .  The system matrix can be defined as [ I  51 

For clarity, we define C,, and Cepc are weighted matrices for GPC and EPC respectively, where its 

expression is demonstrated as 

From Eq. (3.36) and (3.34), it is shown that the condition number of Cew can be further improved 

by eliminating the second element of the first row and assuming that alX = a. Therefore, X is no 

longer a tuning parameter as in GPC controller structure whereas the new tuning parameters a1 q-~d 

02 will be used instead. Thus the main question to be deal with in this stage is how to tune the new 

strategy parameters a1 and 02 in order of the system matrix Cepc is weighted with well condition. To 

deal with this conestone problem the simply tuning rule of a1 and 02 on EPC will be presented next 

section. 

Therefore, the approximated condition number ym for EPC can be represented as a function 

of the new weighting factor a1 and a2 as following 

The determinant of C,, will be calculated in terms of A,  al, a2 as 

3.2.2 Tuning of al and a2 for EPC 

In this section, the guidelines on the choice of a1 and a2 are presented individually. First by setting 

a2 = 1 for the value of Nu = 3, IC,,( is thus evaluated by using only weighting factor 0 1 .  Second 

ICqcI is evaluated by using only weighting factor 02. Moreover, the expressions for determinant and 

condition number for GPC and EPC are given in Table (3.1). It is note that the maximum value of 



Table 3.1 : Determinant and condition number for Nu = 3 

Control Scheme Determinant Condition Number 

GPC ~ ~ a ~ ~ u - ~  + XNu Nua/X + 1 

EPC: a2 = 1 X 2  [au1(4 - 0 1 )  - 2alX] 1 + d 2  ( l /uf  - 2/ul + 1) 

EPC: a1 = 1 X2 [cm2(4 - a2) - 202X] 1 + du; - 2u2 + 3 

IC,I occurs for the reformulated structure of EPC at X = a [(4 - u1)/3] whereas no maximum value 

of ICwcI for the old structure of GPC. Since the determinant of the weighted matrix for EPC must be 

greater than GPC (IC,,I > ICp() and the condition number of the weighted matrix for EPC must 

be smaller than GPC (^lepc < T ~ ~ ~ ) ,  an inequality condition are derived as a function of a and X 

al(X, a) > (2  - $) + dX2 - 5aX + a2 

a2(X, a) > (2  - $) + ,A2 - 5 a ~  + a2 

A <  ( 5 - , h i ) $  

It can be conclude that the weighting factor a1 and u2 must be greater than 1 in order to have hjght 

determinant values for any value of X < a. 

3.2.3 EPC Tuning Strategy for TIT0 

The mathematical analysis used to derive the weighting matrix for unconstrained TIT0 EPC closely 

follows the SISO case presented in [15]. The dynamic matrix G for the TIT0 system of 2 controlled 

variables and 2 manipulated variables is 

where Gij is the dynamic matrix of the corresponding process. 

The system matrix for 2 inputs and 2 outputs cases is given by 

The complicity of the system matrix is reduced by separating as a sum of two matrices 



As can be seem from (3.40), the lowering of all eigenvalues of the system matrix is obtained by 

adding the weighting matrix WBIBo to the diagonal blocks matrix Q1 which are equivalent to the 

corresponding column system matrix of the subprocesses. For this reason, the weighting matrix for 

BIBO EPC with 2 outputs is given as 

Equivalently, 

where Wj is the extended move suppression matrix of the jth manipulated variable of the BIBO 

system. The weighting matrix WBIBo which effectively modifies the condition number of the system 

matrix, is tuned such that the condition number is always bounded by a fixed low value. 

Therefore, the overal diagonal blocks of system matrix is expressed as 

Shridhar and Cooper [15] shown that the maximum eigenvalues of all off-diagonal terms are zeros. 

Therefore, to find an upper bound on the maximum eigenvalue of the overall system matrix, Q1 +*Q2, 

it can be shown that 

~ lmm(Ql+  Q2) I ~mm(Q2) (3.46) 

where p,, represented the largest eigenvalue of the square matrix. 

Therefore, the maximum eigenvalue comes from the diagonal blocks in portioned matrix (Q2). 

Mathematically [ I  51 a2,2 has more impact on the determinant and condition number of the overall 

control matrix (Q1 + Q2) than u2,1 

In summary, the tuning procedure is as follows: 

Using 2th diagonal matrix (Q1 + WBIBo) and the inequality condition, obtain the parameters 

01  and a2,2. 

Substituting the selected parameters above to (3.49, then repeat the above for the remaining lSt 
diagonal matrix of (3.45). Each successive tuning of ~ 2 , ~  and u2,l is based on the corresponding 

diagonal matrix of (Q1 + WBIBO) 

Using these a values, construct Aaact = ( G ~ G  + WBIBO) and use in the evaluation of Au(k) 
in (3.33) 



3.3 Summary and Discussion 

3.3.1 Summary 

The generalized predictive controller has been presented as shown in Algorithm 3.2. This algorithm 

has been developed as extensions of the weighting matrix of the system matrix that according to the 

Algorithm 3.3. The main idea which we have been illustrated in this chapter are the tuning strategy 

for both GPC and EPC. 

3.3.2 Discussion 

In this chapter, we have presented a simple improved approach of EPC for predictive controller. The 

performance is defined in term of reformulation the structure of the system matrix whereas the control 

horizon is strict. EPC introduces the idea of well-conditionality which depends on not only condition 

number, but also the determinant of the matrix. The technique can be efficiently implement since 

it removes the ill-conditioning in the system matrix by developing the new weighting structure. In 

next chapter, numerical example based on the two-tank liquid level system will confirm that the new 

extended predictive control EPC algorithm yields high performance results than the algorithm with 

conventional generalized predictive control GPC. 



START i-i 
Assignment 
Variables 

Find Matrice G and I Polynomials ~ ( z  1 ~ ~ ( z - ' ) ,  1 
Compute Control Signals 

u = ( G ~ G  + XI) - 'G~(~ - W) 

Update Free Response f 

Figure 3.2: GPC Algorithm 
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Figure 3.3: EPC Algorithm 



CHAPTER IV 

IMPLEMENTATION RESULTS 

This chapter will show both the simulation and experiment result for water level control process. In 

Section 4.2 the simulation result using MATLAB will be given to illustrate how is the difference 

between the control performance of EPC and GPC. Then there will be a discussion on issues relating 

to implementation of level control via DCS in Section 4.3. This is following by a discussion of the 

tuning parameters. Finally the chapter is concluded by a discussion on the control performance. 

4.1 Introduction 

In this chapter the theoretical concept presented in previously are simulated. An experimental vali- 

dation is also conducted of real liquid level control via CENTUM CS3000 R3, an acronym for Dis- 

tributed Control System. A model chosen corresponded to a middle level control of YOKOGAWA 

FIELDBUS TRAINER plant is elaborated and utilized for simulation and implementation. The model 

was identified by Permpornsri [8] and has been used to try difference control strategies, as detail in 

Table (4.1). 

As shown in Fig. (2.2), the process has two variables LVI and LV2 that have to be controlled. 

The controlled variables LV1 and LV2 are the water level of each tank whose specifications are fixed 

by economic and operational goals and must be kept within a 2 percent of their set point at steady 

state. Furthermore, it must be controlled within limits fixed by operation constraint 45 cm to 65 cm. 

The manipulated variables are control valve CV 1 and CV2 which are also constraint by 0 to 100. The 

feed water is pumped all liquid requirement from the reservoir unit for each tank. 

Table 4.1 : Validation model at the middle level of the tank 

4.2 Simulation Results 

Modelparameter 

Static gain: K 
Time constant: T 

Time delay: 9 

In order to show the way GPC and EPC can be simulated, simple identified model is presented, where 

the tuning parameters are shown in the Table (4.2). The controller will be designed for first order 

i = 1 ,  j = 1  

3.2 

452 

7 

i = 1 ,  j = 2  

4.15 

416 

32 

i = 2 ,  j = 1  

3.1 

472 

32 

i = 2 ,  j = 2  
4.9 

443 

4 



system for the sake of  clarity. The following transfer matris is given 

Table 4.7: Tuning parameter for GPC and EPC 

I Control Scheme I Parameters I 

GPC 

where the manipulated variables u l ( s )  and u 2 ( s )  are the control valve CV I and CV? respectively. 

EPC 

The control variables yl (.s) and y2(.5) are Lsater level at tank I and 3 respectivel) 

Y1 = 1 
X1 = 12 

a1 = 6.27 

02 , i  = 18.80 1 u2,2 = 31.35 

The discretized model l'or a sampling time 01'14 seconds is 

% ? = I  
X2 = 12 

A let? matrix fraction description can be obtained by making niatris .4 (zP ' )  equal to a diag- 

onal rnatris with diagonal elements equal to the least common multiple of the denominators of the 

corresponding row of the transfer function, resulting in 

Since the plant is a 2 u 2 sqstern and control horizon ,Y7, = 3, the Lreighting matri\ is now 



The computer simulation of tuning strategy for BIB0 level process, the weighting ratio o2,2 

is tuned first then the parameter u2,1 is chosen based on the value of a2,2.  The system matrix of the 

process with Nu = 3 and a1 = 6.27 is given on the Table (4.2). To tune a 2 , 2  and a a , ~ ,  the submatrices 

A1 and A2 are used independently. Using the submatrix A2 obtain a2,2  and the subsequent using the 

A1 matrix, obtain u2,l. Note that in order to obtain 0211, the tuned A2 matrix is used first. 

With the matrix A1 and A2 are formed as following 

In numerical, the submatrix A2 and A1 are given as 

I 
75.24 -4.84 53.44 

A:! = -4.84 66.03 -314.68 

53.44 -314.68 57.48 1 32.08 -45.25 15.84 



Figure 4.1 : Performance comparison of LVl for process tank using EPC and GPC controllers 
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Figure 4.2: Response of LV2 for process tank using EPC and GPC for disturbance rejection capabili- 

ties at a set point 65 cm 
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Figure 4.3: Manipulated Variable 1 (MV 1) comparison of EPC and GPC controllers for TTLP 

Figure 4.4: Manipulated Variable 2 (MV2) comparison of EPC and GPC controllers for TTLP 
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Figure 4.5: Response of LVI for process tank using EPC and GPC controllers 
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Figure 4.6: Response of LV2 for process tank using EPC and GPC for disturbance rejection capabili- 

ties at a set point 65 cm 
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Figure 4.7: MV1 comparison of EPC and GPC controllers 
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In order to illustrate the performance of controlling TIT0 process tank with difference oper- 

ation points for the output and the manipulated variables GPC and EPC controller are applied for 

TTLP and the simulation results are obtained as shown from Fig. 4.1 to Fig:4.8. 

Fig. 4.1, 4.3, 4.5 and 4.6 show the behavior of the water level LV1 and LV2 in the tank in 

the present of change in the level reference 5 cm at each 400 sec for tank 1 and keep constant 65 cm 

for tank 2. As can be observed, the outputs follow the reference by mean of the two manipulated 

variables MV1 and MV2. It can also be seen that any change affects all the variables, such as LV1 

and LV2, which are slightly move from the reference during the transient stage. 

The simulation results of response and manipulated variables for GPC and EPC shown the 

closed-loop results due to the set point changes. The weighting matrix Wq, in Eq. (3.32) for N3 = 3 

translate the simple and general form, where the form of this matrix is applicable for any process 

industrial by using only the specification of a variable. The effect on closed-loop response is clearly 

seen as a varies. By considering performance such as percent overshoot and settling time, the EPC 

controller has ability to handle both wideranging set point change with small oscillation and respond- 

ing quickly in order to keep good tracking of the set point changes in comparing with GPC as shown 

on the Table 4.5. A noticeable feature of EPC from the Table 4.5 is that it has a relatively low condi- 

tion number and the highest determinant of the system matrix in comparison to GPC controller. 

Table 4.3: A comparison of GPC and EPC controller for TTLP 

Control Scheme 

GPC 

EPC 

.y,& 

24.54 

57.10 

IAaaCt I 

7.88 x lo7 

3.37 x 1012 

Overshoot (%) 
6 

6 

6 

6 

6 

6 

0.5 

0.5 

0.5 

0.5 

0.5 

0.5 

Operation (cm) 
LV1: 60 - 55 

LVl: 55 - 50 

LVl: 50 - 45 

LVI:45 - 50 

LV1:50- 55 

LVl: 55 - 60 

LVl: 60 - 55 

LVl: 65 - 65 

LVl: 45 - 50 
- 

LV1:65 -65 

LVl: 50 - 55 

LVl: 55 - 60 

Setting Time (sec) 

52 

52 

52 

52 

52 

52 

45 

45 

45 

45 

45 

45 



Figure 4.9: The effect of the weighting factor A1 on the determinant of matrix A1 (Nu = 3) 

Since A1 and X2 must be positive [3,4], in order to have a weighting influence on the determi- 

nant of the weighted matrix Cg, and Cew the effect of X1 on lCg,) and )Cepe) are presented. From 

the Fig. 4.9 shows the effect of variable XI on (Cg,l, where the value of X2 = 12 is selected [3,4]. 

To have the larger determinant of Cgpc for any value of X < (5 - m) 8.  It must be in- 

creasing. From this increasing value of XI the poor performance in controlling for GPC controller is 

obtained as shown in the Fig. 4.10 and 4.1 1 .  It can be conclude that with the same weighting factors 

XI = Xz = 12 the conditionality of Cepc is improved such IC,,I = 0.07 x lo9, the value of X for 

GPC must be large to increase its determinant as given on the Table 4.4. 

Table 4.4: Tuning parameter for GPC and EPC 

Control Scheme 

GPC 

Setting Time (see) 

52 
79 

215 

Weighting Factor 

XI = A:! = 12 

X1 = X2 = 15 
X1 = X2 = 20 

Overshoot (%) 
6 

11 
18 

ra,t 

24.54 
19.83 
15.12 

IAmmt I 
0.07 x lo9 
0.23 x lo9 
0.23 x lo9 
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Figure 4.10: Output LV1 Comparison of GPC controller for difference X 

Figure 4.1 1 : Response of LV2 using GPC controller for difference X 
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Figure 4.12: Manipulated variable comparison of GPC controller for difference X 
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Figure 4.13: Manipulated variable comparison of GPC controller for difference X 



4 3  Experiment Results 

In this section, experimental test are camed out on the process tank existing on Yokogawa Fieldbus 

Trainer (YFT) plant via DCS. The connection between plant and CENTUM CS3000 R3 is given in 

Fig. 4.14. The predictive control GPC and EPC tuning scheme are applied to the real liquid process, 

where its model is discretized by Tustin Approximation. This method has the advantage of being 

a stable continuous time system that is transformed into a stable sampled system. For CENTUM 

CS3000 R3 the controller is represented as the h c t i o n  block in which SEquence and Batch Oriented 

Language (SEBOL) programming language is used for the level process. In addition, SEBOL is a 

programming language that is suitable for process control. It has special features for the functions of 

a generic programming language. Programs written in SEBOL are executed as an action equivalent 

to one SFC step on the FCS. 

The objective of the implementation is to maintain the water level in the tank 1 at 65 cm inspire 

of changing operating level in the tank 2. First the water in these two tanks are fixed at 55 cm, the 

control valve CVI and CV2 open at 40 and 65 percent respectively. The level of the tank 1 will be 

changed from 55 cm to 45 cm while the level in the tank 2 change from 55 cm to 65 cm. For the 

second experiment is just keep the level of tank 1 be 55 cm. 

FCS 

Transmitter 

Figure 4.14: The connection of DCS with level process on YFT 

In the case of practical implementation, the performance of EPC method was compared with 

GPC. Using GPC and EPC tuning procedure, closed-loop test was conducted on lTLP plant with 

the dynamic matrix G in Eq. (3.39) was obtained from the open-loop test of the two-tank process. 

From Fig. 4.15 to Fig. 4.22 shown the results of EPC at the specified a1 = 6.27, a z , ~  = 18.8, and 



u 2 , 2  = 31.35 and GPC having tuning parameters and X1  = X 2  = 12, both using Nu = 3 
Fig. 4.16 and Fig. 4.21 are the experiment results of response variables LV1 and LV2 for 

the two difference cases. It is clear that using the EPC method drastically gives faster closed-loop 

responses and shorter settling times in comparing with GPC. An interesting observation is that even 

though y,,d for GPC is lower than y,,d for EPC for the control horizon Nu = 3, the closed-loop 

output level using EPC is better than GPC. This can be explained by the fact that the ICwdl for 

GPC as compared to EPC is smaller in value which makes the manipulated variable changes more 

aggressive resulting in higher oscillation. In general, EPC minimizes the errors rapidly between the 

reference trajectories and the predicted outputs much better than GPC. 

Table 4.5: A comparison of GPC and EPC controller for TTZP 

4.4 Discussions 

Control Scheme 

GPC 

EPC 

The objective of this section is to illustrate the difference results between simulation and implementa- 

tion of GPC and EPC method for TTLP. The simulation results show that the methods are applicable 

for level process and the output responses LV1 and LV2 performance for single tuning parameter 

EPC compared with GPC is improved results. However, implementation results showed not much 

improvement of the proposed methods since the system behavior has effected by the uncertain pa- 

rameter that can be encountered as below 

In fact, DCS is composed of central controller and the remote system containing a physical 

plant, sensors and actuators that always have the uncertain parameter or physical error. In 

addition, the controller and the plant are located at difference spatial locations and ~ 0 ~ e c t e d  

through network to form closed-loop control. Therefore, the identified two-tank model may not 

the best match to the real process. 

. y , d  

24.54 

57.10 

It is not easy to select the best initial parameter for both controller which must to follow the 

Algorithm 3.2 and 3.3 

IA,,& I 

7.88 x lo7 

3.37 x 1012 

Operation (cm) 

LV1: 55 -45 
LV2: 55 - 65 
LV1: 55 - 55 
LV2: 55 - 65 

LV1: 55 - 45 
LV2: 55 - 65 
LVl: 55 - 55 
LV2: 55 - 65 

Setting Time (sec) 

1440 
1632 
1450 
1348 

740 
745 
1123 
1200 

Overshoot (%) 
- 
- 
- 
- 

15.62 
15.70 
- 
- 

* 
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Figure 4.15: Response of the outputs LVI and LV2 using GPC controller 
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Figwe 4.16: Manipulated Variables of GPC controller 
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Figure 4.17: Response of the outputs LVl and LV2 using EPC controller 
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Figure 4.18: Manipulated Variables of EPC controller 
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Figure 4.19: The output responses of TTLP using GPC controller 

Time (secs) 

Figure 4.20: Manipulated Variables of GPC controller 
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Figure 4.21 : The output responses of TTLP using EPC controller 

0 200 400 600 800 1000 1200 1400 1600 
Time (secs) 

Figure 4.22: Manipulated Variables of EPC controller 



CHAPTER V 

CONCLUSIONS 

5.1 Summary of Results 

This thesis investigates two main research orientations that are simulation of the two-tank water 

level process and implementation of this plant via distributed control system. The two predictive 

controllers which are generalized predictive controller and extended predictive controller have been 

studied. Based on the previous work done by Clarke and Mohtadi [ 5 ] ,  the GPC tuning strategy for 

the principle components that are minimum and maximum prediction horizon, control horizon, and 

weighting factor was given. However, the system matrix conditionality of the GPC control law based 

on quadratic function is not guaranteed well-conditioning, the EPC algorithm presented in this the- 

sis employs the condition number of the system matrix to provide tuning procedure and improve 

the system matrix conditionality by increasing its determinant for strict control horizon. Simulation 

and implementation to two-tank process via DCS shows the improved control performance of ECP 

compared with GPC. 

The specific conclusions associated with the difference chapters of this work are reported here- 

after. 

Chapter 2, the dynamic model of TTLP has been described. After introducing the essential 

features and model of TTLP, we provided brief introduction of distributed control system (DCS) 

comprised of the three main components, human interface station (HIS), field control station (FCS), 

and process input/output. It is important for control practitioner to understand how to implement the 

real system. 

Chapter 3 covers the theoretical and computational basic for providing technique in controller 

design. As described in Section 3.1, the GPC control law can be obtained by solving the quadratic cost 

function over prediction horizon and control horizon. In addition, the choice of three specific tuning 

parameters was proposed. This approach was then used in the Section 3.2 to assess the influence of 

the design variables on the stability of the closed-loop control system. Moreover, the system matrix 

of GPC control law can be reformulated with the new structure by considering the well-conditioning 

matrix, as presented in the Section 3.2. 

Finally, not only the simulation results, but also application results via DCS at the middle 

operating point were shown in Chapter ??. In order to illustrated the performance of each controller, 

the process tank modeled based on step response analysis is used for tuning all control parameters. In 

comparison to GPC, it can be seen from the results that EPC controller is better than GPC controller 

with provided faster closed-loop responses with minimum overshoot. It is to be noted that both GPC 

and EPC is constrained to a control horizon Nu of 3. 



5.2 Recommendation 

The implementation in this thesis is done via distributed control system (YOKOGAWA CENTUM 

CS R3). To make TTLP has more general in practice, we need to improve some possible extensions 

that can be encountered as below 

In this thesis, the control horizon is strict for Nu = 3 to implement both GPC and EPC con- 

troller for control the water level. With this number we can control the plant. For more general, 

it is interesting to apply for any large number of Nu and derive a general expression of condition 

number and determinant in order to provide an effective tuning rule. 

Since the result shows that EPC controller has the performance better than GPC controller. It is 

strongly recommended for TTLP system as the process could be operated for not only middle 

tank level but also other set points. 
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APPENDIX 



Appendix 

N o  Tank Water Process Implemented in MATLAB and SEBOL 

1 Program for Computing Dynamic Matrix 

$ ................................ ....................... 

% COMPUTE DYNAMIC MATRIX BY MATLAB PROGRAM 

% T I T 0  LEVEL CONTROL OF YOKOKAWA IN CSRL 

% A u t h o r  : SOPHEAK HEL 

% D a t e  : 2 5  November ,  2 0 0 8  
% .................................................... 

% 

c lc  
c l e a r  a l l ;  c l o s e  a l l ;  
T = 1 8 0 0 ;  

n  = 4; 

P  = 2 0 ;  

M = 3 ;  

3s = 1 4 ;  

l a 1  = 1 2 ;  

l a 2  = 1 2 ;  
================= DECLARE VARIABLE ================= 

% 

a h 1 1  = z e r o s  ( l , 4 )  ; a h 2 2  = z e r o s  ( l , 4 )  ; 

b l l  = z e r o s  ( l , 3 )  ; b 1 2  = z e r o s  ( l , 3 )  ; 

b 2 1 = z e r o s ( l , 3 ) ;  b 2 2 = z e r o s ( l , 3 ) ;  

% 

dwf-g = z e r o s  (2*P ,  1 )  ; 

dwf-e = z e r o s  (2*P ,  1) ; 

f g  = z e r o s  ( 2 * P , 1 )  ; - 
f-e = z e r o s  (2*P ,  1) ; 

% 

w l  = z e r o s  ( P , l )  ; w2 = z e r o s ( P , l ) ;  

y g l = z e r o s ( 4 , 1 ) ;  y g 2 = z e r o s ( 4 , 1 ) ;  

u g l = z e r o s ( 4 , 1 ) ;  u g 2 = z e r o s ( 4 , 1 ) ;  

d e l - u g l  = z e r o s  ( 3 , l )  ; 

de l -ug2  = z e r o s  ( 3 , l )  ; 

% 

y e 1  = z e r o s  ( 4 , l )  ; y e 2  = z e r o s  ( 4 , l )  ; 

u e l  = z e r o s  ( 4 , l )  ; u e 2  = z e r o s  ( 4 , l )  ; 

d e l - u e l  = z e r o s  ( 3 , l )  ; 

de l -ue2  = z e r o s  ( 3 , l )  ; 

% 

n-model = z e r o s  ( 2 , 4 )  ; 

d-model = z e r o s  ( 2 , 4 )  ; 

Kp = z e r o s ( 2 , 2 ) ;  

Tu = z e r o s ( 2 , Z ) ;  

T d  = z e r o s  ( 2 , 2 )  ; 



delay = zeros(2,2); 
epsilon = zeros (2,2) ; 
% 

% =================== INITIAL DATA =================== 

% 

F1 = zeros (P, 3) ; 
F2 = zeros (P, 3) ; 

% 

Gpll = zeros(P,2); Gp12 = zeros (P,2); 
Gp21 = zeros (P,2) ; Gp22 = zeros (P, 2) ; 
% 

G11-1 = zeros (P, 1) ; G12-1 = zeros (P, 1) ; 
G21-1 = zeros (P,l); G22-1 = zeros (P,l); 
% 

G11 = zeros(P,M); G12 = zeros(P,M) ; 

G21 = zeros (P,M) ; G22 = zeros (P,M) ; 
% 
% ================= MODEL PARAMETERS =============== 

% 

Kp(1,l) = 3.2; Kp(1,2) = 4.15; 

Kp(2,l) = 3.1; Kp(2,2) = 4.9; 
% 

Tu(1,l) = 452; Tu(1,2) = 416; 

Tu(2,l) = 472; Tu(2,2) = 443; 
% 

Td(1,l) = 7; Td(1,2) = 32; 

Td(2,l) = 32; Td(2,2) = 4; 
% 
% ........................ ............................... 

% DIGITAL MODEL CONVERSION 
$ .................................................... 

% 

dl = fix(min(~d(l,l)/Ts,Td(l,2)/~s)); 

d2 = fix(min(Td(2,1)/Ts,Td(2,2)/Ts) ) ;  

% 

for i = 1:2 

for j = 1:2 

delay(i, j) = fix(Td(i, j)/Ts); 

epsilon(i, j) = Td(i, j)/Ts - delay(i,j); 
end 

end 

for i = 1:2 
for j = 1:2 

d-model (i, (2*j - 1) ) = 1; 
x = - Ts/Tu(i, j); 
a = exp (x) ; 
d-model(i,Z*j) = - a; 
y = - epsilon (i, j) ; 
alpha = a*(a" ( y )  - 1)/ (1 - a); 
n-model(i, (2*j - 1)) = Kp(i, j)*(l - a)*(l - alpha); 
n_model(i,2*j) = Kp(i, j) *(l - a) *alpha; 

end 
end 

% 

ah11 (1,l) = d-model(1,l) *d_model(l,3) ; 
ah11(1,2) = d-model(1,l) *d_model(l,4) + d_mode1(1,2) *d_model(l,3) - d-model(1,l) *d_model(l,3); 
ah11(1,3) = d-model(l,2)*d-model(l,4) - d-model(l,l)*d-model(1,4) - d-mode1(1,2)*d-model(l,3); 
ah11(1,4) = - d-model(l,2)*d-model(1,4); 



% 

ah22 (1,l) = d-model(2,l) *d_mode1(2,3) ; 
ah22 (1,2) = d-model(2,l) *d_rnode1(2,4) + d-mode1(2,2)*d-model(2,3) - d-model(2.1) *d_mode1(2,3); 
ah22(1,3) = d-mode1(2,2)*d-mode1(2,4) - d-model(2,l)*d-model(2,4) - d-mode1(2,2)*d_mode1(2,3); 
ah22(1,4) = - d-rnode1(2,2)*d_mode1(2,4); 
% 

bll(1,l) = n-model(l,l)*d-model(l,3); 

b11(1,2) = n-model(1,l) *d_model(l,4) + n_mode1(1,2) *dmodel(l,3); 
b11(1,3) = n_model(l,2) *d_model(l,4); 
% 

b12 (1,l) = d-model(1,l) *n_model(l,3); 
b12 (1,2) = d-model(1,l) *n_model(l,4) + d_rnodel(l,2) *n_model(l,3); 
b12(1,3) = d-mode1(1,2)*n-model(l,4); 

% 

b21(1,1) = n-model(2,l) *d_mode1(2,3) ; 
b21(1,2) = n-model(2,1)*d-model(2,4) + n-mode1(2,2)*d_rnode1(2,3); 
b21(1,3) = n_mode1(2,2)*d_rnode1(2,4); 

% 

b22 (1,l) = d-model(2,l) *n_mode1(2,3) ; 

b22 (1,2) = d-mode1(2,1)*n-mode1(2,4) + d_mode1(2,2) *n_mode1(2,3); 
b22(1,3) = d-mode1(2,2)*n-mode1(2,4); 

% 
$ .................................................... 

% INITIAL VALUE FOR PREDICTIVE CONTROLLER 
$ .................................................... 

% 

Gll-l(1 + d1,l) = bll(1,l) ; 

G12-l(1 + dl,l) = b12 (1,l) ; 

G21-l(1 + d2,l) = b21(1,1); 

~22-l(1 + d2,l) = b22(1,1); 
for i = 1:3 

Fl(1 + dl,i) = - ahll(1,i + 1); 
F2(1 + d2,i) = - ah22(l,i + 1); 

end 
for i = 1:2 

Gpll(1 + d1,i) = bll(1,i + 1); 
Gp12(1 + d1,i) = b12(l,i + 1); 
Gp21(1 + d2,i) = b21(l,i + 1); 
Gp22(1 + d2,i) = b22(l,i + 1); 

end 

% 

for j = 2:P - dl 
for i = 1:3 

if i == 3 

Fl(j + d1,i) = - Fl(j + dl - l,l)*ahll(i + 1); 
else 
Fl(j + d1,i) = Fl(j + dl - 1,i + 1) - Fl(j + dl - l,l)*ahll(i + 1); 
end 

end 
for k = 1:2 

if k == 2 
Gpll(j + d1,k) = Fl(j + dl - l,l)*Gpll(l + d1,k); 
Gpl2(j + dl,k) = Fl(j + dl - l,l)*Gp12(1 + d1,k); 

else 
Gpll(j + dl, k) = Gpll(j + dl - l,k + 1) + Fl(j + dl - l,l)*Gpll(l + d1,k); 
Gpl2(j + dl,k) = Gpl2(j + dl - l,k + 1) + Fl(j + dl - l,l)*Gp12(1 + d1,k); 
end 

end 



end 
for j = 2:P - d2 

for i = 1:3 
if i == 3 

F2(j + d2,i) = - F2(j + d2 - l,l)*ah22(i + 1); 
else 
F2(j + d1,i) = F2(j + dl - 1,i + 1) - F2(j + dl - l,l)*ah22(i + 1); 
end 

end 
for k = 1:2 

Gp2l(j + d2,k) = F2(j + d2 - l,l)*Gp21(1 + d2,k); 
Gp22(j + d2,k) = F2(j + d2 - l,l)*Gp22(1 + d2,k); 

else 
Gp2l(j + d2,k) = Gp2l(j + d2 - 1,k + 1) + F2(j + d2 - l,l)*Gp21(1 + d2,k); 
Gp22(j + d2,k) = Gp22(j + d2 - 1,k + 1) + F2(j + d2 - l,l)*~p22(1 + d2,k); 
end 

end 
% 

end 

gll-1 = zeros (P,l) ; 
g12-1 = zeros (P,l) ; 
g21-1 = zeros (P, 1) ; 
g22-1 = zeros (P,1) ; 
for j = 1:M 

for i = 2:P 

gll-l(i,l) = Gll-l(i - Ill); 
gl2-l(i,l) = Gl2-l(i - Ill); 
g21-l(i,l) = G21-1 (i - 1,l) ; 
g22_l(i,l) = G22-l(i - 1,l); 

end 
gll-l(1,l) = 0; 
gl2-1(1,1) = 0; 
g21-1(1,1) = 0; 
g22-1(1,1) = 0; 
Gll-l(:,l) = gll-l(:,l); 
Gl2-l(: 8 1) = g12-1( : r 1) ; 
G21-1(:,1) = g21-1(:,1); 
G22-1(:,1) = g22-1(:,1); 

end 
G = [Gll G12; G21 G221; 
Q = Gf*G; 



2 Program for Computing Static Gain Kg by GPC 

Kg-MATLAB.m 

- - - - - - - 

% COMPUTE STATIC GAIN Kg BY GPC 
% TIT0 LEVEL CONTROL OF YOKOKAWA IN CSRL 
..................................................... 

% 

R = [lal*eye (M,M) zeros (M,M) ;zeros (M,M) la2*eye (M,M) 1 ; 
Ag-condition = cond (Q + R) ; 
Ag-determinant = det (Q + R) ; 
Kg = inv (Q + R) *G' ; 
% 

191-wl = Kg(1,l:P) ; 
lgl-w2 = Kg(1,P + 1:2*P); 
192-wl = Kg(M + 1,l:P) ; 
192-w2 = Kg(M + l,P + 1:2*P); 
Kg = [lgl-wl lgl-w2; 192-wl 192-w21; 

3 Program for Computing Static Gain Ke by EPC 

%==--------- --- -----------====--_------------------- ...................... 
-% COMPUTE STATIC GAIN Kg BY EPC 
% TIT0 LEVEL CONTROL OF YOKOKAWA IN CSRL 
.................................................... 

% 

a1 = Q(1,l); 
a2 = Q(M + l,M + 1); 
% 

R2-1 = 18.81; 
R2-2 = 31.35; 
R1 = Q(M + l,M + l)/le2; 
% 

wl = [0 -Rl*lal -1al;-Rl*lal 0 -R2_1*lal;-la1 -R2_1*lal 01; 
W2 = [0 -Rl*la2 -1a2;-Rl*la2 0 -R2_2*la2;-la2 -R2_2*la2 01; 
W = [Wl zeros(M,M) ; zeros (M,M) W21; 
% 

A2 = Q(M + 1:2*M,M + 1:2*M) + W2; 
A1 = [Q(l:M, 1:M) + W1 zeros (M,M) ;zeros (M,M) A2]; 
Ae-condition = cond(Q + W) ; 
Ae-determinant = det (Q + W) ; 
Ke = inv (Q + W) *G' ; 
% 

lel-wl = Ke(1,l:P); 

lel-w2 = Ke (1,P + 1:2*P) ; 
le2-wl = Ke(M + 1,l:P); 
le2-w2 = Ke(M + l,P + 1:2*P); 
Ke = [lel-wl lel-w2; le2-wl le2-w2]; 



4 Predictive Controller GPC and EPC in MATLAB program 

% ................................................... 

% MAIN PROGRAM FOR GPC AND EPC CONTROLLER 
% -------- ........................................... 
% 

uoogl = zeros(1,T); uoog2 = zeros(1,T); 
yoogl = zeros (1,T) ; yo092 = zeros (1,T) ; 
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
uooel = zeros (1,T) ; uooe2 = zeros (1,T) ; 
yooel = zeros (1,T) ; yooe2 = zeros (1,T) ; 
% 
% ============ REFERENCE AND NOISE SIGNAL =========== 

% 

wrl = [60*ones (1,400) 55*ones (1,400) 50*ones (1,400) 45*ones (1,T + P - 1200) 1 ; 
wr2 = 65*ones (1,T) ; 

Lgl.PV = 60; 
Lg2.PV = 65; 
cg1.w = 45; 
Cg2.w = 40; 
% 

Lel.PV = 60; 
Le2. PV = 65; 
Ce1.W = 45; 
Ce2.W = 40; 
% 

uogl = cg1.w; uog2 = cg2.w; 
yogl = Lgl.Pv; yo92 = Lg2.Pv; 
% 

for i = l:n 

ygl(i,l) = yogl; 
yg2(irl) = yog2; 
ugl (i,l) = uogl; 
ug2(i,l) = uog2; 

end 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
uoel = Ce1.W; uoe2 = Ce2.MV; 

yoel = Lel.PV; yoe2 = Le2.PV; 
% 

for i = l:n 
yel(i,l) = yoel; 
ye2(i,l) = yoe2; 
uel(i,l) = uoel; 
ue2(i,l) = uoe2; 

end 
% 
% ================I PLANT PROCESSING ===I============ 

% 

for i = 2:T 
for p = 1:3 

del-ugl (p,l) = ugl (p + l,l) - ugl(p,l) ; 
del-ug2 (p, 1) = ug2 (p + 1,1) - ug2 (P, 1) ; 
.. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
del-uel(p,l) = uel(p + l,l) - uel (P,l) ; 
del-ue2 (p, 1) = ue2 (p  + 1,l) - ue2 (p,1) ; 

end 



yogl = Fl(l,l)*ygl(n) + F1(1,2)*ygl(n - 1) + F1(1,3)*ygl(n - 2) +... 
bll(1,l) *del_ugl(3) + b11(1,2) *del_ug1(2) + bll (l,3) *del-ugl(1) +. . . 
b12 (1,l) *del_ug2 (3) + b12 (1,2) *del_ug2 (2) + b12 (1,3) *del_ug2 (1) ; 

yoogl(i - 1) = yogl; 
% 

yo92 = F2(1,1)*yg2(n) + F2(1,2) *yg2(n - 1) + F2(1,3)*yg2(n - 2) +.. . 
b21(1,1) *del_ug1(3) + b21(1,2) *del_ug1(2) + bll(l,3)*del-ugl(1) +. . . 
b22 (1,l) *del_ug2 (3) + b22 (1,2) *del_ug2 (2) + b12 (1,3) *del_ug2 (1) ; 

yoog2(i - 1) = yog2; 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

% 

yoel = Fl(l,l)*yel(n) + F1(1,2)*yel(n - 1) + F1(1,3)*yel(n - 2) +. . . 
bll(l,l)*del_uel(3) + b11(1,2) *del_ue1(2) + bll(l,3) *del_uel(l) +. . . 
b12 (1,l) *del_ue2 (3) + b12 (1,2) *del_ue2 (2) + b12 (1,3) *del_ue2 (1) ; 

yooel(i - 1) = yoel; 
% 

yoe2 = F2(1,1)*ye2(n) + F2(1,2)*ye2(n - 1) + F2(1,3)*ye2(n - 2) +... 
b21(1,1) *del_ue1(3) + b21(1,2) *del_ue1(2) + bll(l,3) *del-uel(1) +. . . 
b22 (1,l) *del_ue2(3) + b22(1,2) *del_ue2 (2) + b12(1,3) *del_ue2 (1); 

yooe2(i - 1) = yoe2; 

% 

% ======- SET REFERENCES BE CONSTANT IN RANGE l:P ====== 

% 

for j = 1:P 

wl(j,l) = wrl(1,i); 
w2(],1) = wr2(1,i); 

end 

for j = 1:n - 1 
ygl(j,l) = ygl(j + 1,l); 
yg2(j,l) = yg2(j + 1,l); 
. . . . . . . . . . . . . . . . . . . . . . . .  

yel(j,l) = yel(j + 1,l); 
ye2(jrl) = ye2(j + 1,l); 

end 

ygl (n,l) = yogl; 
yg2 (n,l) = yog2; 
%***************  
yel(n,l) = yoel; 

ye2 (n, 1) = yoe2; 
% 
$ =============== UPDATE FREE RESPONSE ==========a====== 

% 

for j = 1:P 

fygl = 0; 
fyg2 = 0; 

% % % % % % % % %  

fyel = 0; 

fye2 = 0; 

for r = 1:3 

fygl = fygl + Fl(j,r)*ygl(n + 1 - r,l); 
fyg2 = fyg2 + F2(j,r)*yg2(n + 1 - r,l); 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

fyel = fyel + Fl(j,r)*yel(n + 1 - r,l); 
fye2 = £ye2 + F2(j,r)*ye2(n + 1 - r,l); 

end 
f_g(j,l) = Gpll(j,l)*del_ugl(n-l,l) + Gpll(j,2)*del-ugl(n-2,l) +. . .  

Gpl2 (j, 1) *del_ug2 (n-1,l) + Gp12 (j ,2) *del_ug2 (n-2,l) + fygl; 
f _ g(j + P,1) = Gp2l(j,l)*del_ugl(n-1,l) + Gp2l(j,2)*del-ugl(n-2,l) +. . .  



Gp22(j,l)*del-ug2(n-l,l) + Gp22(j,2)*del-ug2(n-2,1) + fyg2; 
.................................................................. 

f-e(j,l) = Gpll(j,l) *del-uel(n-l,l) + Gpll(j,2)*del-uel(n-2,l) +. . . 
Gp12 (j, 1) *del_ue2 (n-l,l) + Gp12 (j ,2) *del_ue2 (n-2,l) + fyel; 

f-e(j + P,1) = Gp2l(j,l)*del-uel(n-1,l) + Gp2l (j,2) *del-uel(n-2,l) +. . . 
Gp22(j,l)*del-ue2(n-l,1) + Gp22(j,2) *del_ue2 (n-2,l) + fye2; 

end 
% 
% ===========-=== DIFFERENCE W AND F ================= 

% 

for j = 1:P 

dwf-g(j,l) = wl(j,l) - f-g(j,l); 
dwf - g(j+P,l) = w2(j,l) - f-g(j+P,l); 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

dwf-e(j,l) = wl(j,l) - f-e(j,l); 
dwf-e (j+P, 1) = w2 (j, 1) - f-e (j+P, 1) ; 

end 

% 
% -====-=============I CALCULATE U .................... 

% 

sql = 0; 
sg2 = 0; 
% % % % % % % %  

sel = 0; 

se2 = 0; 
for j = 1:2*P 

sgl = sgl + Kg(1, j) *dwf-q(j,l) ; 
sg2 = sg2 + Kg(2, j)*dwf-q(j,l); 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
sel = sel + Ke(l,j)*dwf-e(j,l); 
se2 = se2 + Ke(2, j) *dwf-e (j, 1) ; 

end 
% 
% =====~==i=~=i====i= CALCULATE u E=================== 
% 

delta-ugl = sgl; 

delta-ug2 = sq2; 

uogl = uogl + delta-ugl; 
uoq2 = uog2 + delta-uq2; 
. . . . . . . . . . . . . . . . . . . . . . . .  
delta-uel = sel; 

delta-ue2 = se2; 
uoel = uoel + delta-uel; 
uoe2 = uoe2 + delta-ue2; 
% 

uoogl(i - 1) = uogl; 

uoog2 (i - 1) = uog2; 
$*******************  
uooel(i - 1) = uoel; 

uooe2 (i - 1) = uoe2; 

% 

if (uogl < 0) 
cg1.m = 0; 
elseif (uogl > 100) 
cg1.m = 100; 

else 

cg1.m = uogl; 

end 



% 

if (uog2 < 0) 
Cg2.MV = 0; 
elseif (uog2 > 100) 
cg2.w = 100; 

else 
cg2.w = uog2; 

end 
% 

uogl = cg1.w; 
uog2 = cg2.w; 
%*************  
% 

if (uoel < 0) 
Cel.MV = 0; 
elseif (uoel > 100) 
Ce1.W = 100; 

else 
Cel.MV = uoel; 

end 
% 

if (uoe2 < 0) 
Ce2.W = 0; 
elseif (uoe2 > 100) 
Ce2.W = 100; 

else 
Ce2.W = uoe2; 

end 
% 

uoel = Ce1.W; 
uoe2 = Ce2 .MV; 
$======P====~==~=== UPDATE U AND y ===============I=== 
% 

for j = 2:n 

ugl(j-1,l) = ugl(j,l) ; 
ug2(j-1,l) = ug2 [j,l); 
. . . . . . . . . . . . . . . . . . . . . .  

uel(j-1,l) = uel(j, 1) ; 
ue2(j-1,l) = ue2(j,l); 

end 
ugl(n,l) = uogl; 
ug2 (n, 1) = uog2; 
% % % % % % % % % % % % % % % %  

uel(n,l) = uoel; 
ue2(n,l) = uoe2; 

end 

% 
% ........................................................ 

% PLOT PROCESS TANK OUTPUTS AND CONTROL SIGNALS 
$ .................................................... 

figure (1) 

p10t(~oogl,'b','LineWidth',2) 

grid 

axis([O 1600 40 651) 
ylabel ('Output LV1 (cm) ' ) 
xlabel ('Time (secs) ' ) 
hold on 

plot (yooel, ' -. r' , 'Linewidth' ,2) 



plot (wrl, I - .  kt , 'LineWidth', 1) 
legend('GPC Yll,'EPC Yll,l) 
hold off 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
figure (2) 
plot (yoog2, ' b' , ' LineWidth' ,2 ) 
grid 
axis ( [O 1600 63 671) 

ylabel ('Output LV2 (an) ' ) 
xlabel ('Time (secs) ' ) 
hold on 
plot(yooe2,'-.r1,'LineWidth',2) 

plot (wr2, I - .  kt, 'Linewidth' ,l) 
legend('GPC Y2', 'EPC Y2', 1) 

hold off 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  

figure (3) 
plot [uoogl, 'b' , 'Linewidth', 2) 
grid 
axis ( [O 1600 41 471 ) 

xlabel ('Time (secs) ' ) 
ylabel ('Control Signal MV1 ( % )  ' ) 
hold on 

plot (uooel, '-.r' , 'Linewidth', 2) 
legend('GPC U1' ,'EPC U1' ,1) 
hold off 
. . . . . . . . . . . . . . . . . . . . . . . . . . . . . .  
figure (4) 

plot (uoog2, 'b' , 'Linewidth', 2) 
grid 

axis ( [O 1600 36 411) 

xlabel ('Time (secs) ' ) 
ylabel ('Control Signal MV2 ( % )  ' ) 
hold on 
plot (uooe2, ' -. r' , 'LineWidth', 2) 
legend('GPC UZ1,'EPC U2',1) 
hold off 

5 Predictive Controller GPC and EPC in SEBOL program 

GPCSEBOL, EPCSEBOL 

I ...................................................... 

! DESIGN GPC AND EPC BY SEBOL PROGRAM 
! Author : SOPHEAK HEL 
I Date : 9 February 2009 

! .................................................... 

! ...................................................... 

I TIT0 LEVEL CONTROL OF YOKOKAWA IN CSRL 

! .................................................... 

I 

#include <std.h> 
global block PVI-DV L1 

global block PVI-DV L2 

global block MLD C1 



global block MLD C2 
global block -SFCSW GPC-MIMO 
! 
! ================= DECLARE VARIABLE ==========------- 

! 

double ah11[1,4l,ah22[1,4],b11[1,3l,b12[1,3],b21[1,3],b22[1,3] 

double ~1[4,ll,y2[4,lI,u1[4,ll ,u2[4,ll,del~ul[3,ll,del~u2[3,l] 
double uol,uo2,yol,yo2 
double delta-u1,delta-u2 
! 

double a,  alpha,^, y,Ts 
double n-model[2,4l,d-model[2,4] 
double Kp[2,2l,Tu[2,2l,Td[2,2l,epsilon[2,2] 
! 

double K[2,40],dwf[40,l],f[40,1] 
double sl,s2,fyl,fy2,wrl,wr2 

double F1[20,3l,F2[20,3] 
! 

double G~11[20,21 PGp12 [20,21 ,Gp21[20,2] ,Gp22[20,2] ,wl[20,1] ,w2 [20,1] 
! 
I ------ ---------- ----- ---- INDEX ================= 
I 

integer i,j,r 
integer P,M, n, dl, d2 
! 
I ================= SET PARAMETERS ================= 

! 

n - 4  
P = 20 
M = 3  
Ts = 14 
dl = 0 
d2 = 0 
epsilon[l, 11 = 0.5000000 

epsilon[l,2] = 0.2857143 
epsilon[2,1] = 0.2857143 
epsilon[2,2] = 0.2857143 
! 

Kp[l,ll = 3.2 
Kp[1,2] = 4.15 
Kp[2,1] = 3.1 
Kp[2,2] = 4.9 
! 

Tu[l,l] = 452 
Tu[1,2] = 416 
Tu[2,1] = 472 
Tu[2,2] = 443 
! 

Td[l,l] = 7 
Td[1,2] = 32 
Td[2,1] = 32 
Td[2,2] = 4 
! 
! .................................................... 



! DIGITAL MODEL CONVERSION 
I ....................................... 

! 

for i = 1 to 2 
for j = 1 to 2 

d-model[i, (2*j - 1) 1 = 1 
x = - Ts/Tu[i, jl 
a = exp(x) 
d-model[i,2*jl = - a 
y = - epsilon [i, j] 
alpha = a*(power(a,y) - 1)/(1 - a) 
n-model[i, (2*j - l)] = Kp[i,j]*(l - a)*(l - alpha) 
n_model[i,2*jl = Kp[i, j]*(l - a) *alpha 

next@ 
next@ 
! 

ahll[l,ll = d-model[l,l]*d-model[l,3] 

ah11[1,2] = d-model[l,l]*d-model[l,4] + d-mode1[1,2]*d-model[l,3] - d-model[l,l]*d-model[l,3] 
ahll[l,3] = d-mode1[1,2]*d-model[l,4] - d-model[l,l]*d-model[l,4] - d-mode1[1,2]*d-model[l,3] 
ah11[1,4] = - d-model[l,2]*d-model[l,4] 
! 

ah22 [I, 11 = d_model[2,1] *d_mode1[2,3] 
ah22 [I, 21 = d_model[2,1] *d_model[2,4] + d_rnode1[2,2] *d_mode1[2,3] - d_model[2,1] *d_model[2,3] 
ah22[1,31 = d-model[2,2l*d-model[2,4] - d~model[2,ll*d~model[2,4] - d-model[2,2]*d-model[2,3] 
ah22 [1,4] = - d-mode1[2,2I*d-mode1[2,41 
! 

bll[l,ll = n-model[l,l]*d-model[l,3] 

b11[1,2] = n-model[l,l]*d-model[l,4] + n-model[l,2]*d-model[l,3] 
b11[1,3] = n-model[l,2]*d-model[l,4] 

! 

b12[1,11 = d~model[l,l]*n~model[1,3] 

b12[1,21 = d~model[l,ll*n~model[1,4] + d~model[l,2I*n~model[1,31 
b12 [I, 31 = d-mode1 [I, 21 *n-model[l, 41 
! 

b21[1,ll = n~model[2,1l*d~model[2,3l 

b21[1,2] = n-model[2,1]*d-mode1[2,4] + n-mode1[2,2]*d-mode1[2,3] 
b21[1,3] = n-mode1[2,2]*d-mode1[2,4] 
I 

b22 [l, 11 = d_model[2,1] *n_model[2,3] 
b22[1,2] = d-mode1[2,1]*n-mode1[2,4] + d-mode1[2,2]*n-mode1[2,3] 
b22 [1,3] = d-mode1[2,2]*n-model[2,4] 
I 

I ................................................... 

! INITIAL VALUE FOR GPC 
I .................................. --==------------ -----------=== 

I 

for i = 1 to 3 
Fl[l + d1,il = - ahll[l,i + 11 
F2[1 + d2,iI = - ah22[l,i + 11 

next@ 
for i = 1 to 2 

Gpll[l + d1,il = bll[l,i + 11 
Gp12[1 + dl,i] = b12[l,i + 11 
Gp21[1 + d2,iI = b21[l,i + 11 
Gp22[1 + d2,iI = b22[l,i + 11 

next @ 
! 
I .................................................... 



I COMPUTE DYNAMIC MATRIX 
I .................................................... 

! 

for j = 2 to P-dl 

for i = 1 to 3 

if (i == 3) then 

Fl[j + dl,i] = - Fl[j + dl - l,ll*ahll[l,i + 11 
else 

Fl[j + dl,i] = Fl[j + dl - l,i + 11 - Fl[j + dl - l,l]*ahll[l,i + 11 
end if 

next@ 

for r = 1 to 2 

if (r == 2) then 

Gpll[j + dl,r] = Fl[j + dl - l,l]*Gpll[l + dl,r] 
Gpl2[j + dl,rl = Fl[j + dl - l,ll*Gp12[1 + dl,r] 

else 

Gpll[j + dl,r] = Gpll[j + dl - l,r + 11 + Fl[j + dl - l,l]*Gpll[l + dl,r] 
Gpl2[j + dl,r] = Gpl2[j + dl - l,r + 11 + Fl[j + dl - l,ll*Gp12[1 + dl,rl 
end if 

next@ 

next@ 
I 

for j = 2 to P-d2 

for i = 1 to 3 

if (i == 3) then 

F2[j + d2,iI = - F2[j + d2 - l,ll*ah22[l,i + 11 
else 

F2[j + d2,il = F2[j + d2 - l,i + 11 - F2[j + d2 - l,l]*ah22[l,i + 11 
end if 

next @ 

! 

for r = 1 to 2 

if (r == 2) then 

Gp2l[j + d2,rI = F2[j + d2 - l,lIfGp21[1 + d2,rl 
Gp22[j + d2,rI = F2[j + d2 - l,l]*Gp22[1 + d2,rI 

else 

Gp2l[j + d2,r] = Gp2l[j + d2 - l,r + 11 + F2[j + d2 - l,lIfGp21[1 + d2,rI 
Gp22[j + d2,rl = Gp22[j + d2 - 1,r + 11 + F2[j + d2 - l,lItGp22[1 + d2,rI 
end if 

next@ 

next @ 

! 
I .................................................... 

! ASSIGN STATIC GAIN K FROM MATLAB 
! MAIN PROGRAM 
I .................................................... 

I 

uol = C1.MV 

uo2 = C2.MV 

! 

yo1 = L1. PV 

yo2 = L1. PV 

! 

for i = 1 t o n  

yl[i,l] = yo1 

y2[i,ll = yo2 

ul[i, 11 = uol 



u2[i,l] = u02 
next @ 
! 

while (100) 
for i = 1 to n-1 

del-ul[i,ll = ul[i + 1,ll - ul[i,l] 
del-u2[i,ll = u2[i + l,l] - u2[i,l] 

next@ 
I 

! ======= SET REFERENCES BE CONSTANT IN RANGE l:P ====== 

! 

wrl = L1. SV 
wr2 = L2.SV 
for j = 1 to P 

wl[j,l] = wrl 
w2[j,l] = wr2 

next@ 
for i = 1 to n-1 

yl[i,ll = yl[i+l,l] 
y2[i,l] = y2[i+l,l] 

next @ 

yl [n,l] = L1.PV 
y2 [n,l] = L2.PV 
! 
I =============== UPDATE FREE RESPONSE =============== 

! 

for j = 1 to P 

fyl = 0 
fy2 = 0 

- f o r r X l t o 3  

fyl = fyl + Fl[j,r]*yl[n + 1 - r,l] 
fy2 = fy2 + F2[j,r]*y2[n+ 1 - r,l] 

next@ 

f[j,ll = Gpll[j,ll *del-ul [n-1,ll + Gpll[j,2]*del-ul[n-2,1] + \ 
Gp12 [j, 11 *del-u2 In-1,ll + Gp12 [j,21 *del-u2 [n-2,1] + fyl 

f tj + P,ll = Gp2l[j,ll*del-ul[n-1,ll + Gp2l[j,2]*del-ul[n-2,1] + \ 
Gp22[jrl1*del-u2[n-l,1] + Gp22[j,2l*del-u2[n-2,1] + fy2 

next@ 
! 
I ============I=== DIFFERENCE W AND F =====------------ 

! 

for j = 1 to P 
dwf[j,ll = wl[j,l] - f[j,l] 
dwf[j+P,l] = w2[j,ll - f[j+P,11 

next @ 
I 

I .................... CALCULATE U ==========---------- 

! 

sl = 0 

32 = 0 
for j = 1 to 2*P 

sl = sl + K[l,j]*dwf[j,l] 
32 = 92 + K[2, j]*dwf [j,l] 

next@ 
! 
1 .................... CALCULATE U ==------ ----------- 
! 

delta-ul = sl 



delta-u2 = s2 

uol = uol + delta-ul 
uo2 = uo2 + delta-u2 
! 

if (uol < 0) then 
C1.MV = 0 

else if (uol > 100) then 
C1.MV = 100 

else 

C1.MV = uol 

end if 

! 

if (uo2 < 0 )  then 

C2.MV = 0 

else if (uo2 > 100) then 
C2.MV = 100 

else 

C2. MV = uo2 

end if 

uol = C1.W 

u02 = C 2  .MV 

for i = 2 to n 
ul[i-1,ll = ulli, 11 

u21i-1,ll = u2[i,ll 

next @ 

ul [n, 11 = uol 

u2[n,l] = uo2 

delay(1000) ! 1 sec (1000 = lsec) 

wend@ 
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