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CHAPTER I

INTRODUCTION

Throught this work, all vector spaces and algebras will be over C and Z≥0 is the

set of positive integers.

1.1 Basic notions

We shall give some definitions of the notion of vertex algebra, as presented in [21]

and [26].

Formal calculus

For a vector space V , we will establish the following notations:

V [z] =

{
∞∑
n=0

vnz
n | vn ∈ V, vn = 0 for all but finitely many n

}
,

V [z, z−1] =

{∑
n∈Z

vnz
n | vn ∈ V, vn = 0 for all but finitely many n

}
,

V [[z]] =

{
∞∑
n=0

vnz
n | vn ∈ V

}
,

V [[z, z−1]] =

{∑
n∈Z

vnz
n | vn ∈ V

}
.

Expanding formal series, we will use the following convention:

(x+ y)n =
∞∑
i=0

(
n

i

)
xn−iyi, (x− y)n =

∞∑
i=0

(
n

i

)
xn−i(−y)i

where

(
n

0

)
= 1,

(
n

k

)
= n(n−1)···(n−k+1)

k!
, n ∈ C and k ∈ Z≥0.
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Let us define the formal δ-function at z = 1 to be the series

δ(z) =
∑

n∈Z z
n.

In the theory of vertex operator algebras we often use three-variable generating

functions of the following sort:

z−1
0 δ

(
z1 − z2

z0

)
=
∑
n∈Z

(z1 − z2)n

zn+1
0

=
∑

i∈N0,n∈Z

(−1)i
(
n

i

)
z−n−1

0 zn−i1 zi2

There are two basic properties of the δ-function involving such expressions.

Proposition 1.1.1. ([26], p. 37).

z−1
1 δ

(
z2 + z0

z1

)
= z−1

2 δ

(
z1 − z0

z2

)
, (1.1)

z−1
0 δ

(
z1 − z2

z0

)
− z−1

0 δ

(
z2 − z1

−z0

)
= z−1

2 δ

(
z1 − z0

z2

)
. (1.2)

We also define a formal residue notation: for a positive integer r,

Resz

(∑
n∈ 1

r
Z vnz

n
)

= v−1.

Lattices

A lattice L of rank n ∈ Z>0 is a finite-rank n free abelian group equipped with a sym-

metric nondegenerate Q-valued Z-bilinear form 〈·, ·〉 : L×L→ Q. The nondegenerate

property is the condition 〈α,L〉 = 0 implies α = 0. There are some definitions of a

lattice L as follows:

1. L is even if 〈α, α〉 ∈ 2Z for α ∈ L.

2. L is integral if 〈α, β〉 ∈ Z for α, β ∈ L.
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3. L is positive definite if 〈α, α〉 > 0 for α ∈ L− {0}.

4. L is negative definite if 〈α, α〉 < 0 for α ∈ L− {0}.

A lattice isomorphism ϕ from L1 to L2 is an isometry, i.e.

〈ϕ(α), ϕ(β)〉 = 〈α, β〉 for α, β ∈ L1.

Notice that the even lattice L is also integral, since

〈α, β〉 = 1
2

(〈α + β, α + β〉 − 〈α, α〉 − 〈β, β〉) ∈ Z for α, β ∈ L.

The dual lattice L◦ of L is defined to be

L◦ = {α ∈ L⊗Z C | 〈α,L〉 ⊂ Z}.

Then L◦ is a lattice whose rank is equal to the rank of L and has as a base the dual

base {α∗1, . . . , α∗n} of a given base {α1, . . . , αn} of L, defined by

〈α∗i , αj〉 = δi,j for i, j = 1, . . . , n.

Algebras

An algebra is a vector space V equipped with a bilinear map from V × V to V . The

algebra V is said to be associative if it contains an identity element 1 for multiplication

and

(ab)c = a(bc) for a, b, c ∈ V.

The algebra V is said to be commutative if the commutative law holds:

ab = ba for a, b ∈ V.

Given a group G, we define its group algebra to be the associative algebra C[G]

which is formally the set of finite linear combinations of finitely many elements of G
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with coefficients in C. That is the set G is a linear basis of C[G], and multiplication

in C[G] is defined by linear extension of multiplication in G. The identity element

of C[G] is the identity element of G. Notice that if the group G is abelian, we will

write eg, g ∈ G, for the element of C[G] corresponding to g ∈ G, i.e. {eg | g ∈ G} is

a linear basis. In particular,

e0 = 1,

eg1eg2 = eg1+g2 for g1, g2 ∈ G.

A Lie algebra is an algebra g whose multiplication (called bracket and denoted by

[·, ·]) satisfes the following axioms:

1. [x, x] = 0 for x ∈ g, (Skew-symmetry)

(it is equivalent to [x, y] = −[y, x] for x, y ∈ g)

2. [[x, y], z] + [[y, z], x] + [[z, x], y] = 0 for x, y, z ∈ g. (Jacobi identity)

The Virasoro algebra is defined as the Lie algebra L with basis {Ln | n ∈ Z}∪{c}

equipped with the bracket relations:

[Lm, Ln] = (m− n)Lm+n + 1
12

(m3 −m)δm+n,0c

together with the condition that c is a central element of L.

We call a Lie algebra g a Heisenberg (Lie) algebra if

Cent g = g′ and dim Cent g = 1

where Cent g = {x ∈ g | [x, y] = 0 ∀y ∈ g} and g′ = [g, g].

For a Lie algebra g, set

T (g) =
∞⊕
i=0

T i
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where T 0 = C, T 1 = g, T 2 = g ⊗C g, T n =

n times︷ ︸︸ ︷
g⊗C · · · ⊗C g. Define a bilinear map

Tm × T n to Tm+n satisfying

(x1 ⊗ · · · ⊗ xm) · (y1 ⊗ · · · ⊗ yn) = x1 ⊗ · · · ⊗ xm ⊗ y1 ⊗ · · · ⊗ yn (1.3)

for xi, yj ∈ g, and then extend this map by bilinearity to give a multiplication map

T (g) × T (g) to T (g). In this way, (1.3) T (g) becomes an associative algebra, called

the tensor algebra of g.

The universal enveloping algebra U(g) is an associative algebra defined by T (g)/I

where I is the 2-sided ideal of T (g) generated by all elements of the form

x⊗ y − y ⊗ x− [x, y] for x, y ∈ g.

If g is an abelian Lie algebra, i.e. [x, y] = 0 for x, y ∈ g, the universal enveloping

algebra U(g) will be denoted by S(g), called the symmetric algebra of g.

Induced modules

Let B be a subalgebra of an associative algebra A and let V be a B-module. Set

A⊗B V be the quotient of the vector space A⊗C V by the subspace spanned by the

elements

ab⊗ v − a⊗ b · v

for a ∈ A, b ∈ B and v ∈ V . Write a ⊗ v to stand for the image of a ⊗ v ∈ A ⊗C V

in A⊗B V . Then in A⊗B V ,

ab⊗ v = a⊗ b · v for a ∈ A, b ∈ B, c ∈ V,

c · (a⊗ v) = ca⊗ v for a, c ∈ A, v ∈ V.

A⊗B V is called the A-module induced by the B-module V . It is sometimes denoted

by Ind A
BV .
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Now we consider induced Lie algebra modules. Given a subalgebra h of a Lie

algebra g and a h-module V , the g-module induced by V is, by definition the g-

module corresponding to the U(g)-module,

Ind g
hV = U(g)⊗U(h) V. (1.4)

Given a subgroup H of a group G and an H-module V , we define the G-module

induced by V to be the G-module associated with the induced C[G]-module C⊗C[H]V .

We sometimes write

Ind G
HV = C[G]⊗C[H] V. (1.5)

1.2 Vertex algebras and some fundamental properties

Definition 1.2.1. ([26], p. 8) A vertex algebra V is a vector space equipped with a

linear map

Y (·, z) : V → (EndV )[[z, z−1]],

v 7→ Y (v, z) =
∑
n∈Z

vnz
−n−1, where vn ∈ EndV

and a distinguished vector 1 ∈ V which satisfies the following properties: for u, v ∈ V

1. unv = 0 for n sufficiently large.

2. Y (1, z) = idV .

3. Y (v, z)1 ∈ V [[z]] and limz→0 Y (v, z)1 = v.

4. (the Jacobi identity)

z−1
0 δ

(
z1−z2
z0

)
Y (u, z1)Y (v, z2)− z−1

0 δ
(
z2−z1
−z0

)
Y (v, z2)Y (u, z1)

= z−1
2 δ

(
z1−z0
z2

)
Y (Y (u, z0)v, z2).
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We denote the vertex algebra just defined by (V, Y,1) or, briefly, by V .

Definition 1.2.2. A Z-graded vertex algebra is a vertex algebra

V =
⊕
n∈Z

Vn; for v ∈ Vn, n = wt v,

equipped with a conformal vector ω ∈ V2 which satisfies the following relations:

• [L(m), L(n)] = (m − n)L(m + n) + 1
12

(m3 − m)δm+n,0cV for m,n ∈ Z, where

cV ∈ C (the central charge) and

Y (ω, z) =
∑

n∈Z L(n)z−n−2
(
=
∑

m∈Z ωmz
−m−1

)
;

• L(0)v = nv = (wt v)v for n ∈ Z, and v ∈ Vn;

• Y (L(−1)v, z) = d
dz
Y (v, z).

We shall refer to the Z-vertex algebra V as (V, Y,1, ω) if necessary.

Definition 1.2.3. A vertex operator algebra is a Z-graded vertex algebra, (V, Y,1, ω),

V =
⊕
n∈Z

Vn; for v ∈ Vn, n = wt v,

which satisfies dimVn <∞ for n ∈ Z and Vn = 0 for n sufficiently negative.

For l,m, n ∈ Z and u, v ∈ V , the component form of the Jacobi identity by

equating the coefficient of z−l−1
0 z−m−1

1 z−n−1
2 gives

∑
i≥0

(
m

i

)
(ul+iv)m+n−i =

∑
i≥0

(−1)i
(
l

i

)
um+l−ivn+i − (−1)l

∑
i≥0

(−1)i
(
l

i

)
vn+l−ium+i

(1.6)

which is called Borcherds’s Identity, in [5].

In Borcherds’s Identity, let l = 0 and m = 0, we have two formulas as follows:

Proposition 1.2.4. Let u, v ∈ V and m,n ∈ Z.
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1. [um, vn] =
∑
i≥0

(
m

i

)
(uiv)m+n−i.

2. (umv)n =
∑
i≥0

(−1)i
(
m

i

)
(um−ivn+i − (−1)mvm+n−iui).

From [26], taking Res z0 of the Jacobi identity we obtain the commutator formula:

[Y (u, z1), Y (v, z2)] = Res z0

(
z−1

2 δ

(
z1 − z0

z2

)
Y (Y (u, z0)v, z2)

)
(1.7)

Applying u = ω and taking Res z1 and Res z1z1 to the commutator formula (1.7), and

using (1.1) we have

[L(−1), Y (v, z)] = Y (L(−1)v, z) =
d

dz
Y (v, z), (1.8)

[L(0), Y (v, z)] = zY (L(−1)v, z) + Y (L(0)v, z). (1.9)

For homogeneous vectors u, v of V , using (1.9), we have

[L(0), Y (v, z)]u = (L(0)Y (v, z)− Y (v, z)L(0))u

= L(0)
∑
n∈Z

vnuz
−n−1 −

∑
n∈Z

vn(wtu)uz−n−1

= z
∑
n∈Z

(−n− 1)vnuz
−n−2 + (wt v)

∑
n∈Z

vnuz
−n−1.

Taking Res zz
n of both sides, we obtain

L(0)(vnu) = (wtu+ wt v − n− 1)vnu,

wt vn = wt v − n− 1,

that is, vn is a homogeneous operator that maps Vwtu to Vwtu+wt v−n−1 for all n ∈ Z.

Notice that for n ∈ Z≥0, from the property
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L(−1)1 = L(n)1 = 0

so that the vacuum vector is homogeneous of weight 0.

Definition 1.2.5. ([26], p. 99). A vertex (operator) subalgebra of a vertex (operator)

algebra V is a vector subspace U of V such that 1 ∈ U , (ω ∈ U) and such that U is

itself a vertex (operator) algebra.

The two notions of the direct sum and the tensor product of finitely many vertex

(operator) algebras can be found in [26], pages 111-116, as follows:

Let (V1, Y1,1), . . . , (Vr, Yr,1) be vertex algebras. Let V = V1 ⊕ · · · ⊕ Vr. Define

the linear map Y (·, z) from V to End V [[z, z−1]] by

Y (v(1) ⊕ · · · ⊕ v(r), z) = Y1(v(1), z)⊕ · · · ⊕ Yr(v(r), z)

for v(i) ∈ Vi, 1 ≤ i ≤ r and the vacuum vector is 1 = 1⊕ · · · ⊕ 1.

Suppose that for each i = 1, . . . , r, Vi is a vertex operator algebra with a conformal

vector ω(i) of the same central charge. Endow V with the natural Z-grading V =∐
n∈Z V(n), where

V(n) = (V1)n ⊕ · · · ⊕ (Vr)n.

Then the vertex algebra V1⊕ · · ·⊕Vr is a vertex operator algebra of the same central

charge, with the conformal vector

ω = ω(1) ⊕ · · · ⊕ ω(r)

where Y (ω, z) =
∑
n∈Z

L(n)z−n−2, L(n) = L(1)(n) ⊕ · · · ⊕ L(r)(n), ω
(i)
n+1 = L(i)(n) for

n ∈ Z.

The vertex algebra V = V1 ⊗ · · · ⊗ Vr is constructed on the tensor product of

vector spaces V1, . . . , Vr where the linear map Y is defined by
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Y ((v(1) ⊗ · · · ⊗ v(r)), z) = Y (v(1), z)⊗ · · · ⊗ Y (v(r), z)

for v(i) ∈ Vi, 1 ≤ i ≤ r and the vacuum vector is 1 = 1⊗ · · · ⊗ 1.

Now suppose that each Vi is a vertex operator algebra with a conformal vector

ω(i) of the central charge ci for i = 1, . . . , r. Then V = V1 ⊗ · · · ⊗ Vr is Z-graded as

V =
∐

n∈Z V(n), where

V(n) =
∑

m1+···+mr=n(V1)m1 ⊗ · · · ⊗ (Vr)mr .

Then the vertex algebra V = V1⊗ · · · ⊗ Vr is a vertex operator algebra of the central

charge c1 + · · ·+ cr, with the conformal vector

ω = ω(1) ⊗ 1⊗ · · · ⊗ 1 + · · ·+ 1⊗ · · · ⊗ 1⊗ ω(r)

where Y (ω, z) =
∑
n∈Z

L(n)z−n−2, L(n) = L(1)(n) ⊗ 1 ⊗ · · · ⊗ 1 + · · · + 1 ⊗ · · · ⊗ 1 ⊗

L(r)(n), ω
(i)
n+1 = L(i)(n) for n ∈ Z.

Definition 1.2.6. Let (V1, Y1,1) and (V2, Y2,1) be vertex algebras. A vertex algebra

homomorphism f : V1 → V2 is defined to be a linear map such that

f(Y1(u, z)v) = Y2(f(u), z)f(v) for u, v ∈ V1,

or equivalently,f(unv) = f(u)nf(v) for u, v ∈ V1, n ∈ Z, and such that f(1) = 1.

If V1 and V2 are Z-graded vertex algebras (vertex operator algebras), a homomorphism

f from V1 to V2 is required in addition to satisfy the condition

f(ω1) = ω2,

where ω1 and ω2 are the conformal vectors for V1 and V2, respectively.

Remark 1.2.7. From preserving of the conformal vector of a homomorphism f ,

fL1(n) = L2(n)f for n ∈ Z,
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(L1(n) = ω1
n+1, L

2(n) = ω2
n+1) , f is automatically grading-preserving. Furthermore,

since

Li(2)Li(−2)1 = 1
2
cVi1 for i = 1, 2,

V1 and V2 must have the same central charge.

The notions of isomorphism, endomorphism and automorphism are defined in the

obvious ways.

We denote by Aut (V ) the group of all automorphisms of V . For a subgroup

G < Aut (V ) the fixed point set V G = {a ∈ V | g(a) = a, g ∈ G} has a canonical

vertex operator algebra structure.

1.3 Modules and twisted modules

Definition 1.3.1. ([13]). Let V be a vertex algebra, a weak V -module M is a vector

space equipped with a linear map

YM(·, z) : V → (EndM) [[z, z−1]] ,

v 7→ YM(v, z) =
∑
n∈Z

vnz
−n−1, where vn ∈ EndM,

which satisfies the following properties: for v, u ∈ V , and w ∈M

1. unw = 0 for n sufficiently large.

2. Y (1, z) = idM .

3. (the Jacobi identity)

z−1
0 δ

(
z1−z2
z0

)
YM(u, z1)YM(v, z2)− z−1

0 δ
(
z2−z1
−z0

)
YM(v, z2)YM(u, z1)

= z−1
2 δ

(
z1−z0
z2

)
YM(Y (u, z0)v, z2).
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We denote the weak V -module M by (M,YM).

Definition 1.3.2. Let V be a Z-graded vertex algebra. An admissible V -module is

a weak V -module, (M,YM),

M =
∞⊕
n=0

M(n), with top level M(0) 6= 0,

satisfying umM(n) ⊂M(wtu−m− 1 + n) for homogeneous u ∈ V , n ∈ Z.

Set YM(ω, z) =
∑

n∈Z L(n)z−n−2. Then {L(n) | n ∈ Z} gives a representation of

the Virasoro algebra on M with central charge cV and the following relations hold on

M : for m,n ∈ Z and v ∈ V (see [13, 26])

[L(−1), YM(v, z)] = YM(L(−1)v, z) =
d

dz
YM(v, z), (1.10)

[L(m), L(n)] = (m− n)L(m+ n) +
1

12
(m3 −m)δm+n,0cV , (1.11)

[L(0), YM(v, z)] = zYM(L(−1)v, z) + YM(L(0)v, z). (1.12)

An irreducible weak (admissible) V -module is a weak V -module that has no weak

(admissible) V -submodule except {0} and itself. Here a weak (admissible) submodule

is defined in the obvious way.

A weak (admissible) V -module is completely reducible if it can be rewritten as a

direct sum of finitely many irreducible weak (admissible) V -modules.

Proposition 1.3.3. ([26], p. 130). Let W be a weak V -module, and let 〈T 〉 be a weak

V -submodule of W generated by a subset T of W . Then

〈T 〉 = Span C{ vnw | v ∈ V, n ∈ Z, w ∈ T }.

Corollary 1.3.4. If W is an irreducible weak V -module then

W = Span C{ vnw | v ∈ V, n ∈ Z }.
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Here, w is a non-zero element in W .

Definition 1.3.5. Let V be a vertex algebra. Let M1 and M2 be V -modules. A

V -homomorphism from M1 to M2 is a linear map ϕ such that

ϕ(YM1(v, z)w) = YM2(v, z)ϕ(w) for v ∈ V , w ∈M1,

or equivalently, ϕ(vnw) = vnϕ(w) for v ∈ V , w ∈M1, n ∈ Z.

Let g be an automorphism of a vertex operator algebra V =
∐
n∈Z

Vn. Then g(Vn) =

Vn for n ∈ Z and V is a direct sum of the eigenspaces of g:

V =
T−1⊕
r=0

V r

where T is the order of g and V r =
{
v ∈ V | g(v) = e

−2πir
T v

}
. We adopt standard

notation in using W{z} to denote the space of W -valued formal series in arbitrary

real powers of z for a vector space W .

Definition 1.3.6. ([14]). A weak g-twisted V -module is a vector space equipped with

a linear map

YM(·, z) : V → (EndM){z},

v 7→ YM(v, z) =
∑
n∈Q

vnz
−n−1, where vn ∈ EndM,

which satisfies the following conditions for all 0 ≤ r ≤ T − 1, u ∈ V r, v ∈ V , w ∈M

1. YM(u, z) =
∑

n∈ r
T

+Z

unz
−n−1.

2. There exists an integer N such that unw = 0 for n > r
T

+N .

3. Y (1, z) = idM .
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4. (the twisted Jacobi identity)

z−1
0 δ

(
z1−z2
z0

)
YM(u, z1)YM(v, z2)− z−1

0 δ
(
z2−z1
−z0

)
YM(v, z2)YM(u, z1) (1.13)

= z−1
2

(
z1−z0
z2

)−r
T
δ
(
z1−z0
z2

)
YM(Y (u, z0)v, z2). (1.14)

Definition 1.3.7. ([14]). An admissible g-twisted V -module is a weak g-twisted

V -module M which carries a 1
T
Z≥0-grading

M =
⊕

n∈ 1
T

Z≥0

Mn

such that umMn ⊂Mwtu−m−1+n for homogeneous u ∈ V and m,n ∈ Q.

If g = idV , these definitions reduce to the untwisted version used in [13].

Remark 1.3.8. ([20, 21]). One can prove that the twisted Jacobi identity as in (1.13)

is equivalent to the following associativity formula:

(z0 + z2)k+r/TYM(u, z0 + z2)YM(v, z2)w = (z2 + z0)k+r/TYM(Y (u, z0)v, z2)w, (1.15)

and commutator relation:

[YM(u, z1), YM(v, z2)] = Res z0z
−1
2

(
z1 − z0

z2

)−r/T
δ

(
z1 − z0

z2

)
YM(Y (u, z0)v, z2)

(1.16)

where w ∈ M and k ∈ Z≥0 such that zk+r/TYM(u, z)w involves only positive power

of z.

Equating the coefficients of z−m−1
1 z−n−1

2 in (1.16) yields

[um, vn] =
∞∑
i=0

(
m

i

)
(uiv)m+n−i (1.17)
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A g-twisted weak (admissible) V -submodule of a g-twisted weak (admissible) mod-

ule M is a subspace N of M such that vnN ⊂ N holds for all v ∈ V and n ∈ Q. If

M has no g-twisted weak (admissible) V -submodule except {0} and M , M is called

an irreducible g-twisted weak (admissible) V -module.

A g-twisted weak(admissible) V -module is completely reducible if it can be rewrit-

ten as a direct sum of finitely many irreducible g-twisted weak(admissible) V -modules.

We say that V is g-rational if every admissible g-twisted V -module is completely

reducible.



CHAPTER II

THE VERTEX ALGEBRA V +
L

The vertex algebras V +
L are one of the most important classes of vertex algebras

along with those vertex algebras associated with lattices, affine Lie algebras and Vi-

rasoro algebras. They were originally introduced in the Frenkel-Lepowsky-Meurman

construction of the moonshine module vertex algebra (see [21]). The representation

theory of V +
L is well understood when L is a positive definite even lattice. In fact, for

such case, the classification of all irreducible weak V +
L -modules, and the study of the

complete reducibility property of weak V +
L -modules was done by Abe, Dong, Jiang,

and Nagatomo (see [1, 2, 4, 9, 18]).

When L is a rank one negative definite even lattice, the classification of irreducible

admissible V +
L -modules was completed by Jordan in [23]. Later, in [30, 31], Yamskulna

classified all irreducible admissible V +
L -modules and showed the complete reducibility

of admissible V +
L -modules for the case when L is a negative definite even lattice of

arbitrary rank, and when L is a non-degenerate even lattice that is neither positive

definite nor negative definite.

In this chapter, we give the construction of V +
L . Let L be an even lattice of rank

d. Set h = C⊗ZL and extend 〈·, ·〉 to a C-bilinear form on h. Viewing h as an abelian

Lie algebra. Let

ĥ = h⊗ C[t, t−1]⊕ Cc
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be the corresponding affine Lie algebra with the following commutator relations:

[β ⊗ tm, γ ⊗ tn] = 〈β, γ〉mδm+n,0c and [c, ĥ] = 0 (2.1)

where β, γ ∈ h and m,n ∈ Z.

Set

ĥ+ = h⊗ tC[t], ĥ− = h⊗ t−1C[t−1] .

From [21], the subalgebra ĥZ = ĥ+⊕ ĥ−⊕Cc of ĥ has a structure of Heisenberg (Lie)

algebra in the sense that its commutator subalgebra coincides with its center, which

is one-dimensional.

Here for convenience, we write β(m) := β ⊗ tm for β ∈ h and m ∈ Z.

Consider h ⊗ C[t] ⊕ Cc as a subalgebra of ĥ. Let C be a h ⊗ C[t] ⊕ Cc-module

which h⊗C[t] acts trivially on C, and c acts as a multiplication by 1. From (1.4), we

consider the induced ĥ-module as follows:

M(1) = U(ĥ)⊗U(h⊗C[t]⊕C) C ' S(ĥ−). (linearly)

Notice that M(1) is spanned by

{α1(−n1) · · ·αk(−nk)1 | α1, . . . , αk ∈ h, n1, . . . , nk ∈ Z>0, k ∈ Z≥0}

where the action of ĥ on M(1) is defined in the natural way and using the commutator

relations (2.1) to arrange the position of β(m), β ∈ h,m ∈ Z, e.g.

β(5) · α1(−5)α2(−1)1 = β(5)α1(−5)α2(−1)1

= [α1(−5)β(5) + 5〈β, α1〉c]α2(−1)1

= α1(−5)α2(−1)β(5)1 + 5〈β, α1〉α2(−1)c1

= 5〈β, α1〉α2(−1)1.
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Then there exists a linear map Y : M(1) → End (M(1))[[z, z−1]] such that M(1)

becomes a simple Z-graded vertex algebra with the vacuum vector 1 and the Virasoro

element ω = 1
2

d∑
i=1

βi(−1)21 (see [21]). Here, {β1, . . . , βd} is an orthonormal basis of

h.

Next, we let L̂ be a canonical central extension of L by the cyclic group of order

2, we have an exact sequence:

1→ 〈±1〉 → L̂
−→ L→ 0

with the commutator map c0 : L× L→ 〈±1〉, c0(α, β) = (−1)〈α,β〉.

Remark 2.0.9. The commutator map c0 is an alternating Z-bilinear form (alternat-

ing means that c0(α, α) = 1 for α ∈ L) and it characterizes the central extension

uniquely up to equivalence (see Proposition 5.2.3 in [21]).

Let

e : L→ L̂, α 7→ eα, (2.2)

be a section of L̂, that is, − ◦ e = 1, such that e0 = 1 as identity element of L̂.

Define the Z-bilinear map ε : L× L→ 〈±1〉 determined by

ε(αi, αj) =


c0(αi, αj) = (−1)〈αi,αj〉 if i ≤ j,

1 if i > j

(2.3)

where {α1, . . . , αd} is a Z-base of L. Then ε is the corresponding bimultiplicative

2-cocycle, satisfying

eαeβ = ε(α, β)eα+β,

ε(α, β)ε(α + β, γ) = ε(β, γ)ε(α, β + γ),

ε(α, β)ε(β, α) = (−1)〈α,β〉,

ε(α, 0) = ε(0, α) = 1
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for α, β, γ ∈ L (see [21], pp. 104-107).

Remark 2.0.10. Viewing L̂ as L × 〈±1〉, L̂ under operator (α, (−1)s)(β, (−1)t) =

(α + β, (−1)s+tε(α, β)) for α, β ∈ L and s, t ∈ Z, is a group which 〈±1〉 ⊂ Z(L̂). In

particular, eαeβ = (α, 1)(β, 1) = (α + β, ε(α, β)) = ε(α, β)eα+β for α, β ∈ L.

Consider C as a 〈±1〉-module which (−1) · 1 = −1. Denote by C{L} the induced

L̂-module

C{L} := Ind L̂
〈±1〉C = C[L̂]⊗C[〈−1〉] C.

For a, b ∈ L̂, we write ι(a) := a⊗ 1 ∈ C{L} and the action of L̂ on C{L} is

a · ι(b) = ι(ab), − 1 · ι(b) = −ι(b). (2.4)

Recall (2.2), C{L} is viewed as a vector space, by the linear isomorphism

C[L]→ C{L}, eα 7→ ι(eα) for α ∈ L.

The action of L̂ on C[L] is given by

eα · eβ = ε(α, β)eα+β, − 1 · eβ = −eβ for α, β ∈ L. (2.5)

In particular, eα · 1 = eα · e0 = ε(α, 0)e0 = e0.

Consider the dual lattice L◦ of L. There is an L̂◦-module structure on C{L◦} :=

C[L̂◦]⊗C[〈−1〉] C ' C[L◦] = ⊕λ∈L◦Ceλ such that the action of L̂◦ is defined as (2.4).

We set

L◦ = ∪i∈L◦/L(L+ λi)

the coset decomposition such that λ0 = 0, and we define
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C[L+ λi] =
⊕
α∈L

Ceα+λi .

Then C[L+ λi] is an L̂-module under the following action:

eα · eβ+λi = ε(α, β)eα+β+λi for α, β ∈ L.

Now, we set

VL+λ = M(1)⊗ C[L+ λ]. (2.6)

Let z be a formal variable. The action of L, ĥ, zh (h ∈ h) will act naturally on VL+λ

by:

β(−m) · u⊗ enα+λ = β(−m)u⊗ enα+λ for m > 0,

β(0) · u⊗ enα+λ = 〈β, nα + λ〉u⊗ enα+λ,

eβ · u⊗ enα+λ = u⊗ eβ+nα+λ for β ∈ L,

zβ · u⊗ enα+λ = u⊗ z〈β,nα+λ〉eβ+nα+λ for β ∈ L.

For homogeneous v = α1(−n1) · · ·αk(−nk)⊗ emα ∈ VL (= VL+λ0), let

Y (emα, z) := exp

(
∞∑
n=1

mα(−n)

n
zn

)
exp

(
−
∞∑
n=1

mα(n)

n
z−n

)
emαz

mα,

define

Y (v, z) =: ∂(n1−1)α1(z) · · · ∂(nr−1)αk(z)Y (emα, z) :, (2.7)

where ∂(n) = 1
n!

(
d
dz

)n
, α(z) :=

∑
n∈Z α(n)z−n−1 and the normal ordering : · : is an

operation which reorders the operators so that α(n) (α ∈ h, n < 0) and emα to be

placed to the left of α(n) (α ∈ h, n ≥ 0) and zmα.

Remark 2.0.11. Notice that for v = α1(−n1) · · ·αk(−nk)⊗emα, we have that wt v =

n1 + · · ·+ nk + 1
2
〈mα,mα〉.
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Proposition 2.0.12. ([5, 7, 21]).

1. The space VL is a simple Z-graded vertex algebra with a Virasoro element

ω = 1
2

∑d
i=1 hi(−1)2 ⊗ e0. Here {hi | 1 ≤ i ≤ d} is an orthonormal basis of

h. Moreover, M(1) is a Z-graded vertex sub-algebra of VL.

2. { VL+λi | i ∈ L◦/L } is the set of all inequivalent irreducible VL-modules.

Next, define a linear isomorphism θ : VL+λi → VL−λi by

θ(α1(−n1)α2(−n2) · · ·αk(−nk)eα+λi) = (−1)kα1(−n1) · · ·αk(−nk)e−α−λi

if 2λi 6∈ L and

θ(α1(−n1)α2(−n2) · · ·αk(−nk)eα+λi) = (−1)kc2λiε(β, 2λi)α1(−n1) · · ·αk(−nk)e−α−λi

if 2λi ∈ L. Here c2λi is a square root of ε(2λi, 2λi). Then θ is a linear automorphism

of VL◦ . Moreover, θ is an automorphism of VL and M(1).

For any stable θ-subspace U of VL◦ , a ±1 eigenspace of U for θ is denoted by U±.

We have

V +
L := V

〈θ〉
L = {v ∈ VL | θ(v) = v} and

M(1)+ := M(1)〈θ〉 = {u ∈M(1) | θ(u) = u}.

Proposition 2.0.13. ([11, 16]).

1. M(1)+ and V +
L are simple Z-graded vertex algebras.

2. (VL+λi + VL−λi)
± for i ∈ L◦/L are irreducible weak V +

L -modules. Moreover, if

2λi 6∈ L then (VL+λi + VL−λi)
±, VL+λi and VL−λi are isomorphic.

Let h[−1] = h ⊗ t 1
2C[t, t−1] ⊕ Cc be the twisted affine Lie algebra with the com-

mutator relation
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[β ⊗ tm, γ ⊗ tn] = 〈β, γ〉mδm+n,0c and [c, h[−1]] = 0

where β, γ ∈ h and m,n ∈ Z + 1
2
. Next we let M(1)(θ) = S(h ⊗ t− 1

2C[t−1]) be the

unique irreducible h[−1]-module such that c acts as 1, and when n > 0, β ⊗ tn acts

on 1 as zero.

By abusing the notation, we use θ to denote an automorphism of L̂ defined by

θ(eα) = e−α and θ(κ) = κ. We set K =
{
a−1θ(a) | a ∈ L̂

}
. Also, we let χ be a central

character of L̂/K such that χ(κ) = −1 and we let Tχ be the irreducible L̂/K-module

with central character χ. We define

V
Tχ
L = M(1)(θ)⊗ Tχ.

We define an action of θ on V
Tχ
L in the following way:

θ(β1(−n1)β2(−n2) · · · βk(−nk)t) = (−1)kβ1(−n1) · · · βk(−nk)t.

Here, βi ∈ h, ni ∈ 1
2

+Z≥0 and t ∈ Tχ. We denote by V
Tχ,±
L the ±1-eigenspace of V

Tχ
L

for θ.

Proposition 2.0.14. ([15]). Let χ be a central character of L̂/K such that χ(ι(κ)) =

−1 and let Tχ be the irreducible L̂/K-module with central character χ. Then V
Tχ,±
L

are irreducible weak V +
L -modules.

Remark 2.0.15. From Propositon 7.4.8 in [21] page 167, there are exactly |R/2L|

central characters, χ : R̂/K → C×, of L̂/K such that χ(κ) = −1, where R = {α ∈

L | 〈α,L〉 ⊂ 2Z}.



CHAPTER III

THE C2-COFINITENESS OF THE VERTEX ALGEBRA V +
L

AND ITS WEAK MODULES

For the rest of this section, we assume that V is a Z-graded vertex algebra. We

will work on the vertex algebra V +
L when L is a non-degenerate even lattice.

Definition 3.0.16. ([33]). For a vertex algebra V , we define

C2(V ) = Span C{ u−2v | u, v ∈ V }.

V is said to satisfy the cofiniteness C2-condition if V/C2(V ) is finite dimensional.

The C2-condition was first appeared in [33] when Zhu used this condition, as well as

other assumptions, to show the modular invariance of certain trace functions. Since

its introduction, the C2-condition has proven to be a power tool in the study of

theory of vertex algebras. In particular, it has played an important role in the study

of structure of modules of vertex algebras which satisfy it (cf. [6, 12, 22, 24, 27, 28]).

Proposition 3.0.17. ([33]).

1. L(−1)u ∈ C2(V ) for u ∈ V .

2. v−nu ∈ C2(V ) for u, v ∈ V and n ≥ 2.

3. C2(V ) is an ideal of V with respect to (−1)st-product.

4. V/C2(V ) is a commutative associative algebra under (−1)st-product.
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Definition 3.0.18. Let M be a weak V -module. We define

C̃2(M) = SpanC{ u−2w | u ∈ V, w ∈M }.

The space M is called C2-cofinite if M/C̃2(M) has a finite dimension.

The following is the key proposition.

Proposition 3.0.19. Let W be an irreducible weak V -module. If V = C2(V ), then

W = C̃2(W ).

Proof. We first show that anw ∈ C̃2(W ) for all a ∈ V,w ∈ W and n ∈ Z. Clearly,

this statement is true when n ≤ −2. Since V = C2(V ), one may write anw as

anw =
l∑

j=1

(uj−2v
j)nw =

l∑
j=1

∑
i≥0

(−1)i
(
−2

i

)(
uj−2−iv

j
n+i − v

j
−2+n−iu

j
i

)
w.

Here uj, vj ∈ V . By using an induction on n, we can show that anw ∈ C̃2(W ) for all

a ∈ V,w ∈ W and n ≥ −1.

Next, by using the facts that W is irreducible and anw ∈ C̃2(W ) for all a ∈ V,w ∈

W , and n ∈ Z, we can conclude immediately that W = C̃2(W ).

Corollary 3.0.20. Assume that V = C2(V ). If a weak V -module M is completely

reducible, then M = C̃2(M).

Proposition 3.0.21. Let V ′ be a Z-graded vertex algebra and let V be a Z-graded

vertex subalgebra of V ′ such that V = C2(V ). If V ′ is completely reducible as a weak

V -module, then V ′ is C2-cofinite. In particular, V ′ = C2(V ′).

Proof. By Corollary 3.0.20, we can conclude that V ′ = C̃2(V ′). Since C̃2(V ′) is a

subset of C2(V ′), we then have that V ′ = C2(V ′).
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Proposition 3.0.22. Let V 1, . . . , V n be Z-graded vertex algebras. Assume that V j =

C2(V j) for some j ∈ {1, . . . , n}. Then V 1 ⊗ · · · ⊗ V n satisfies the C2-condition. In

particular, V 1 ⊗ · · · ⊗ V n = C2(V 1 ⊗ · · · ⊗ V n).

Proof. The statements follow from the fact that

V 1 ⊗ · · · ⊗ V n = V 1 ⊗ · · · ⊗ C2(V j)⊗ · · · ⊗ V n

⊂ C2(V 1 ⊗ · · · ⊗ V n).

When L is a positive definite even lattice, it was shown by Abe, Buhl and Dong,

and Yamskulna that the vertex algebras V +
L and their irreducible weak modules satisfy

the C2 condition (cf. [3, 29]). In this section, we will extend their results to the case

when L is a negative definite even lattice and when L is a non-degenerate even lattice

that is neither positive definite nor negative definite.

3.1 Case I: L is a rank one negative definite even lattice

For the rest of this subsection, we assume that L = Zα is a rank one negative definite

even lattice such that 〈α, α〉 = −2k. Here, k is a positive integer.

Let m ∈ Z>0. For convenience, we set

Em = emα + e−mα, Fm = emα − e−mα, and

V +
L (m) = M(1)+ ⊗ Em ⊕M(1)− ⊗ Fm.

Clearly, V +
L = M(1)+ ⊕

∞⊕
m=1

V +
L (m).

Proposition 3.1.1. ([8, 18, 23]).

1. As a vertex algebra, M(1)+ is generated by the Virasoro element ω and any

singular vector of weight greater than zero. In particular, M(1)+ is generated

by ω and J where J = 1
4k2α(−1)41 + 1

k
α(−3)α(−1)1− 3

4k
α(−2)21.
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2. The vertex algebra M(1)+ is spanned by

L(−m1) · · ·L(−ms)J−n1 · · · J−nt1

where m1 ≥ · · · ≥ ms ≥ 2, n1 ≥ · · · ≥ nt ≥ 1.

3. V +
L (m) is spanned by L(−n1)L(−n2) · · ·L(−nr) ⊗ Em where nr ≥ · · · ≥ n2 ≥

n1 ≥ 1.

Next, for m > 0, we set

V +
L (m) =

⊕
n∈Z

V +
L (m,n)

where V +
L (m,n) is the weight n subspace of V +

L (m). Clearly, V +
L (m,−km2 + 6) has

the following basis elements:

Basis of V +
L (m,−km2 + 6)

g1 = α(−6)Fm, g2 = α(−5)α(−1)Em, g3 = α(−4)α(−2)Em,

g4 = α(−4)α(−1)2Fm, g5 = α(−3)2Em, g6 = α(−3)α(−2)α(−1)Fm,

g7 = α(−3)α(−1)3Em, g8 = α(−2)3Fm, g9 = α(−2)2α(−1)2Em,

g10 = α(−2)α(−1)4Fm, g11 = α(−1)6Em.

Furthermore, the following elements form bases of V +
L (m,−km2+5) and V +

L (m,−km2+

3), respectively:

Basis of V +
L (m,−km2 + 5)

f1 = α(−5)Fm, f2 = α(−4)α(−1)Em, f3 = α(−3)α(−2)Em,

f4 = α(−3)α(−1)2Fm, f5 = α(−2)2α(−1)Fm, f6 = α(−2)α(−1)3Em,

f7 = α(−1)5Fm

Basis of V +
L (m,−km2 + 3)
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h1 = α(−3)Fm, h2 = α(−2)α(−1)Em, h3 = α(−1)3Fm.

Lemma 3.1.2. The set { L(−1)fi, L(−3)hj, (α(−1)41)−3E
m | 1 ≤ i ≤ 7, 1 ≤ j ≤

3} is a basis of V +
L (m,−km2 + 6).

Proof. The table 1 describes expressions of L(−1)fi (i = 1, . . . , 7), L(−3)hj (j =

1, 2, 3), and (α(−1)41)−3E
m in terms of gl (l = 1, . . . , 11). We will denote this table

by a 11 × 11 matrix A. Since detA = −6144m3k2 (m2k + 1), and m, k are positive

integers, we can conclude that A is invertible. Moreover, L(−1)fi (i = 1, . . . , 7),

L(−3)hj (j = 1, 2, 3), and (α(−1)41)−3E
m form a basis of V +

L (m,−km2 + 6).

g1 g2 g3 g4 g5 g6 g7 g8 g9 g10g11

L(−1)f1 5 m 0 0 0 0 0 0 0 0 0

L(−1)f2 0 4 1 m 0 0 0 0 0 0 0

L(−1)f3 0 0 3 0 2 m 0 0 0 0 0

L(−1)f4 0 0 0 3 0 2 m 0 0 0 0

L(−1)f5 0 0 0 0 0 4 0 1 m 0 0

L(−1)f6 0 0 0 0 0 0 2 0 3 m 0

L(−1)f7 0 0 0 0 0 0 0 0 0 5 m

2kL(−3)h1 6k 0 0 0 2km −1 0 0 0 0 0

2kL(−3)h2 0 4k 2k 0 0 2km 0 0 −1 0 0

2kL(−3)h3 0 0 0 6k 0 0 2km 0 0 −1 0

(α(−1)41)−3E
m −32k3m348k2m248k2m2−24km24k2m2−48km 4 −8km 6 0 0

Table 1.

Proposition 3.1.3. For m ∈ Z>0, we have V +
L (m,−km2 +2n) is a subset of C2(V +

L )

when n ≥ 3.
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Proof. By Proposition 3.0.17 and Lemma 3.1.2, we can conclude immediately that

V +
L (m,−km2 + 6) is contained in C2(V +

L ).

Next, we will show that V +
L (m,−km2 +2n) is a subset of C2(V +

L ) for n ≥ 4. Since

(L(−2))3Em ∈ C2(V +
L ), it implies that for j ≥ 4,

(L(−2))jEm = (L(−2))j−3(L(−2))3Em ∈ C2(V +
L ).

By Proposition 3.1.1, we can conclude further that V +
L (m,−km2 + 2n) is a subset of

C2(V +
L ) when n ≥ 4.

Theorem 3.1.4. For m ∈ Z>0, V +
L (m) is a subset of C2(V +

L ).

Proof. First, we set exp(
∞∑
n=1

xn
n
zn) =

∞∑
j=0

pj(x1, x2, . . .)z
j. Since

E−2knα(−1)F n = p4nk−1(α)α(−1)⊗ eα(n+1) − p4nk−1(−α)α(−1)⊗ e−α(n+1)

+2k
(
p4nk(α)⊗ eα(n+1) + p4nk(−α)⊗ e−α(n+1)

)
− 2kEn−1,

and for n ≥ 2, V +
L (n+ 1,−k(n+ 1)2 + 4nk) is contained in C2(V +

L ) (cf. Proposition

3.1.3), it follows that En−1 ∈ C2(V +
L ) for n ≥ 2. By Proposition 3.1.1 we can conclude

further that V +
L (m) is a subset of C2(V +

L ) for all m ∈ Z>0.

Theorem 3.1.5. V +
L satisfies the C2-cofiniteness condition. In particular,

V +
L /C2(V +

L ) = {0 + C2(V +
L )}.

Proof. We will show that V +
L = C2(V +

L ). It is enough to show that M(1)+ is contained

in C2(V +
L ). Since E−2k−1E = p4k(α)⊗ e2α + p4k(−α)⊗ e−2α + 2 and V +

L (2) is a subset

of C2(V +
L ), these imply that 1 ∈ C2(V +

L ). By Proposition 3.1.1, we can conclude that

M(1)+ is a subset of C2(V +
L ). Consequently, V +

L = C2(V +
L ).
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Corollary 3.1.6. Every irreducible weak V +
L -module satisfies the C2-condition.

Proof. This follows immediately from Proposition 3.0.19 and Theorem 3.1.5.

3.2 Case II: L is a negative definite even lattice

For the rest of this subsection, we assume that L is a rank d negative definite even

lattice.

Theorem 3.2.1. The vertex algebra V +
L is C2-cofinite.

Proof. We will show that V +
L = C2(V +

L ). We will follow the proof in [3] very

closely. Let K be a direct sum of d orthogonal rank one negative definite even lattice

L1, . . . , Ld. We write L = ∪i∈L/K(K + λi) as a direct sum of its coset decompositon

with respect to K. Then VL =
⊕
i∈L/K

VK+λi .

Since

VK = VL1 ⊗ · · · ⊗ VLd =
∑
εi=±

V ε1
L1
⊗ · · · ⊗ V εd

Ld
,

it follows that V +
K =

∑
εi=±,

∏
i |εi|=1

V ε1
L1
⊗ · · · ⊗ V εd

Ld
. Here | ± | = ±1. By using the fact

that V +
Lj

= C2(V +
Lj

) for all 1 ≤ j ≤ d, we then have

V +
L1
⊗ · · · ⊗ V +

Ld
= C2

(
V +
L1
⊗ · · · ⊗ V +

Ld

)
.

Since V ε1
L1
⊗ · · · ⊗ V εd

Ld
is an irreducible weak V +

L1
⊗ · · · ⊗ V +

Ld
-module, it follows from

Proposition 3.0.21 that V +
K = C2(V +

K ). Since V +
L is completely reducible as a weak

V +
K -module, we can conclude that V +

L = C2(V +
L ) (cf. Proposition 3.0.21).

Corollary 3.2.2. Every irreducible weak V +
L -module satisfies the C2-condition.
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3.3 Case III: L is a rank d non-degenerate even lattice that

is neither positive definite nor negative definite

Theorem 3.3.1. Assume that L is a non-degenerate even lattice of a finite rank

that is neither positive definite nor negative definite. Then the vertex algebra V +
L

and its irreducible weak modules satisfy the C2-condition. In particular, we have

V +
L = C2(V +

L ) and M = C̃2(M) for all irreducible weak V +
L -module.

Proof. The proof is very similar to the proof of Theorem 3.2.1. In fact, we can obtain

the above results by using the fact that L has a rank one negative definite even

sublattice, and follow the proof in Theorem 3.2.1 step by step.



CHAPTER IV

IRREDUCIBLE MODULES OF THE VERTEX

OPERATOR ALGEBRA V +〈τ〉

L

Let V be a simple vertex operator algebra and let G be a finite automorphism

group of V . In [19], it was shown that any irreducible (admissible) g-twisted V -

module is a completely reducible V G-module for the case g ∈ Z(G) where V G is the

G-invariant vertex operator subalgebra of V .

Remark 4.0.2. From [15], for g an automorphism of finite order T of V and an

admissible g-twisted V -module M =
⊕

n∈ 1
T

Z≥0

Mn, we write

M =
T−1⊕
r=0

(
⊕
n∈Z

Mn+ r
T

).

We define a 〈g〉-action on M such that g acts on
⊕
n∈Z

Mn− r
T

by the scalar e
2πi
T
r.

With this action, let u ∈ V r and w ∈
⊕
n∈Z

Mn+ j
T

be homogeneous elements. For n ∈

r
T

+Z, un(w) has weight wtu+wtw−n−1 ∈ wtw− r
T

+Z. Then un(w) ∈
⊕
n∈Z

Mn− r
T

+ j
T

and g(un(g−1w)) = g(e
2πi
T
jun(w)) = e

2πi
T
je

2πi
T

(r−j)un(w) = e
2πi
T
runw = (gu)nw. Then

gYM(u, z)g−1 = YM(gu, z) for all u ∈ V .

Proposition 4.0.3. ([15]). Let V be a simple vertex operator algebra and M an

irreducible g-twisted module where g is an automorphism of finite order T of V . Then,

in the decomposition M = M0 +M1 + · · ·+MT−1, M0, . . . ,MT−1 under g-action on

M are nonzero and non-isomorphic irreducible V 〈g〉-modules.
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For g ∈ G, let (M,YM) be an irreducible g-twisted V -module. For h ∈ G, we set

(M,YM) ◦ h = (M ◦ h, YM◦h).

Here, M ◦ h = M as vector spaces and

YM◦h(v, z) = YM(h(v), z) for v ∈ V .

Note that M ◦ h is an irreducible h−1gh-twisted V -module. It was shown in [19] that

M ◦ h is an irreducible g-twisted V -module if and only if h ∈ CG(g). Here CG(g)

denotes the centralizer of g in G. If g = 1 then M ◦ h is an irreducible V -module.

Set

GM = {h ∈ G | M ◦ h ∼= M as g-twisted V -modules}.

It was proved in [17] that g ∈ GM and GM is a subgroup of CG(g).

Proposition 4.0.4. ([19, 32]).

1. Assume that g ∈ Z(G). Let M be an irreducible g-twisted V -module. If GM is

a cyclic group, say 〈h〉, then the eigenspaces of M with respect to the action of

h are irreducible V G-modules.

2. Suppose G is a cyclic group of prime order p. Let M be an irreducible gi-twisted

V -module where 1 ≤ i ≤ p− 1. Hence the eigenspaces of M are irreducible V G-

modules.

In particular, if GM = {1}, then M is an irreducible V G-module.

In this chapter we work on a simple vertex operator algebra V +
L , L is positive

definite. Here, let L = Zα1 + Zα2 be a rank 2 positive definite even lattice equipped

with a symmetric nondegenerate Q-valued Z-bilinear form 〈·, ·〉 and having 〈α1, α1〉 =

〈α2, α2〉 = 2k.

Let τ : L → L be a map from L into itself that sends
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α1 7→ −α2 and α2 7→ α1.

Remark 4.0.5. Notice that V +
L is spanned by the vectors of the form

α1(−m1) · · ·α1(−mk)α2(−n1) · · ·α2(−nl)⊗ (eiα1+jα2 + e−iα1−jα2) and

α1(−m1) · · ·α1(−mr)α2(−n1) · · ·α2(−ns)⊗ (eiα1+jα2 − e−iα1−jα2)

where k ≥ 0, l ≥ 0, r ≥ 0, s ≥ 0, i, j ∈ Z, k + l is even and r + s is odd.

Here, the conformal vector ω = 1
2

(h1(−1)2 ⊗ 1 + h2(−1)2 ⊗ 1) where hi = 1√
2k
αi

(= 1√
2k
⊗ αi ∈ C⊗Z L) for i = 1, 2.

Define τ : V +
L → V +

L by the following actions: α(−n) 7→ τ(α)(−n) and eα 7→ eτ(α).

Proposition 4.0.6. τ is an automorphism of V +
L of order 2.

Proof. Clearly τ is a linear isomorphism which τ(1) = 1, τ(ω) = ω and ,(2.7),

τ(Y (u, z)v) = Y (τ(u), z)τ(v) for u, v ∈ V +
L . Then τ is an automorphism of V +

L .

Since, for k ≥ 0, l ≥ 0, i ≥ 0, j ≥ 0, we have

τ(α1(−m1) · · ·α1(−mk)α2(−n1) · · ·α2(−nl)⊗ (eiα1+jα2 ± e−iα1−jα2))

= τ(α1)(−m1) · · · τ(α1)(−mk)τ(α2)(−n1) · · · τ(α2)(−nl)⊗ (eiτ(α1)+jτ(a2) ± e−iτ(α1)−jτ(α2))

= (−1)kα2(−m1) · · ·α2(−mk)α1(−n1) · · ·α1(−nl)⊗ (e−iα2+jα1 ± eiα2−jα1),

it implies that

τ2(α1(−m1) · · ·α1(−mk)α2(−n1) · · ·α2(−nl)⊗ (eiα1+jα2 ± e−iα1−jα2))

= τ((−1)kα2(−m1) · · ·α2(−mk)α1(−n1) · · ·α1(−nl)⊗ (e−iα2+jα1 ± eiα2−jα1))

= (−1)k+lα1(−m1) · · ·α1(−mk)α2(−n1) · · ·α2(−nl)⊗ (e−iα1−jα2 ± eiα1+jα2).

If k + l is even, we then have that

τ 2(α1(−m1) · · ·α1(−mk)α2(−n1) · · ·α2(−nl)⊗ (eiα1+jα2 + e−iα1−jα2))

= α1(−m1) · · ·α1(−mk)α2(−n1) · · ·α2(−nl)⊗ (e−iα1−jα2 + eiα1+jα2). (4.1)
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If k + l is odd, it implies that

τ 2(α1(−m1) · · ·α1(−mk)α2(−n1) · · ·α2(−nl)⊗ (eiα1+jα2 − e−iα1−jα2))

= −α1(−m1) · · ·α1(−mk)α2(−n1) · · ·α2(−nl)⊗ (e−iα1−jα2 − eiα1+jα2)

= α1(−m1) · · ·α1(−mk)α2(−n1) · · ·α2(−nl)⊗ (eiα1+jα2 − e−iα1−jα2). (4.2)

From Remark 4.0.5, (4.1) and (4.2), we can conclude that the order of τ is 2.

Next, we will find the vertex operator subalgebra V +〈τ〉

L . For convenience, we set

vm1,...,mk;n1,...,nl := α1(−m1) · · ·α1(−mk)α2(−n1) · · ·α2(−nl)1,

Ei,j := eiα1+jα2 + e−iα1−jα2 , and

F i,j := eiα1+jα2 − e−iα1−jα2 .

Since τ(Ei,j) = Ej,−i and τ(F i,j) = F j,−i, we have

τ(Em,n + En,−m) = En,−m + E−m,−n = En,−m + Em,n,

τ(Em,n − En,−m) = En,−m − Em,n = −(Em,n − En,−m),

τ(Fm,n + F n,−m) = F n,−m − Fm,n = −(Fm,n − F n,−m),

τ(Fm,n − F n,−m) = F n,−m + Fm,n.

If k and l are even, then

τ(vm1,...,mk;n1,...,nl + vn1,...,nl;m1,...,mk) = vm1,...,mk;n1,...,nl + vn1,...,nl;m1,...,mk ,

τ(vm1,...,mk;n1,...,nl − vn1,...,nl;m1,...,mk) = −(vm1,...,mk;n1,...,nl − vn1,...,nl;m1,...,mk).

If k and l are odd, then

τ(vm1,...,mk;n1,...,nl + vn1,...,nl;m1,...,mk) = −(vm1,...,mk;n1,...,nl + vn1,...,nl;m1,...,mk),

τ(vm1,...,mk;n1,...,nl − vn1,...,nl;m1,...,mk) = vm1,...,mk;n1,...,nl − vn1,...,nl;m1,...,mk .

If k is even and l is odd, then

τ(vm1,...,mk;n1,...,nl + vn1,...,nl;m1,...,mk) = −(vm1,...,mk;n1,...,nl − vn1,...,nl;m1,...,mk),

τ(vm1,...,mk;n1,...,nl − vn1,...,nl;m1,...,mk) = vm1,...,mk;n1,...,nl + vn1,...,nl;m1,...,mk .
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We note that E−i,−j = Ei,j and F−i,−j = −F i,j.

Set S+ to be

SpanC{ vm1,...,mk;n1,...,nlE
m,n + vn1,...,nl;m1,...,mkE

n,−m,

vm1,...,mk+1;n1,...,nl+1
Em,n − vn1,...,nl+1;m1,...,mk+1

En,−m,

vm1,...,mk;n1,...,nl+1
Fm,n + vn1,...,nl+1;m1,...,mkF

n,−m,

vm1,...,mk+1;n1,...,nlF
m,n − vn1,...,nl;m1,...,mk+1

F n,−m : k, l ∈ 2N0 }.

Set S− to be

SpanC{ vm1,...,mk;n1,...,nlE
m,n − vn1,...,nl;m1,...,mkE

n,−m,

vm1,...,mk+1;n1,...,nl+1
Em,n + vn1,...,nl+1;m1,...,mk+1

En,−m,

vm1,...,mk;n1,...,nl+1
Fm,n − vn1,...,nl+1;m1,...,mkF

n,−m,

vm1,...,mk+1;n1,...,nlF
m,n + vn1,...,nl;m1,...,mk+1

F n,−m : k, l ∈ 2N0 }.

It is clear that ∀v ∈ S+, τ(v) = v and ∀v ∈ S−, τ(v) = −v. We have the

decomposition V +
L = S+ ⊕ S−. Therefore we have the 〈τ〉-invariant vertex operator

subalgebra

V +〈τ〉

L =
{
a ∈ V +

L | τ(a) = a
}

= S+.

Since V +
L is a simple vertex operator algebra, V +〈τ〉

L is also simple (see [16]). Now we

have 〈τ〉 = {1, τ} is a cyclic group, from Proposition 4.0.4(1), we have V +〈τ〉

L and S−

are two eigenspaces with respect to τ . Then both of them become two irreducible

V +〈τ〉

L -modules.

4.1 Irreducible (1-twisted) V +
L -modules

Theorem 4.1.1. ([4]). Let L be a positive definite even lattice. Then any irreducible

admissible V +
L -module is isomorphic to one of irreducible modules
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V +
L , V

−
L , VL+λ for λ ∈ L◦ with 2λ /∈ L,

V +
L+λ, V

−
L+λ for λ ∈ L◦ with 2λ ∈ L and

V
Tχ,+
L , V

Tχ,−
L for any irreducible L̂/K-module Tχ with central character χ.

For the case V +
L , it was considered by above. Next, we will find all λ satisfied in

Theorem 4.1.1. Recall that L◦ = {β ∈ C⊗Z L | 〈β,L〉 ⊂ Z}.

Case 〈α1, α2〉 = 0. We have

L◦ = {β ∈ C⊗Z L | 〈β,L〉 ⊂ Z} (4.3)

= {m
2k
α1 +

n

2k
α2 | m,n ∈ Z} (4.4)

=
2k−1⋃
i,j=0

(L+ λi,j) where λi,j =
i

2k
α1 +

j

2k
α2. (4.5)

Case 〈α1, α2〉 = ±2k. We have

L◦ = {β ∈ C⊗Z L | 〈β,L〉 ⊂ Z} (4.6)

= { i
2k
α1 +

j − i
2k

α2 | i, j ∈ Z} (4.7)

=
2k−1⋃
i,j=0

(L+ νi,j−i) where νi,j−i =
i

2k
α1 +

j − i
2k

α2. (4.8)

Case 〈α1, α2〉 ∈ Z− {0,±2k}. We have

L◦ = {β ∈ C⊗Z L | 〈β,L〉 ⊂ Z} (4.9)

= {
[

〈α1, α2〉
〈α1, α2〉2 − 4k2

j − 2k

〈α1, α2〉2 − 4k2
i

]
α1 (4.10)

+

[
〈α1, α2〉

〈α1, α2〉2 − 4k2
i− 2k

〈α1, α2〉2 − 4k2
j

]
α2 | i, j ∈ Z} (4.11)

=

|〈α1,α2〉2−4k2|−1⋃
i,j=0

(L+ εα1(j,i)+α2(i,j)) (4.12)
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where εα1(j,i)+α2(i,j) =
[

〈α1,α2〉
〈α1,α2〉2−4k2 j − 2k

〈α1,α2〉2−4k2 i
]
α1+

[
〈α1,α2〉

〈α1,α2〉2−4k2 i− 2k
〈α1,α2〉2−4k2 j

]
α2.

Proposition 4.1.2. V +
L = S+ ⊕ S− and V −L = U+i ⊕ U−i

where S± = {v ∈ V +
L | τ(v) = ±v}, and U±i = {v ∈ V −L | τ(v) = ±iv}.

Proof. Recall that V −L is spanned by the vectors of the form

vm1,...,ms;n1,...,nr ⊗ Fm,n and vm1,...,mk;n1,...,nl ⊗ Em,n

where s ≥ 0, r ≥ 0, k ≥ 0, l ≥ 0,m, n ∈ Z, s+ r is even and k + l is odd.

Set U+i to be

SpanC{ (vm1,...,mk;n1,...,nl + ivn1,...,nl;m1,...,mk)⊗ (Em,n + En,−m),

(vm1,...,mk;n1,...,nl − ivn1,...,nl;m1,...,mk)⊗ (Em,n − En,−m),

(vm1,...,ms;n1,...,nr + vn1,...,nr;m1,...,ms)⊗ (Fm,n − iF n,−m),

(vm1,...,ms;n1,...,nr − vn1,...,nr;m1,...,ms)⊗ (Fm,n − iF n,−m),

(vm1,...,mp;n1,...,nq + vn1,...,nq ;m1,...,mp)⊗ (Fm,n + iF n,−m),

(vm1,...,mp;n1,...,nq − vn1,...,nq ;m1,...,mp)⊗ (Fm,n + iF n,−m)

| k, p, q ∈ 2N0 + 1, l, s, r ∈ 2N0 }.

Set U−i to be

SpanC{ (vm1,...,mk;n1,...,nl − ivn1,...,nl;m1,...,mk)⊗ (Em,n + En,−m),

(vm1,...,mk;n1,...,nl + ivn1,...,nl;m1,...,mk)⊗ (Em,n − En,−m),

(vm1,...,ms;n1,...,nr + vn1,...,nr;m1,...,ms)⊗ (Fm,n + iF n,−m),

(vm1,...,ms;n1,...,nr − vn1,...,nr;m1,...,ms)⊗ (Fm,n + iF n,−m),

(vm1,...,mp;n1,...,nq + vn1,...,nq ;m1,...,mp)⊗ (Fm,n − iF n,−m),

(vm1,...,mp;n1,...,nq − vn1,...,nq ;m1,...,mp)⊗ (Fm,n − iF n,−m)

| k, p, q ∈ 2N0 + 1, l, s, r ∈ 2N0 }.

It is clear that ∀v ∈ U+i, τ(v) = iv and ∀v ∈ U−i, τ(v) = −iv. Moreover,

V −L = U+i ⊕ U−i.
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Remark 4.1.3. If 2εα1(j,i)+α2(i,j) ∈ L, we have i = j = 0, that is, V +
L+εα1(0,0)+α2(0,0)

=

V +
L = S+ ⊕ S−, it was done. For 2νi,j−i, 2λi,j ∈ L, we have i, j ∈ {0, k}.

Proposition 4.1.4. If 2λi,j ∈ L for i, j ∈ {0, k}, we have

V +
L+λi,j

= S+
λi,j
⊕ S−λi,j and V −L+λi,j

= U+i
λi,j
⊕ U−iλi,j

where S±λi,j = {v ∈ V +
L+λi,j

| τ(v) = ±v}, and U±iλi,j = {v ∈ V −L+λi,j
| τ(v) = ±iv}.

Proof. Recall that V +
L+λi,j

is spanned by the vectors of the form

vm1,...,mk;n1,...,nl ⊗ (eλi,j+mα1+nα2 + e−λi,j−mα1−nα2),

vm1,...,mr;n1,...,ns ⊗ (eλi,j+mα1+nα2 − e−λi,j−mα1−nα2).

V −L+λi,j
is spanned by the vectors of the form

vm1,...,mk;n1,...,nl ⊗ (eλi,j+mα1+nα2 − e−λi,j−mα1−nα2),

vm1,...,mr;n1,...,ns ⊗ (eλi,j+mα1+nα2 + e−λi,j−mα1−nα2)

where k ≥ 0, l ≥ 0, r ≥ 0, s ≥ 0,m, n ∈ Z, k + l is even and r + s is odd. Let

Ẽi,j,m,n = eλi,j+mα1+nα2 + e−λi,j−mα1−nα2 and

F̃ i,j,m,n = eλi,j+mα1+nα2 − e−λi,j−mα1−nα2 .

We note that τ(Ẽi,j,m,n) = Ẽj,−i,n,−m, τ(F̃ i,j,m,n) = F̃ j,−i,n,−m and Ẽ−i,−j,−m,−n =

Ẽi,j,m,n , F̃−i,−j,−m,−n = −F̃ i,j,m,n. Set S+
λi,j

to be

SpanC{ vm1,...,mk;n1,...,nlẼ
i,j,m,n + vn1,...,nl;m1,...,mkẼ

j,−i,n,−m,

vm1,...,mk+1;n1,...,nl+1
Ẽi,j,m,n − vn1,...,nl+1;m1,...,mk+1

Ẽj,−i,n,−m,

vm1,...,mk;n1,...,nl+1
F̃ i,j,m,n + vn1,...,nl+1;m1,...,mkF̃

j,−i,n,−m,

vm1,...,mk+1;n1,...,nlF̃
i,j,m,n − vn1,...,nl;m1,...,mk+1

F̃ j,−i,n,−m : k, l ∈ 2N0 }.

Set S−λi,j to be
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SpanC{ vm1,...,mk;n1,...,nlẼ
i,j,m,n − vn1,...,nl;m1,...,mkẼ

j,−i,n,−m,

vm1,...,mk+1;n1,...,nl+1
Ẽi,j,m,n + vn1,...,nl+1;m1,...,mk+1

Ẽj,−i,n,−m,

vm1,...,mk;n1,...,nl+1
F̃ i,j,m,n − vn1,...,nl+1;m1,...,mkF̃

j,−i,n,−m,

vm1,...,mk+1;n1,...,nlF̃
i,j,m,n + vn1,...,nl;m1,...,mk+1

F̃ j,−i,n,−m : k, l ∈ 2N0 }.

Set U+i
λi,j

to be

SpanC{ (vm1,...,mk;n1,...,nl + ivn1,...,nl;m1,...,mk)⊗ (Ẽi,j,m,n + Ẽj,−i,n,−m),

(vm1,...,mk;n1,...,nl − ivn1,...,nl;m1,...,mk)⊗ (Ẽi,j,m,n − Ẽj,−i,n,−m),

(vm1,...,ms;n1,...,nr + vn1,...,nr;m1,...,ms)⊗ (F̃ i,j,m,n − iF̃ j,−i,n,−mn),

(vm1,...,ms;n1,...,nr − vn1,...,nr;m1,...,ms)⊗ (F̃ i,j,m,n − iF̃ j,−i,n,−m),

(vm1,...,mp;n1,...,nq + vn1,...,nq ;m1,...,mp)⊗ (F̃ i,j,m,n + iF̃ j,−i,n,−m),

(vm1,...,mp;n1,...,nq − vn1,...,nq ;m1,...,mp)⊗ (F̃ i,j,m,n + iF̃ j,−i,n,−m)

| k, p, q ∈ 2N0 + 1, l, s, r ∈ 2N0}.

Set U−iλi,j to be

SpanC{ (vm1,...,mk;n1,...,nl − ivn1,...,nl;m1,...,mk)⊗ (Ẽi,j,m,n + Ẽj,−i,n,−m),

(vm1,...,mk;n1,...,nl + ivn1,...,nl;m1,...,mk)⊗ (Ẽi,j,m,n − Ẽj,−i,n,−m),

(vm1,...,ms;n1,...,nr + vn1,...,nr;m1,...,ms)⊗ (F̃ i,j,m,n + iF̃ j,−i,n,−m),

(vm1,...,ms;n1,...,nr − vn1,...,nr;m1,...,ms)⊗ (F̃ i,j,m,n + iF̃ j,−i,n,−m),

(vm1,...,mp;n1,...,nq + vn1,...,nq ;m1,...,mp)⊗ (F̃ i,j,m,n − iF̃ j,−i,n,−m),

(vm1,...,mp;n1,...,nq − vn1,...,nq ;m1,...,mp)⊗ (F̃ i,j,m,n − iF̃ j,−i,n,−m)

| k, p, q ∈ 2N0 + 1, l, s, r ∈ 2N0}.

It is clear that S±λi,j = {v ∈ V +
L+λi,j

| τ(v) = ±v}, and U±iλi,j = {v ∈ V −L+λi,j
| τ(v) =

±iv}. Moreover, V +
L+λi,j

= S+
λi,j
⊕ S−λi,j and V −L+λi,j

= U+i
λi,j
⊕ U−iλi,j .

Proposition 4.1.5. If 2λi,j, 2νi,j−i, 2εα1(j′,i′)+α2(i′,j′) /∈ L for i, j as in (4.5) and i′, j′

as in (4.12), we have VL+λi,j , VL+νi,j−i, VL+εα1(j′,i′)+α2(i′,j′)
are simple V +〈τ〉

L -modules.
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Proof. Recall that VL+λi,j is spanned by the vectors of the form

vm1,...,mk;n1,...,nl ⊗ eλi,j+mα1+nα2

where k, l ∈ N0, m, n ∈ Z. We define the map f from VL+λj,−i onto VL+λi,j ◦ τ by this

action:

α1(−m1) · · ·α1(−mk)α2(−n1) · · ·α2(−nl)⊗ (eλj,−i+mα1+nα2)

↓

(τα1)(−m1) · · · (τα1)(−mk)(τα2)(−n1) · · · (τα2)(−nl)⊗ (eλi,j−mα2+nα1)

and then extend by linearity. Clearly f is well-defined and bijective. Moreover, f

satisfies the following condition:

fYM(u, z) = YM◦τ (u, z)f = YM(τu, z)f for u ∈ V +
L .

Then as V +
L -modules, VL+λi,j ◦ τ ∼= VL+λj,−i but VL+λi,j � VL+λj,−i . Therefore GM =

{1}, VL+λi,j is an irreducible V +〈τ〉

L -module. For the other, the proof is similarly.

Remark 4.1.6. From Remark 2.0.15, we consider in two cases:

1. When 〈α1, α2〉 ∈ 2Z, we have

L = {x ∈ L | 〈x,L〉 ⊂ 2Z}.

Since L/2L is an abelian group isomorphic to Z/2Z, L/2L has two irreducible

modules T1, T2 such that x+2L acts as multiplication by 1 and −1, respectively.

Then there are two irreducible θ-twisted VL-modules, V Ti
L = MZ+ 1

2
(1) ⊗ Ti '

S(ĥZ+ 1
2
)⊗ Ti, for i = 1, 2.

2. When 〈α1, α2〉 ∈ 2Z+ 1, we have
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2L = {x ∈ L | 〈x,L〉 ⊂ 2Z}.

Then 2L/2L has only one irreducible module T , which V T
L = MZ+ 1

2
(1) ⊗ T '

S(ĥZ+ 1
2
)⊗ T .

Proposition 4.1.7. For i = 1, 2,

V Ti,+
L = S+

Ti
⊕ S−Ti and V Ti,−

L = U+i
Ti
⊕ U−iTi

where S±Ti = {v ∈ V Ti,+
L | τ(v) = ±v} and U±iTi = {v ∈ V Ti,−

L | τ(v) = ±iv}.

Proof. Recall that V Ti,+
L is spanned by the vectors of the form: vm1,...,mk;n1,...,nl ⊗ t,

and V Ti,−
L is spanned by the vectors of the form: vm1,...,ms;n1,...,nr ⊗ t, where k ≥ 0, l ≥

0, s ≥ 0, r ≥ 0, k + l is even, s+ r is odd, mi, nj ∈ 1
2

+ Z≥0, and t ∈ Ti. Set

S+
Ti

= SpanC{ vm1,...,mk;n1,...,nl ⊗ t+ vn1,...,nl;m1,...,mk ⊗ t,

vm1,...,mk+1;n1,...,nl+1
⊗ t− vn1,...,nl+1;m1,...,mk+1

⊗ t | k, l ∈ 2N0, t ∈ Ti},

S−Ti = SpanC{ vm1,...,mk;n1,...,nl ⊗ t− vn1,...,nl;m1,...,mk ⊗ t,

vm1,...,mk+1;n1,...,nl+1
⊗ t+ vn1,...,nl+1;m1,...,mk+1

⊗ t | k, l ∈ 2N0, t ∈ Ti},

U+i
Ti

= SpanC{(vm1,...,mk+1;n1,...,nl + ivn1,...,nl;m1,...,mk+1
)⊗ t | k, l ∈ 2N0, t ∈ Ti},

U−iTi = SpanC{(vm1,...,mk+1;n1,...,nl − ivn1,...,nl;m1,...,mk+1
)⊗ t | k, l ∈ 2N0, t ∈ Ti}.

It is clear that S±Ti = {v ∈ V Ti,+
L | τ(v) = ±v} and U±iTi = {v ∈ V Ti,−

L | τ(v) = ±iv}

which V Ti,+
L = S+

Ti
⊕ S−Ti and V Ti,−

L = U+i
Ti
⊕ U−iTi .

Dong, Li and Mason have shown in [12] that if V is a simple vertex operator

algebra which satisfies condition C2 and g ∈ AutV has finite order. Then V has at

least one simple g-twisted V -module.

Here the vertex operator algebra V +
L has at least one simple τ -twisted V +

L -module.
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4.2 An irreducible τ ◦ θ-twisted M(1)-module

There is a construction of ν-twisted M(1)-module (see [10]), under assumption that ν

is an isometry. To get τ or τ ◦θ having that property, we will assume that 〈α1, α2〉 = 0.

Consider τ ◦ θ,

α1 7→
τ◦θ

α2 and α2 7→
τ◦θ
−α1

we have τ ◦ θ induce an automorphism on M(1) of order 4. Decompose M(1) with

respect to τ ◦ θ:

M(1) = M+ ⊕M− ⊕M+i ⊕M−i (4.13)

where M± = {β ∈ M(1) | (τ ◦ θ)β = ±β}, M±i = {β ∈ M(1) | (τ ◦ θ)β = ±iβ}

which

M+ = SpanC{ vm1,...,mk;n1,...,nl1 + vn1,...,nl;m1,...,mk1, (4.14)

vm1,...,mk+1;n1,...,nl+1
1− vn1,...,nl+1;m1,...,mk+1

1 (4.15)

| k, l ∈ 2N0, t ∈ Ti}, (4.16)

M− = SpanC{ vm1,...,mk;n1,...,nl1− vn1,...,nl;m1,...,mk1, (4.17)

vm1,...,mk+1;n1,...,nl+1
1 + vn1,...,nl+1;m1,...,mk+1

1 (4.18)

| k, l ∈ 2N0, t ∈ Ti}, (4.19)

M+i = SpanC{(vm1,...,mk+1;n1,...,nl − ivn1,...,nl;m1,...,mk+1
)1 | k, l ∈ 2N0, t ∈ Ti}, (4.20)

M−i = SpanC{(vm1,...,mk+1;n1,...,nl + ivn1,...,nl;m1,...,mk+1
)1 | k, l ∈ 2N0, t ∈ Ti}. (4.21)
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Next, consider a primitive 4-th root of unity ω4 = e
2πi
4 = i in C. For n ∈ Z, set

h(n) := {α ∈ h | (τ ◦ θ)α = inα} ⊂ h.

Then h =
⊕

n∈Z/4Z

h(n) = h(0) ⊕ h(1) ⊕ h(2) ⊕ h(3) where

h(0) = {0}, h(1) = SpanC{α1 − iα2},

h(2) = {0}, h(3) = SpanC{α1 + iα2}.

We defined the τ ◦ θ-twisted affine Lie algebra ĥ[τ ◦ θ] associated with the abelian Lie

algebra h to be

ĥ[τ ◦ θ] :=
∐

n∈ 1
4

Z h(4n) ⊗ tn ⊕ Cc.

=
∑
n∈Z

h(1) ⊗ t
1
4

+n ⊕ Cc+
∑
n∈Z

h(3) ⊗ t
3
4

+n ⊕ Cc

with

[x⊗ tm, y ⊗ tn] = 〈x, y〉mδm+n,0c for x ∈ h(4m), y ∈ h(4n), m, n ∈ 1
4
Z,[

c, ĥ[τ ◦ θ]
]

= 0.

Set

ĥ[τ ◦ θ]+ =
∑
n∈Z≥0

h(1) ⊗ t
1
4

+n ⊕ Cc+
∑
n∈Z≥0

h(3) ⊗ t
3
4

+n ⊕ Cc,

ĥ[τ ◦ θ]− =
∑
n∈Z<0

h(1) ⊗ t
1
4

+n ⊕ Cc+
∑
n∈Z<0

h(3) ⊗ t
3
4

+n ⊕ Cc,

Then the subalgebra

ĥ[τ ◦ θ]+ ⊕ ĥ[τ ◦ θ]− ⊕ Cc
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of ĥ[τ ◦ θ] is a Heisenberg algebra. Form the induced ĥ[τ ◦ θ]-module

M(1)[τ ◦ θ] = U(ĥ[τ ◦ θ])⊗U(ĥ[τ◦θ]+⊕h(0)⊕Cc C ' S(ĥ[τ ◦ θ]−) (linearly) (4.22)

where ĥ[τ ◦ θ]+ acts trivially on C, and c acts as 1. We will use the notation ατ◦θ(n)

(α ∈ h(4n), n ∈ 1
4
Z) for the action of α⊗ tn ∈ ĥ[τ ◦ θ] on M(1)[τ ◦ θ].

Set

ατ◦θ(z) :=
∑
n∈ 1

4
Z

α(n)z−n−1.

For v = α1(−n1) · · ·αk(−nk)⊗ 1 ∈M(1), we let

W (v, z) =: ∂(n1−1)ατ◦θ1 (z) · · · ∂(nk−1)ατ◦θk (z) :,

where ∂(n) = 1
n!

(
d
dz

)n
and define Y τ◦θ(v, z) = W (e∆zv, z). Here, ∆z is a certain formal

operator involving the formal variable z, and defined as follows: For an orthonormal

basis of h, namely {β1 = 1√
2k
α1, β2 = 1√

2k
α2}, we set

∆z =
∑

m,n≥0

∑3
l=0

∑2
j=1 cmnl((τ ◦ θ)−lβj)(m)βj(n)z−m−n

=
∑

m,n≥0

∑3
l=0 cmnl

1
2k

[
((τ ◦ θ)−lα1)(m)α1(n) + ((τ ◦ θ)−lα2)(m)α2(n)

]
z−m−n

=
∑

m,n≥0 cmn0
1
2k

[((τ ◦ θ)−0α1)(m)α1(n) + ((τ ◦ θ)−0α2)(m)α2(n)] z−m−n + · · ·

+cmn3
1
2k

[((τ ◦ θ)−3α1)(m)α1(n) + ((τ ◦ θ)−3α2)(m)α2(n)] z−m−n

=
∑

m,n≥0
1
2k

[cmn0[α1(m)α1(n) + α2(m)α2(n)]

+ cmn1[−α2(m)α1(n) + α1(m)α2(n)]

+ cmn2[−α1(m)α1(n)− α2(m)α2(n)]

+ cmn3[α2(m)α1(n)− α1(m)α2(n)]]z−m−n
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where constants cmnl ∈ C for m,n ∈ Z≥0, l = 0, 1, 2, 3 are defined by the formulas

∑
m,n≥0

cmn0x
myn = −1

2

3∑
r=1

log

(
(1 + x)1/4 − i−r(1 + y)1/4

1− i−r

)
, (4.23)

∑
m,n≥0

cmnlx
myn =

1

2
log

(
(1 + x)1/4 − i−l(1 + y)1/4

1− i−l

)
, for l 6= 0. (4.24)

It has been established in [10, 25] that (M(1)[τ ◦ θ], Y τ◦θ) is the irreducible τ ◦ θ-

twisted M(1)-module.

We define a linear map τ ◦ θ on M(1)[τ ◦ θ] by the following action:

x(−n1) · · · x(−ns)y(−m1) · · · y(−mr)

↓

((τ ◦ θ)x)(−n1) · · · ((τ ◦ θ)x)(−ns)((τ ◦ θ)y)(−m1) · · · ((τ ◦ θ)y)(−mr)

= (−1)ris+rx(−n1) · · · x(−ns)y(−m1) · · · y(−mr)

where (τ ◦ θ)x = ix, (τ ◦ θ)y = −iy for x ∈ h(1) and y ∈ h(3). We now decompose

M(1)[τ ◦ θ] into its eigenspaces with respect to τ ◦ θ:

M(1)[τ ◦ θ] = M(1)[τ ◦ θ]+ ⊕M(1)[τ ◦ θ]− ⊕M(1)[τ ◦ θ]+i ⊕M(1)[τ ◦ θ]−i

where M(1)[τ ◦ θ]± = {v ∈M(1)[τ ◦ θ] | (τ ◦ θ)v = ±v},

M(1)[τ ◦ θ]±i = {v ∈M(1)[τ ◦ θ] | (τ ◦ θ)v = ±iv}.

Remark 4.2.1. For x ∈ h(1), y ∈ h(3) and [i] ∈ Z4, we have

1. M(1)[τ ◦ θ]+ is spanned by vectors having forms:

x(−n1) · · · x(−ns)y(−m1) · · · y(−mr)
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where (s, r) ∈
3⋃
i=0

[i]× [i].

2. M(1)[τ ◦ θ]− is spanned by vectors having forms:

x(−n1) · · · x(−ns)y(−m1) · · · y(−mr)

where (s, r) ∈ [0]× [2] ∪ [1]× [3] ∪ [2]× [0] ∪ [3]× [1].

3. M(1)[τ ◦ θ]+i is spanned by vectors having forms:

x(−n1) · · · x(−ns)y(−m1) · · · y(−mr)

where (s, r) ∈ [0]× [3] ∪ [1]× [0] ∪ [2]× [1] ∪ [3]× [2].

4. M(1)[τ ◦ θ]−i is spanned by vectors having forms:

x(−n1) · · · x(−ns)y(−m1) · · · y(−mr)

where (s, r) ∈ [0]× [1] ∪ [1]× [2] ∪ [2]× [3] ∪ [3]× [0].

Notice that from Proposition 4.0.3, we have M±,M±i,M(1)[τ ◦ θ]±,M(1)[τ ◦ θ]±i are

eight simple M+-modules , M+ defined as (4.14).

4.3 Irreducible τ-twisted M(1)+-modules

A linear automorphism map θ on M(1)[τ ◦ θ] is defined as (4.22), by the following

action:

x(−n1) · · · x(−ns)y(−m1) · · · y(−mr)

↓

(θx)(−n1) · · · (θx)(−ns)(θy)(−m1) · · · (θy)(−mr)

= (−1)s+rx(−n1) · · · x(−ns)y(−m1) · · · y(−mr).
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Clearly, θY τ◦θ(v, z)θ−1 = Y τ◦θ(θv, z) for v ∈ M(1), the action of θ on M(1)[τ ◦ θ]

gives an automorphism on M(1)[τ ◦ θ]. Then we now decompose M(1)[τ ◦ θ] into its

eigenspaces with respect to θ:

M(1)[τ ◦ θ] = M(1)[τ ◦ θ]+θ ⊕M(1)[τ ◦ θ]−θ

where M(1)[τ ◦ θ]±θ = {v ∈M(1)[τ ◦ θ] | θv = ±v}. Note that from Remark 4.2.1,

we have

M(1)[τ ◦ θ]+θ = M(1)[τ ◦ θ]+ ⊕M(1)[τ ◦ θ]−, and

M(1)[τ ◦ θ]−θ = M(1)[τ ◦ θ]+i ⊕M(1)[τ ◦ θ]−i

Next, to show that M(1)[τ ◦ θ]+θ and M(1)[τ ◦ θ]−θ are τ -twisted M(1)+-modules, it

suffices to prove that they satisfy twisted Jacobi identity.

Remark 4.3.1. From (4.13)-(4.21), we have

M(1) = M0
τ◦θ +M1

τ◦θ +M2
τ◦θ +M3

τ◦θ, Mn
τ◦θ = {u ∈M(1) | (τ ◦ θ)u = inu}

where M0
τ◦θ = M+,M1

τ◦θ = M+i,M2
τ◦θ = M−,M3

τ◦θ = M−i, and

M(1) = M0
τ +M1

τ +M2
τ +M3

τ , Mn
τ = {u ∈M(1) | τu = inu}

where M0
τ = M+,M1

τ = M−i,M2
τ = M−,M3

τ = M+i.

We observe that M(1)+ = M0
τ + M2

τ which M0
τ = M0

τ◦θ and M2
τ = M2

τ◦θ. Recall

twisted Jacobi identity (1.13): For u ∈ V r (= M r
τ◦θ), r = 0, 1, 2, 3,

z−1
0 δ

(
z1−z2
z0

)
YM(u, z1)YM(v, z2)− z−1

0 δ
(
z2−z1
−z0

)
YM(v, z2)YM(u, z1)

= z−1
2

(
z1−z0
z2

)−r
T
δ
(
z1−z0
z2

)
YM(Y (u, z0)v, z2).

Since for u ∈ M0
τ◦θ = M0

τ or u ∈ M2
τ◦θ = M2

τ , τ ◦ θ has order 4 on M(1) and

τ has order 2 on M(1)+, these imply that M(1)[τ ◦ θ]+θ and M(1)[τ ◦ θ]−θ are τ -

twisted M(1)+-modules. As (M(1)[τ ◦ θ], Y τ◦θ) ◦ θ = (M(1)[τ ◦ θ] ◦ θ, Y τ◦θ
θ ), where

M(1)[τ ◦ θ] ◦ θ = M(1)[τ ◦ θ] as vector spaces and Y τ◦θ
θ (v, z) = Y τ◦θ(θ(v), z) for
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v ∈ M(1). We have M(1)[τ ◦ θ] ◦ θ ∼= M(1)[τ ◦ θ] as τ ◦ θ-twisted M(1)-modules.

Since 〈θ〉 is an automorphism of M(1) of order 2, by applying Proposition 4.0.3 or

4.0.4, we have M(1)[τ ◦ θ]+θ and M(1)[τ ◦ θ]−θ are two irreducible τ -twisted M(1)+-

modules.

In the future, we will use these results to construct irreducible τ -twisted V +
L -

modules.
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APPENDIX

The calculation of Table 1.

Recall that ω = − 1
4k
α(−1)21, 〈α, α〉 = −2k, α(0)Fm = −2kmEm, α(0)Em =

−2kmFm and

Y (ω, z) = Y (− 1
4k
α(−1)21, z)

= − 1
4k

∑
m,n∈Z

: α(m)α(n) : z−m−n−2.

L(−1)f1 = ω0α(−5)Fm

= − 1
4k

∑
m+n=−1

: α(m)α(n) : α(−5)Fm

= − 1
4k

[2α(−6)α(5) + 2α(−1)α(0)]α(−5)Fm

= − 1
4k

[2α(−6) (α(−5)α(5) + 5〈α, α〉) + 2α(−1)α(−5)α(0)]Fm

= 5α(−6)Fm +mα(−5)α(−1)Em,

L(−1)f2 = − 1
4k

[2α(−5)α(4) + 2α(−1)α(0) + 2α(−2)α(1)]α(−4)α(−1)Em

= 4α(−5)α(−1)Em +mα(−4)α(−1)2Fm + α(−4)α(−2)Em,

L(−1)f3 = − 1
4k

[2α(−4)α(3) + 2α(−3)α(2) + 2α(−1)α(0)]α(−3)α(−2)Em

= 3α(−4)α(−2)Em + 2α(−3)2Em +mα(−3)α(−2)α(−1)Fm,

L(−1)f4 = − 1
4k

[2α(−4)α(3) + 2α(−2)α(1) + 2α(−1)α(0)]α(−3)α(−1)2Fm

= 3α(−4)α(−1)2Fm + 2α(−3)α(−2)α(−1)Fm +mα(−3)α(−1)3Em,

L(−1)f5 = − 1
4k

[2α(−3)α(2) + 2α(−2)α(1) + 2α(−1)α(0)]α(−2)2α(−1)Fm

= 4α(−3)α(−2)α(−1)Fm + α(−2)3Fm +mα(−2)2α(−1)2Em,

L(−1)f6 = − 1
4k

[2α(−3)α(2) + 2α(−2)α(1) + 2α(−1)α(0)]α(−2)α(−1)3Em

= 2α(−3)α(−1)3Em + 3α(−2)2α(−1)2Em +mα(−2)α(−1)4Fm,

L(−1)f7 = − 1
4k

[2α(−2)α(1) + 2α(−1)α(0)]α(−1)5Fm

= 5α(−2)α(−1)4Fm +mα(−1)6Em,

2kL(−3)h1 = −2k 1
4k

[2α(−6)α(3) + 2α(−3)α(0) + 2α(−2)α(−1)]α(−3)Fm

= 6kα(−6)Fm + 2kmα(−3)2Em − α(−3)α(−2)α(−1)Fm,
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2kL(−3)h2 = −2k 1
4k

[2α(−5)α(2) + 2α(−4)α(1) + 2α(−3)α(0)

+ 2α(−2)α(−1)]α(−2)α(−1)Em

= 4kα(−5)α(−1)Em + 2kα(−4)α(−2)Em + 2kmα(−3)α(−2)α(−1)Fm

− α(−2)2α(−1)2Em,

2kL(−3)h3 = −2k 1
4k

[2α(−4)α(1) + 2α(−3)α(0) + 2α(−2)α(−1)]α(−1)3Fm

= 6kα(−4)α(−1)2Fm + 2kmα(−3)α(−1)3Em − α(−2)α(−1)4Fm,

(α(−1)41)−3E
m =

∑
n1+···+n4=−6

: α(n1)α(n2)α(n3)α(n4) : Em

= [4α(−6)α(0)3 + 12α(−5)α(−1)α(0)2 + 12α(−4)α(−2)α(0)2

+ 12α(−4)α(−1)2α(0) + 6α(−3)2α(0)2

+ 24α(−3)α(−2)α(−1)α(0) + 4α(−3)α(−1)3

+ 4α(−2)3α(0) + 6α(−2)2α(−1)2]Em

= −32k3m3g1 + 48k2m2g2 + 48k2m2g3 − 24kmg4 + 24k2m2g5

− 48kmg6 + 4g7 − 8kmg8 + 6g9.
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