CHAPTER 2

LITERATURE REVIEW

2.1 Introduction

A large number of top es-on the - @on have been studied for more
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Fig. 2.1 Conceptual phases of an explosion [1]



The explosion may then be triggered by some relatively small amount of
activation energy and initiates the rapid conversion of the system energy into some
form that can do work on the surroundings, such as the kinetic energy. Generally, the
process of the explosion has been conceptually subdivided into four phases of (1)
mixing, (2) triggering and local fuel fragmentation, (3) explosion propagation and (4)

expansion and work done.
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Fig. 2.2 Process of a vapor explosion in a pressure-volume diagram [9]



Many researches on the vapor explosion have many different objectives.
These objectives are tested either by the experiment or by the theoretical modeling or
both. The briefed review of the experiment and modeling will be described in this

chapter.
2.2 Experimental work

The experimental works can rl ided into two groups in terms of the scale
of the experiments, the large- : d the small scale experiments. The
scale may be referred bym nsss ctﬁﬁgmds used in the experiments.

u% when compared with the
\ ase, 1 objectives of the study that

Sometimes, it is refe

dimension of the loc

define the scale of the

system, (3) to estimate th erﬂ@*wn@ﬁo thermal energy to mechanical
energy, and (4) to determine the seale ef ; ard to the real system On the other

2.3 Large SHe Expériments
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As state}Im Chapter 1, many large-scale test facilities haye,been constructed
o B 250 YIS 88 A B
now sub$umed as part of EU program and is being operated by CEA, France) and the
ALPHA facility in Japan. Many different materials (fuel and coolant) and conditions
used in many large-scale experiments have been tested. The materials and conditions
selected may depend on the criteria of the study, the industrial application, or the
simulating material in order to avoid the use of the radioactive molten nuclear fuel.
Some experiments used a number of hot metal spheres dropping into the water pool
instead of the hot liquid [10]. These experiments are supposed to characterize the real

nuclear severe accident.



Magallon et al. [11] performed two experiments by pouring 100-kg-scale
molten UO2 into the liquid sodium in the test section TERMOS of the FARO facility.

Its arrangement is shown in Fig. 2.3 and the test instrument is shown in Fig. 2.4.

The first test (T1) used the release channel diameter of 50 mm, molten UO2
mass of 110 kg, Weber number of order 10,000, initial sodium temperature of 400°C,
initial sodium height of 2.5 meters, and UO2 temperature just before contacting
~3000°C. The other test T2 used th
molten UO2 mass of 140 kg. @

l‘fWease channel with diameter of 80 mm,
— _,
In their experi@ re “tran
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Fig. 2.3 KROTOS experimental arrangement [11]
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Fig. 2.5 Pressure peak in cover gas from two tests, T1 and T2 [11]
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time of ~7 ms. Assuming thaﬂﬁﬁ'sl? 1 e same event originating near
the 2300-mm leveltand_piopagating S a propagation velocity

equal to 143 m/s. The'I s al acks occurred and associated

with the vapor explosmn
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Fig. 2. 7 Was observed and was separated into two main zones for T1. The first zone
went from the bottom to about two-thirds of the debris height (~35 kg of debris upon
a mean height of 160 mm). It presented an increasing number of voids from the
bottom to the top. The second zone was above the first zone (~25 kg of debris upon a
mean height of 80 mm) and it looked more dense. The rest of the melt (~40 kg) was
found deposited all over the inner surface at the top of the test vessel. It was evidence
that a significant part of this UO2 was still molten when it “splashed.” For T2, the

debris structure was very similar. A total of 45 kg of debris was collected in the
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catcher, ~15 kg was found splashed in a way similar to that T1, and ~80 kg was stuck
in the intersection valve. The researchers suggested that the first ~35 kg in T1 resulted
in the first pressure peak in cover gas. As seen in Fig 2.5, the T2 major peak exhibits
exactly the same shape and duration as the corresponding one in T1, indicating that
the same melt quantity was probably involved in the event. Then the second pressure
peak in T2 should have been involved with ~10 kg and so was the second peak in T1.
They also assumed that the initial cover gas volume was compressed isentropically by

the expanding vapor from the pressure jjust before the FCI pressure rose to the

maximum FCI pressure. The total // gy results were 75 and 40 kJ for T1

and T2, respectively. Taki energy &‘ 02 melt as 1.55 MlJ/kg, the
. . J T—

conversion ratios were 0.08%

and 0.06% for.T2. And the conversion ratio was

L

0.16% for the second peak'®

o s

Fig. 2.7 Axial cut of the T1 debris bed [11]
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The results from the experiment mentioned above are typical results but more
informative than many other large-scale tests. The peak pressure detected in the cover
gas is much less than the peak pressure appeared in the liquid. Two peak pressures in
the liquid rise with a delay time due to propagation, assuming that the peaks occur
from the same event. In addition, these two peak pressures show the progressive
magnitude after a propagating distance. The debris also provides the information on

the interaction mass. The isentropic compression of the initial cover gas volume

inside the closed vessel is an assumptien to find out the mechanical energy yield.
With the energy of the interacti M/sion ratio can be estimated.

\

1. Interaction vessel 2. Second liquid reservoir 3. Dewer

4. Pneumatic cylinder 5. Slug displacement recorder 6. Spring
7. Slug 8. Water heater 9. Constant temperature bath

10. Electromagnet 11, Vapor vent holes 12. Thermocouple
P1~-P4. Pressure transducers

Fig. 2.8 Schematic of experimental apparatus in water/LN2 experiments [9]
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The interaction is designed to occur in an open-topped, narrow vessel. The
inner diameter is 20 cm long and 2.5 cm wide. The height of the vessel is initially 65
cm. This height was designed to measure the explosion work by allowing a slug to
move vertically inside the vessel during the expansion phase of the explosion. The
front of the vessel is covered by a transparent plate (Plexiglas, Lexan) to allow for the
visual observation using a high-speed camera. The vessel is designed such that 10 cm
of the bottom is filled with the heavier liquid (water) and the lighter liquid (nitrogen)
is introduced from its reservoir 1 o\t\* Wl at the level of the top surface of the
heavier liquid. The reservoir Mttached

liquid nitrogen flows passm gate op@,fast actmg pneumatlc cyhnder
The cylinder is designed

of the interaction vessel and the

designed so that it allow:
hydrostatic pressure w
shock to the vapor film 1
designed to collapse thes
process will move from t
supposed to be observed.
surface to measure the 1nteract16§§§5css‘-
and its pressures reqaﬂded by the tT)tfr tr. o,
l.

When LN2 ﬂo:fis on the water, t

vapor film boiling. The fym is stable along the interface. This process takes about 4~5

seconds beforﬂlﬁ%j r} %xﬂafﬂ ?wmﬂgjthe film collapses and

the explosion oqgurs The movie taken with the hlgh-speed camera shows this as the

A NPT PR 1015
be identified ‘cle ﬂ)mle sure“records in Fig.

2.12 for Tw = 70°C and Fig. 2.13 for Tw = 25°C show that the interaction pressure is

guids cj'le into contact and cause a

not significant compared with the triggering pressure.

In one experiment with 70°C water, Bang shortened the time for the triggering
as he reasoned that the surface of the water had been frozen since the time was too
long. With the triggering at 2.5 seconds after the flooding was started, a violent

interaction occurred. The front Plexiglas wall of the vessel was destroyed and the
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fragments were energetic enough to cause damage to some equipment. The pressure

recorded in this case is shown in Fig. 2.14. This confirms the violence of the
explosion. It is interesting that the magnitude of the pressure increases as the
interaction propagates and there is the second propagating event in the opposite
direction resulting in the much larger impulses, which might be the cause of the vessel
damage. Three more tests with the same experimental conditions were repeated for

further investigation, but none of these reproduced the same degree of the violent

U

interaction, even with the exactly same
-
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Fig. 2.9 Reproducibility of trigger pressure (top) and trigger
pressure peak v.s. capacitor voltage (bottom) [9]
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Fig. 2.12 Pressure records in experiment WN- 206 (Tw=70°C) [9]. The interaction

pressure shows less significant when compared to the trigger pressure.



18

RUN WN-107 |

0.1 MPa/div.

PRESSURE
i

e — o w ww Qi v o G e ae swe e e e B be ee pmew oot W we g e e M e e W W AW A - -

12%
=2
) &
2

i
i
i
i
i

TIME, 2 msec/div.

Fig. 2.13 Pressure records in experiment WN-107 (Tw=25°C) [9]. The interaction

pressure shows less significant when compared to the trigger pressure.
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RUN WN-124
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Fig. 2.14 Pressure records in the experiment with violent interaction [9].
The magnitude of the pressure increases as the interaction propagates and
there is the second propagating event in the opposite direction resulting in

much larger impulses.
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Sunchai et al. [12] planned on conducting the experiments on the low
temperature vapor explosion. The objective of the experiments was to simulate the
interaction between the molten fuel and the volatile cooling liquid without resorting to
the high temperature. The experiments involved the injection of the liquid material at
a moderate temperature into the liquid material with the very low boiling temperature
in order to observe the level of the pressurization as a function of the temperatures
and masses of the applied materials. For this purpose, the liquid nitrogen and the

water were chosen as the coolant e injected material in the confined close

and t
system for this experiment. The fgi\é, » ion is shown in Fig.2.15.
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Urith et al. [14] investigated the possibility of the occurrence of the vapor
explosion at the condition of the low temperature. They modified the original
installation shown in Fig. 2.15 to the new installation shown in Fig. 2.16. In their
experiments, the water is simulated as the hot liquid, and the liquid nitrogen is as the
colder and more volatile coolant. The experiments were conducted in the room
condition by injecting the liquid water into the body of the saturated liquid nitrogen in

the close system. It was found that if the water was injected in lump, the pressure
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spike was more likely to be observed than when the water was injected in the spray

like formation, which was the case observed in the original experiments.
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Fig. 2.16 Modified 1nsta11&itmﬁ‘£”£ thy erature vapor explosion [14]
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In the potentia i1 the fusion reactor designs,

I ,
the pressurized cryog material such as the liquid

cool the magne ﬁm yjﬁﬂsﬁ ﬁ ressurized secondary
loop. The wa@|I possi [E[ ifito! ct he liquid cryogenic.
Duckworth et al [5] studied the \ﬁﬁ explosiens between watér and cryogenic

matena’a ﬂﬂﬂeﬁ&ﬂlﬁm n bxperifettal cilty fids been built to

characterlze the interaction between the subcooled, pressurized water and liquid

slium or nitrogen is used to

helium or liquid nitrogen. The facility for water and liquid helium is shown in Fig.
2.17.

The initial water temperatures varied between 120°C and 150°C at the
pressures between 310 kPa and 520 kPa. The mass of water was from 36 g to 384 g.

The initial liquid helium temperature was ~4 K at the near atmospheric pressure. The
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volume of the helium was from 3.28 L to 20.8 L and the nozzle diameters varied from

2.0 to 12.0 mm. The test conditions are shown in Fig. 2.18. The pressure profiles
during the interaction are shown in Fig. 2.19. One interesting test is the test run#8.

The results show the saturation value of the data acquisition system and the maximum
dP/dt is 821 kPa/s or 8.21 bar/s.
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Fig. 2.19 Pressure profiles during the interactions of water and liquid helium [5]
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The facility for the water and liquid nitrogen is shown in Fig. 2.20. The results
were consistent with that of the water and liquid helium but the pressurization was
much less. The pressure profile is shown in Fig. 2.21. The pressurization was 0.206
kPa/s. Duckworth explained that the water and liquid nitrogen experiment had a

significantly larger expansion volume than the water and liquid helium experiments.
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2.4 Small-Scale Experiments

As earlier stated, the objectives of the small-scale experiments are the better
understandings the fundamental mechanism of the vapor explosion. By nature the
effect from the small-scale experiment is very low when compare to the large-scale
experiment. The transparent vessel accompanying with high-speed video camera can

be used for the investigation.

N W |
An investigation on entation of the molten metal was
‘-

;
performed by Witte e@:ﬁ few gr@olten (lead, bismuth, or tin)
' I vartz tube. They found that the

dropped into water in an 8.4
fragmentation of the tin d s Ve . it when the 1nitial temperature was above
| 5 d the bismuth fragmented
extensively, and beca temperature increased. In some
cases, when several molte fragmentation of a drop was

followed immediately by frag 5 9,.—‘ i.of the ops. In their experiments, they

oscillation time for vapor colla,pse;and eic

B e il _-_ g

significant since c‘ .

that the
interfacial surface tensiop, upon liquid-lignid contact, and thermally controlled

phenomena sﬂxu fhé '%p%e&‘nﬂ‘jthw&d ‘did Tuld be the cause of

fragmentatlon

ama\mm UAANYIQY

Dullforce et al. [16] performed over 300 small-scale experiments to

P
from their experlmen ure uporir}apor collapse, reduction in

investigate the interaction that sometimes occurs when hot liquid metal was poured
into a container of water. In these experiments, 12 grams of molten tin were used. The
violence of each interaction was classified by measuring the ratio of the mass of
comminuted tin to the original mass of tin, and the effect of varying the initial tin and
water temperatures, Tr and T, was investigated. In T¢- T, space there was a zone, the
temperature interaction zone (TIZ), outside of which the interactions do not occur

without the external triggering. The TIZ is shown in Fig. 2.22. The left vertical
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boundary of the temperature interaction zone (TIZ) is close to the melting point of tin
and the bottom boundary is the freezing point of water. The top sloping boundary
indicates that a certain subcooling of cold liquid is required for a self-triggered
interaction at a given hot liquid temperature. It was suggested that the vertical and
sloping boundaries of the TIZ are dependent on the mass of the hot liquid; the vertical

boundary moves to the right and the sloping boundary moves down as the fuel mass is

decreased.
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Fig.2.22 a'lemperature interaction zone in ten tin drop alﬂ,water [16]
W

lzqﬁzkmgkla[lﬂ fp]ergrrEH ’?h:]a Tﬂe:]n:lg 1!e.|ra§o:1] éaxpe%lment between
molten copper particles and water. The copper temperatures ranged from the copper
melting point to about 1800°C and the water from 15-80°C. The particles dropped and
entered the water as shown in Fig. 2.23. The transient temperatures of the copper
particles and water before and during the interaction were measured. The history of
the phenomena was filmed by means of a high-speed camera (to 8000 fps). According
to his proposed hypothesis, the thermal explosion occurred when the molten metal

had the temperature of its solidification and the heat transfer on its surface is



27

sufficiently intensive. The “sharp-change” of the crystalline structure during the

solidification of the molten metal is the cause of the explosive fragmentation.

Molten metol~particle

First contact with water

Crash with bottom

—~{eramic bottom

Convective currents
in bubbles

‘Stabilized position of the
particie on the bottom,
Pulsation of the

W.«'@*‘aﬁ"“&’
RS

Fig. 2.24 Model of a metal particle on the bottom of the experimental vessel [17]
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One of the more informative small-scale experimental series was that
conducted by Nelson and Duda [18, 19]. The experiment arrangement is shown in
Fig. 2.25. They investigated the interactions between the molten iron oxide drop
(typically 2.7 mm diameter, 50 mg mass) and the distilled, degassed water over a
wide range of the initial conditions. They demonstrated the excellent reproducibility
of the test series. The typical pressure and the bubble diameter history during the

explosion of a single drop of iron oxide in water are shown in Fig. 2.26. The bubble

grew and collapsed due to the steam by the initial contact between the melt
and water. They also explaine fhk\g er-expanded during its growth and
the steam began to conde ~ nccanterﬂﬁdﬂy increasing surface area of

cold water. Upon the ¢

,wansient was generated that
incolla s film around the melt drops.

wth of the bubble. These

acted as another trigge

This caused the frag

P2 ]"'i i . 3
beyond the temperature n actw*n AL , an external trigger using an

NaCl WINDOW

EXPLODING WIRE

Fig. 2.25 Laser Melting Arrangement [18]
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Nelson and Duda also investigated the effect of the fall height of a drop. As
the fuel drop fell into the water, air was entrained with the drop as it entered the water
in the form of a non-condensible gas bag. The volume of air entrained in the wake
behind the drop increased as the fall height increased. If it fell from a certain height, it
wbuld not explode spontaneously. If its fall height is lowered, a spontaneous FCI
occurred. The air entrainment was suspected as a cause of the suppression of the

spontaneous FCI.
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Fig. 2.26 Interaction pressure (top) and bubble diameter (bottom) profiles
produced during a single drop of molten iron oxide and water

interaction, the bridge wire exploded at time zero [18]
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Up to now the small-scale experiments are still being conducted. Yutaka et al
[20] studied the trigger mechanism of vapor explosion in 2002. The interaction
between a molten droplet and water was recorded with a high-speed video camera
with the maximum speed 40,500 fps. The results from the experiments agreed with
those from the past experiments. However, they proposed a schematic diagram of the

trigger process for the vapor explosion as shown in Fig. 2.25. The film collapse is

concluded as a trigger but how the film collapse fragments the liquid is still not

s&*‘l’//z«,

exactly known.

= -q
AtomizatioJ

mmfm IR osenit
QW@ ﬂtﬁﬂﬂl giimﬁﬂﬂ Fﬁcﬁﬁdﬂvﬂas followed:

15 The delay time or “dwell time” between the initial contact and the

interaction exists. It increases systematically with the temperature of both
the hot liquid and the cold liquid. This suggests that film boiling
destabilization is a cause of the interaction initiation.

2. There is a temperature interaction zone in which violent interaction occurs.

The lower cutoff point of the hot liquid temperature is comparable to the

spontaneous nucleation temperature of the cold liquid (e.g., 300°C for tin
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and water). External trigger causes the violent interaction even below the

cutoff point.

3. The fragmentation of the hot liquid is a process that has a major effect on
the vapor explosions; the more efficient interaction results in the finer
fragmentation and the more violent explosion.

4. If the major portion of fuel is solidified before the vapor film is collapsed,
no explosion occurs except in the case of the molten copper in which the

thermal stress crackingu‘ crust induces the cavity and causes the

molten copper to 7 ’/),
5. The presence deens!ble , uppresses the spontaneous FCI.
2.5 Theory and Mo ‘

One of the m
and modeling written odeling, which is described
in this dissertation, is an ith some updated details.

2.5.1 Mixing

In this phase (e hy an sach other “quietly” with low
pressurization and intgpenetrate and mix with each (other in a relatively coarse
manner. The importance ©fithis mixing process is that the fuel and the coolant remain

in this non-ex;ﬂs Nelnfetastdble beitd 101 a dwéll tinte, fvhith allows for the fuel and

the coolant to 1%{:rease the exposed,surface area_to each other. JJthIS area can be
o R B ) e e
liquid in ‘¢lose proximity, the subsequent explosion could become more efficient. The

conceptual pictures of fuel-coolant mixing are shown in Fig. 2.28.

The geometry in Fig. 2.28 does not include the geometry of discrete fuel and
coolant liquid masses dispersed in a continuous vapor phase. Two reasons are

necessary to be explained:
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(1) Such continuous vapor phase geometry implies that the liquid have been
fluidized and would not remain in the local mixture region (lack of liquid
coolant required for rapid energy conversion), and

(2) this dispersed mixture would be very difficult to pressurize from the fuel-
coolant heat transfer during the interaction, because the vapor produced

could be relieved from the mixture to the surroundings (the local pressure

built-up and the pressure relieved are comparable.)

(b)

el within coolant liquid

Henry and Fauski [21] derived an éxpression to estimate the minimum fuel

sameter o) & VI8 TS A R S comtont ot of

mixture. They e%lsumed the heat transferred from the fuel to the,coolant must be

o TRy BG4 DPATY B Gy e i

agrees with the analysis by Corradini et al. [22]. They analyzed from the fully
instrumented test series (FITS) experiment performed by Michell et al. [23] and the

conceptual picture of the mixture zone is shown in Fig.2.29.
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1 i %wma FLOW

Theofanous et al [24 d@@ th jon of a limit for fuel coolant mixing
but took a different approac.h- “Instead of investigating the steady-state limit for

mixing, they cone =--=-y__4_«;—, Id be driven by the
hydrodynamics of traf :g» jet pours into a water coolant pool.

They also believed that the mixing and breakup mig

conceptual pic mﬁﬂﬁﬁ’m iare in the vertical jet,
horizontal jet ﬂﬁ r] tabilities in each one
will produce fuel bre ﬁand mﬁhjl The proposed geometty’ is the confined

scomeid) U ihGhaisblt Bripdii AABT A s conn

depth and the jet diameter. Based on their model, if the diameter of a jet is less than

progressively occur. The

10-20 cm, as for the in-vessel case, it was estimated that Rayleigh jet breakup would
lead fuel-coolant mixing. However, if the jet diameter was much greater than 10-20
cm, there was not enough time for the jet to break up into discrete masses due to the
Rayleigh mechanism. Therefore, the jet would remain relatively undisturbed and the

breakup could only occur at the leading edge of the jet.
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e VERTICAL JETTING

Fig. 2.30 Geome um of the vessel [24]
Corradini et al [25]'p es of the jet breakup process

represent the coolant aqu sepe ApOr 1n ﬂ Eulerian control, while the

last field models the fuel asth the discrete ma@al volumes (or “master particles”) in a

Lagrangian f°ﬂ‘%ﬁ@‘%§fﬁ@ w %I T‘\ﬂ(fj:eptual picture of jet

fragmentation is®shown in Fig. 2.3

AR LI AT LN s e

a vapor region above the water pool. The fuel jet accelerates due to gravity. In this
stage the jet remains essentially intact, but small fuel droplets can be stripped off the
jet surface due to the relative velocity between the jet and vapor from fluid
instabilities. The jet diameter gradually becomes smaller due to the increased velocity

and the fuel melt stripping process.
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Fig. 2.32 Conceptual picture of fuel jet into coolant pool [1]
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coolant li quid

ure and the shear xerted by the water. This force

causes the jet stagnatlon ﬂow at the leadmg edge from boundary layer of the melt.

This deforms wl‘ej (?TT WWI&*I ﬁas the jet penetrates

further. The boundary layer of the melt flows from the front to the rear of the leading

WCE WPV N rau L e

jet continues to penetrate the water pool, the unstable wave will grow along the

combined dynamic pr

surface of the jet column above the leading edge due to the Kelvin-hemlholtz
instability (KHI). A good example of KHI can be seen on the surface of a lake when
the wind blows over it, leaving unstable ripples or waves behind. The amplitude of the
unstable wave grows fast enough and overcomes the fuel surface tension and the
dynamic pressure surrounding its peak. The melt droplets are finally detached from

the peak, which escalates the breakup of the jet column. If the relative velocity is
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large, the sizes of the stripped melt droplets will be small; possibly less than 1 mm. In
addition, to these short wave instabilities or KHI, long wave instabilities also exist,
comparable to the melt jet diameter. The growth of these instabilities leads to the
breakup of the jet column into large discrete “lumps”. For these melt “lumps”, in
particular, as well as for the other fragmented fuel mentioned before, further breakup
would occur due to Rayleigh-Taylor instabilities (RTI) until the discrete melt masses

reach a stable size indicated by their Weber numbers. If the coolant pool is deep
enough, this process will contin t’V jet is completely fragmented into the
t i & t pool.
.

stable size debris as it mixes sett
é_'i
2 0 ==
\:\ﬁ'et surface. In Fig. 2.33, the
the coherent jet, (2) upper section of

Each of the
considered to be domina
jet is composed of thre€pa f

the coherent jet above

near the leading edge. e&&e, KHI causes the jet surface
erosion and drop formatig large wave instability further
fragments the discrete melt miasses i roken up pieces of the jet.

The effect of-j?LS primarily occ edge, where the dynamic
pressure and shear forces-combine to-cause & jet stag on flow at the jet leading

edge and to form a suf}ce laye , froE} e front to the rear and is

stripped off the jet leading gge. The conce%“c.l}al picture of BLS is shown in Fig. 2.34.

Wl IVIEII AW 1119

The effeet of KHI is considered to be dominant upstream of the leading edge

0N DR TP P N 110131

KHI is shown in Fig. 2.35.

Finally, the main jet body will breakup into large discrete “blobs” due to the
RTI. It is very difficult to superpose this RTI mechanism on the jet in the way similar
to the other processes. It requires one to track the overall jet shape and continually
compute when the jet body pinches off into the discrete lumps due to the larger
instability. Thus, the approach or the simplification in TEXAS consider its presence at

the start of the pouring process with some initial discrete “blobs” (a given number of
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discrete master particles separated from the jet, NBREAK>1) and neglect it from the
coherent jet. Note that the RTI process dominates the breakup of these discrete masses
into smaller sizes as well as it does with all the other discrete masses once separated

from the coherent jet body by KHI and BLS process.

Fig. 2.34 Boundary lay

-

Fig. 2.35 Kelvin-Helmholtz instability wavelet growth [25]
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Due to the dynamics effects from BLS, KHI, and RTI, there are always two
competing forces [26]: the surface tension and the external inertial force. The surface
tension arises from the fact that the molecules in the surface of a liquid are attracted
into the body of the liquid by the molecules in the body [27]. Thus, the surface tension
tends to maintain its original shape. On the other hand the external inertial force
exerted by the flow over the liquid shape tends to induce an inertial force and break
the liquid shape apart.

Bohr and Weber intro s number to address the competing

forces. The number wh1c er is defined as the ratio of the

Un)t

aW

inertial force ( p, and is expressed below.

@2.1)

where W,
P =
Lo = relatlve veloqq"b‘ct%gﬁ- h d coolant and the molten fuel
o, = suifage-tension-coefficientof the-mok

L = chardaeristc dime

This dﬂeluugs m&l W@weﬂx@ Sabisgs of the jet breakup. I

combines the fu property, the coolant property, gfmon and geora}ry in the form of

o Aol TSR Y By i

charactefistic length of the fuel, respectively.

Based on the relation between the Weber number and the jet breakup
mechanisms, if we increase the relative velocity before both liquids coming into
contact, the rate at which the jet is broken up is expected to be also increased. The jet

breakup increases the interaction and causes more energetic vapor explosion.
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In 1978, Cronenberg [28] performed some experiments to study the relations
between the Weber number and the fuel drop fragmentation. Many molten metals
were used such as mercury, lead, bismuth and tin. The results showed that the
fragmentation was increased with the increasing Weber number. The plot of Weber

number versus number of fragments for molten metals dropped in room-temperature

water as shown in Fig. 2.36.

2 )
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Fig. 2.36 Plot of Weber number versus number of fragments for molten metals

dropped in room-temperature water [28]



2.5.2 Triggering and Local Fuel Fragmentation Phase

The model for how the film collapse fragments the fuel was proposed by Kim

[29]. He studied the modeling of the small-scale fuel-coolant interactions based on the

experiments performed by Nelson and Duda [18,19]. The modeling of the small-scale

single droplet fuel-coolant interactions was conceptually divided into four phases as

shown in Fig. 2.37 and the last three of which could occur cyclically:

1. Film boiling around a : in coolant;

2. Film collapse due t 7
to Rayleigh-Taylor ias

3. Jet penetration ingesthe moifet AN EhearSelz ion in the fuel;

4. Expansion of thg

encapsulated coo

©Siges @) Staged

Fig. 2.37: Kim conceptual model in the triggering phase [29]

and coolant jet formation due
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In this triggering phase, Corradini [1] claimed that the vapor film is unstable
due to its own boiling disturbance or an external pressure pulse. The boiling
disturbance causes the film to oscillate especially when the boiling process is between
the nucleate and the stable film boiling regimes. With the large enough kinetic energy,
the oscillation directly causes the film to collapse. This triggering is called the

spontaneous triggering.

Other than the sponm:ﬁ%w[@

pressure pulse is also posms ki’d ofﬁ'«m

external triggering by the external

ce generates the pressure and

induces the Rayleigh-

-3
B.

he film to collapse.

The encapsulated”co an’@s;f] penettate deep into the fuel. The heat
and creates the bubbles. These bubbles

e e e
P adndnnis |+ d e
[

transfer vaporizes these coolantdiops rapi
SR ) ) N -
are expanded under the fuel sutface jéf the local pressure inside each bubble is

increased. The bubbles coalesce with.-the-neighboring vapor bubbles and separate the

outer portion of the meiten fuel surfac ent fuel droplet. This leads to the

outer surface breakup. ‘

- ENIANPUINEINT, o o .
Bk a1k N W) e

q

The expansion velocity induces the multiphase flow of the vapor and the
breakup fuel, or the fragmented fuel. The low-density vapor flows with the different
velocity compared to that of the high density fragmented fuel.
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2.5.3 Explosion Propagation Phase

The heat is transferred rapidly from the molten fuel to the encapsulated
coolant with the time scale for the heat transfer that is less than the time scale for the
pressure wave propagation and expansion in this local region of the interaction.
Therefore, the rise in the local pressure forms a shock wave, which spatially
propagates at the speed of sound in the mixture. This is called the explosion

propagation phase.

Board et al. [30] s 'd&ql in the propagation phase by
applying the classical stead imensional chemical detonation
to the case of a plane through a coarsely mixed

region of hot and cold li

properties as internal ener ODYs - oW ) cl and so forth. A simplified one-
dimensional flow with a normal slﬁaégﬂ i in Fig. 2.38. The thickness of

-?.F"

the shock is usually on the order of 2 slecular mean free paths. Ahead of the

n‘ L

shock wave the flow is superéoﬁfbi,”vzﬂ nd the shock wave, the flow is
\ .

subsomc The temp . e _nressure _anag agensitonc > 5 TOSS the shock. The ﬂow

V. ——= U |
field to the left of the ﬂoc is char: ; ovﬂlelocity u, , temperature T,

pressure F, density p, agd ternal energy bThe properties across the shock change

0.7 5 Bl ) ’J ‘VlEJ‘Vl‘ﬁWEﬂﬂ'ﬁ
R B IFER) 4 1) ARG s 0

rectangular control volume, the basic equations can be written [31]:

Mass conservation:
Pty = Py, (2.2)
Momentum conservation:

PP U =Pyt py iy (2.3)
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Energy conservation:
2 2
ad u,
+— = e — 2.4
h s h, > (24)
and entropy:
By > 8 (2.3)

where s, = specific entropy ahead of the shock front.

s, = specific entropy behind the shock front

(2.6)
where v, =spec
v, =spec
Combining Eq. (2.2), (2. and u, yields
@7

‘a W
Board @ﬁﬁﬁ % qmm‘m MOr blanketing the hot
liquid and the mentation due to Kelvin-Helmholtz instability and boundary layer
strippi muaeg ﬁmmﬁﬁﬁﬂ”fﬁ | and the cold
liquidl:i\ shock wav: =|Ese :
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the workg done on the surroundings which is calle e expansion phase. One

important parameter in this phase is the conversion ratio. The conversion ratio is the
ratio of the mechanical work output produced as a result of an explosion to the total

thermal energy of the fuel.

Unfortunately, there was no direct means to measure the work output in most
experiment tests [32]. The actual work output can be estimated in the form of the

kinetic energy delivered from impulse pressure to the fuel and coolant mixture. This
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method has an assumption of a uniform impulse with a defined duration. The other
method uses the pressure rise in the FCI system as a result of the explosion. The
pressure rise compresses the existing air above the coolant level.

2.6 Some Physics of Ice and Its Solidification

The phase diagram of ice is shown in Fig. 2.39. The broken lines represent the

presumed phase boundaries, whic ot vet been fully investigated. Dotted lines
represent the metastable conti ns of or ﬁ into a neighboring region. The ice
I structure is tetrahedral Hon & 1& sheets normal to the c-axis.

With the phase diagr ] n 0 interaction is supposed to
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Fig. 2.39 The phase diagram of ice [33].
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Fig. 2.40 The ice I struc mper K [33]. (a) Expanded view of

oxygen atom positions. ? dis rderwement of protons.

Gas is normallydis t N et al. [34] observed the
temperature transition of 5&9& te m'qpl
of the experiment is showa 1a'Fi ;';.2-;?];)’ d t Jperature transition is shown in
Fig. 2.42. They also r

et. The schematic diagram

g the droplet freezing. The
significant changes at th i y ‘J in Fig. 2.43. At the point of

nucleation, the droplet app chang m clear to opaque (Frames (A)

appearance of gas bubbles.
In Frame (C) these c' be seen just ocouple. As the droplet

continues to freeze the i er a period of time a bulge

appears at the t q{l:gj 36%2 ﬁf{ﬂ ’i ﬁh bulge has grown until
it bursts and 11 ofito EI: ﬂ surface liquid freezes
and the final droplet shape is formed'by the time of Frame (F). Ne.more changes are

overvible 5 iod G bl bt ok

The bubbles occurred in the droplet are explained with the fact that air has a
much lower solubility in ice than in water so, as ice forms, it rejects the excess gas
into the unfrozen liquid. This increase the concentration of dissolved gas in the water
until the water becomes supersaturated with dissolved gas. Bubbles will then start to
form on the surface of the ice. Due to surface tension and curvature effects, the
presence of the bubbles at the solid/liquid interface depresses the freezing point of the

water.
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It was evident by the fact that the gas bubbles only appeared at approximately
the center of the droplet, whereas no bubbles appeared in the outer part of the droplet.
It is therefore presumed that the outer part of the droplet froze first and released part

of its dissolved gas into an unfrozen center.

Fig. 2.41 Diagram for the us cd freezing water droplet experiment [34]

X

|5
il

U

Fig. 2.42 Temperature profile of a freezing water droplet: R=0.78 mm, atmospheric
temperature = -15°C and velocity = 0.54 m/s. [34]
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Fig. 2.43 Vlde@aysﬂf :gnmaﬂ YJ @:ﬂd flrﬂ. iroplet freezing in Fig.
K 413 YAp VS LYW

tip), (D) 44.5 s: bulge appears on droplet, (E) 47.5 s: bulge bursts and unfrozen liquid
flows onto surface, (F) 50.5 s: final frozen droplet shape, no noticeable change after
this time. [34]
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