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## CHAPTER I

## Introduction

In 1851, Kummer proved, see [7], a well-known congruence for Bernoulli numbers, $B_{n}$, of the the form

$$
\frac{B_{n+p-1}}{n+p-1} \equiv \frac{B_{n}}{n}(\bmod p)
$$

for all $n>1$, where $p$ is a prime and $p-1 \nmid n$. This originates the term Kummer's congruence which, so far, has been used in various meanings. There have been a number of papers using the term Kummer's congruence without a rigorous definition, for instance, the congruences for Euler numbers in the even-suffix notation, $E_{n}$, of the following forms

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} E_{n+s(p-1)} \equiv 0\left(\bmod p^{r}\right)
$$

see [4], and

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} E_{p}^{r-s} E_{n+s(p-1)} \equiv 0\left(\bmod p^{r}\right)
$$

see [3], where $n \geq r$ and $p$ is an odd prime, are both referred to as Kummer's congruences. However, a classification has appeared in Stevens'work, see e.g. Stevens [9], but, unfortunately, it is not commonly used.

In this thesis, we first make precise the definition of Kummer's congruence by categorizing it into three types, referred to as Kummer's congruences of a zeroth kind, Kummer's congruences of a first kind and Kummer's congruences of a second kind and then study each type as well as relationships among them.

Our setting here consists of an integral domain $R$ that contains the ring of all integers $\mathbb{Z}$. Congruences are here considered ideal theoretically.

Definition 1.1. Let $p$ be a fixed prime, $r \in \mathbb{N}$ and $\left(a_{n}\right)$ a sequence in $R$. $A$ Kummer's congruence of a zeroth kind is a congruence of the form

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} a_{n+s(p-1)} \equiv 0\left(\bmod p^{r}\right)
$$

a Kummer's congruence of a first kind is a congruence of the form

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} a_{p}^{r-s} a_{n+s(p-1)} \equiv 0\left(\bmod p^{r}\right)
$$

and a Kummer's congruence of a second kind is a congruence of the form

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} a_{p}^{r-s} a_{n+s p} \equiv 0\left(\bmod p^{r}\right)
$$

where the free parameters $n, r$ of each type may be subject to its additional requirements. Sometimes, the last type of Kummer's congruences (of a second kind) is referred to the form

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} a_{p}^{r-s} a_{n+s p} \equiv 0\left(\bmod p^{r_{1}}\right)
$$

where $r_{1}=\left[\frac{r+1}{2}\right]$, and hereby called a weak Kummer's congruence of a second kind.
The following are examples of three types of Kummer's congruences with different conditions on the free parameters $n$ and $r$.

Example 1.2. Here, let $R=\mathbb{Z}, a_{n}=n, b_{n}=1$ and $c_{n}=2^{n}$. Then we have

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} a_{n+s(p-1)} \equiv 0\left(\bmod p^{r}\right)
$$



$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} b_{p}^{r-s} b_{n+s(p-1)} \equiv 0\left(\bmod p^{r}\right)
$$

where $n, r \geq 0$ and

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} c_{p}^{r-s} c_{n+s p} \equiv 0\left(\bmod p^{r}\right)
$$

where $n, r \geq 0$.

In Chapter II, we introduce the usual differrence operator and prove their basic properties. Then we generalize the main identity employed to prove a Kummer's congruence of a zeroth kind for Bernoulli numbers.

In Chapter III, we consider Hurwitz series equipped with an operator $\Omega_{p}$, study Snyder's method and then derive a criterion for a sequence to satisfy a Kummer's congruence of a first kind. Snyder's elegant technique is elaborately given in detail.

In Chapter IV, we deal with weak Kummer's congruences of a second kind. The proof is based on difference equations and a number of identities. An example of weak Kummer's congruences of a second kind is also given.

In the final chapter, Chapter V, we reveal some relationships among those three types of Kummer's congruences which can be viewed as common examples.

## CHAPTER II

## Kummer's congruences of a zeroth kind

In [6], Johnson used the $(p-1)$ st roots of unity in $\mathbb{Z}_{p}$, the ring of $p$-adic integers, to prove congruences for Bernoulli numbers $B_{n}$. One such congruence is

$$
\begin{equation*}
\sum_{t=0}^{n}(-1)^{n-t}\binom{n}{t} \beta_{2 k+(i+t)(p-1)} \equiv 0\left(\bmod p^{n}\right) \tag{2.1}
\end{equation*}
$$

where $p \geq n+3,2 k>n \geq 1$ and $\beta_{r}$ are defined by

$$
\beta_{r}= \begin{cases}B_{r} / r, & p-1 \nmid r  \tag{2.2}\\ \left(B_{r}+p^{-1}-1\right) / r, & p-1 \mid r\end{cases}
$$

The above congruence is deduced directly by the recursion

$$
\beta_{r}+\sum_{a=1}^{p-1} a^{r-1} t(a)+\sum_{j=2}^{r} \frac{1}{r}\binom{r}{j} p^{j-1}\left(\frac{B_{r+1-j}}{r+1-j}+\sum_{a=1}^{p-1} a^{r-j} t(a)^{j}\right)+\frac{p^{r}}{(r+1) r}=0
$$

where $r \geq 1$, using properties of the usual differrence operator, introduced soon in the first section.

Our goal of this chapter is to prove analogous results for sequences satisfying generalized recursion of the form


$$
+\sum_{j=1}^{r} g_{j-1}(r) \frac{p^{j-1}}{j!} \sum_{s=1}^{S} c_{s, j} a_{s}^{r-j}+\sum_{j=2}^{r} h_{j-2}(r) \frac{p^{j-2}}{j!}+d \frac{p^{r}}{(r+1) r}=0
$$

### 2.1 Difference operator

Let $x_{1}, x_{2}, \ldots$ be a sequence in any ring. Define the operator $\Delta_{i}$ by

$$
\Delta_{i}^{0} x_{i}=x_{i}, \quad \Delta_{i}^{1} x_{i}=\Delta_{i} x_{i}=x_{i+1}-x_{i}
$$

and

$$
\Delta_{i}^{n} x_{i}=\Delta_{i}^{1}\left(\Delta_{i}^{n-1} x_{i}\right) \quad(n \geq 2)
$$

To avoid ambiguity, we use the subscript $i$ in the operator to remind that the operator effects only to the terms having index $i$ in the sequence.

It is easily checked that the operator $\Delta_{i}$ satisfies a linear property and the associative law, i.e., $\Delta_{i}^{m} \Delta_{i}^{n}=\Delta_{i}^{m+n}$. The following proposition summarizes some well-known properties of $\Delta_{i}$.

Proposition 2.1. For any integer $n \geq 0$, we have
(i) $\Delta_{i}^{n} x_{i}=\sum_{t=0}^{n}(-1)^{n-t}\binom{n}{t} x_{i+t}$;
(ii) $\Delta_{i}^{n}\left(x_{i} y_{i}\right)=\sum_{t=0}^{n}\binom{n}{t}\left(\Delta_{i}^{t} x_{i}\right)\left(\Delta_{i}^{n-t} y_{i+t}\right)$ (Leibniz's rule);
(iii) if $x_{i}$ is a polynomial in $i$ of degree $<n$, then $\Delta_{i}^{n} x_{i}=0$.

Proof. We use induction on $n$ to show (i). This is easy for $n=0$. Suppose that (i) is true for $n$. Then

$$
\begin{aligned}
\Delta_{i}^{n+1} x_{i} & =\Delta_{i}\left(\Delta_{i}^{n} x_{i}\right) \\
& =\Delta_{i}\left(\sum_{t=0}^{n}(-1)^{n-t}\binom{n}{t} x_{i+t}\right) \\
& =\sum_{t=0}^{n}(-1)^{n-t}\binom{n}{t} x_{i+t+1}-\sum_{t=0}^{n}(-1)^{n-t}\binom{n}{t} x_{i+t} \\
& =x_{i+n+1}+(-1)^{n+1} x_{i}+\sum_{t=1}^{n}(-1)^{n+1-t}\left(\binom{n}{t}+\binom{n}{t-1}\right) x_{i+t} \\
\text { (9) } & =\sum_{t=0}^{n+1}(-1)^{n+1} t^{t}\binom{n+1}{t} x_{i+t}
\end{aligned}
$$

To prove (ii), we also use induction on $n$. For $n=0$, this follows from the
for $n+1$, we easily have, by the induction hypothesis, that

$$
\begin{aligned}
\Delta_{i}^{n+1}\left(x_{i} y_{i}\right)= & \Delta_{i}\left(\sum_{t=0}^{n}\binom{n}{t}\left(\Delta_{i}^{t} x_{i}\right)\left(\Delta_{i}^{n-t} y_{i+t}\right)\right) \\
= & \sum_{t=0}^{n}\binom{n}{t}\left(\Delta_{i}^{t} x_{i+1}\right)\left(\Delta_{i}^{n-t} y_{i+1+t}\right)-\sum_{t=0}^{n}\binom{n}{t}\left(\Delta_{i}^{t} x_{i}\right)\left(\Delta_{i}^{n-t} y_{i+t}\right) \\
= & \sum_{t=0}^{n}\binom{n}{t}\left\{\left(\Delta_{i}^{t} x_{i+1}\right)\left(\Delta_{i}^{n-t} y_{i+1+t}\right)-\left(\Delta_{i}^{t} x_{i}\right)\left(\Delta_{i}^{n-t} y_{i+1+t}\right)\right. \\
& \left.+\left(\Delta_{i}^{t} x_{i}\right)\left(\Delta_{i}^{n-t} y_{i+1+t}\right)-\left(\Delta_{i}^{t} x_{i}\right)\left(\Delta_{i}^{n-t} y_{i+t}\right)\right\} \\
= & \sum_{t=0}^{n}\binom{n}{t}\left(\Delta_{i}^{t+1} x_{i}\right)\left(\Delta_{i}^{n-t} y_{i+1+t}\right)+\sum_{t=0}^{n}\binom{n}{t}\left(\Delta_{i}^{t} x_{i}\right)\left(\Delta_{i}^{n+1-t} y_{i+t}\right) \\
= & \left(\Delta_{i}^{n+1} x_{i}\right) y_{i+1+n}+x_{i}\left(\Delta_{i}^{n+1} y_{i}\right) \\
& +\sum_{t=1}^{n}\left(\Delta_{i}^{t} x_{i}\right)\left(\Delta_{i}^{n+1-t} y_{i+t}\right)\left(\binom{n}{t}+\binom{n}{t-1}\right) \\
= & \sum_{t=0}^{n+1}\binom{n+1}{t}\left(\Delta_{i}^{t} x_{i}\right)\left(\Delta_{i}^{n+1-t} y_{i+t}\right) .
\end{aligned}
$$

To show (iii), it suffices to check that $\Delta_{i}^{n}\left(i^{m}\right)=0$, for each integer $m$ with $0 \leq m<n$. It is obvious for $n=0$. Suppose that (iii) is true for $n$. Now let $0 \leq m<n+1$. Then, by the induction hypothesis, $\Delta_{i}^{n+1}\left(i^{m}\right)=\Delta_{i}\left(\Delta_{i}^{n}\left(i^{m}\right)\right)=0$ for $0 \leq m<n$. If $m=n$, we have

$$
\Delta_{i}^{n+1}\left(i^{n}\right)=\Delta_{i}^{n}\left((i+1)^{n}-i^{n}\right)=\sum_{j=0}^{n-1}\binom{n}{j} \Delta_{i}^{n}\left(i^{j}\right)=0 .
$$

### 2.2 Main theorems

Let $p$ be a prime $\geq 5, r \in \mathbb{N}$ and $\beta_{1}, \beta_{2}, \ldots$, a sequence satisfying

$$
\begin{align*}
& \left.\beta_{r}+\sum_{j=2}^{r} f_{j-1}(r) \frac{p^{j-1}}{j!} \beta_{r+1-j} 610 \cap\right) \\
& \quad+\sum_{j=1}^{r} g_{j-1}(r) \frac{p^{j-1}}{j!} \sum_{s=1}^{S} c_{s, j} a_{s}^{r-j}+\sum_{j=2}^{r} h_{j-2}(r) \frac{p^{j-2}}{j!}+d \frac{p^{r}}{(r+1) r}=0 \tag{2.3}
\end{align*}
$$

where $f_{j-1}(r)$ and $g_{j-1}(r)$ are polynomials in $r$ of degree $\leq j-1$ having coefficients in $\mathbb{Z}_{p}$ whereas $h_{j-2}(r)$ have degree $\leq j-2, a_{s} \in \mathbb{Z}$ with $\operatorname{gcd}\left(a_{s}, p\right)=1, S \in \mathbb{N}$ and $c_{s, j}, d \in \mathbb{Z}_{p}$.

For $x \in \mathbb{Z}_{p}$, we let $e_{p}(x)$ be the largest exponent of prime $p$ that divides $x$. The valuation $e_{p}$ is regularly used for the rest of this chapter.

Lemma 2.2. For $j \geq 1$, we have

$$
e_{p}\left(\frac{p^{j}}{j!}\right)>\left(\frac{p-2}{p-1}\right) j
$$

Proof. Clearly, $e_{p}\left(\frac{p^{j}}{j!}\right)=j-e_{p}(j!)$. The lemma follows from a well-known result that

$$
e_{p}(j!)=\frac{j-\sum}{p-1}
$$

where $\sum$ is the sum of all digits of $j$ represented in base $p$. Since $\sum \geq 1$, we obtain

$$
e_{p}\left(\frac{p^{j}}{j!}\right)=j-e_{p}(j!)=j-\frac{j-\sum}{p-1} \geq j-\frac{j-1}{p-1}>\left(\frac{p-2}{p-1}\right) j .
$$

Lemma 2.3. For $r \geq 1$, we have $\beta_{r} \in \mathbb{Z}_{p}$.
Proof. It is obvious, from the equation (2.3), that

$$
\beta_{1}=-g_{0}(r) \sum_{s=1}^{S} c_{s, 1}-d\left(\frac{p}{2}\right) \in \mathbb{Z}_{p}
$$

Suppose that $\beta_{i} \in \mathbb{Z}_{p}$ for all $1 \leq i \leq r-1$. Lemma 2.2 gives us $e_{p}\left(\frac{p^{j-1}}{j!}\right) \geq 1$ for $j \geq 2$ and $e_{p}\left(\frac{p^{j-2}}{j!}\right) \geq 0$ for $j \geq 2$ which imply that the three middle summations of (2.3) belong to $\mathbb{Z}_{p}$. Now, it remains to check that $d \frac{p^{r}}{(r+1) r} \in \mathbb{Z}_{p}$. Since

this establishes the lemma.

Theorem 2.4. For $r \geq 2$, we have $\beta_{r} \equiv \beta_{r+p-1}(\bmod p)$.
Proof. We easily obtain, from Lemma 2.2, that $e_{p}\left(\frac{p^{j-1}}{j!}\right) \geq 1$ for $j \geq 2$ and $e_{p}\left(\frac{p^{j-2}}{j!}\right) \geq 1$ for $j \geq 3$. Then the equation (2.1) becomes

$$
\beta_{r}+g_{0}(r) \sum_{s=1}^{S} c_{s, 1} a_{s}^{r-1}+\frac{h_{0}(r)}{2} \equiv 0(\bmod p) .
$$

By the Fermat's little theorem, it follows from $\operatorname{gcd}\left(a_{s}, p\right)=1$ that

$$
\beta_{r} \equiv-g_{0}(r) \sum_{s=1}^{S} c_{s, 1} r_{s}^{r-1+p-1}-\frac{h_{0}(r)}{2} \equiv \beta_{r+p-1}(\bmod p)
$$

Theorem 2.5. Let $n \leq p-3$. For $k>n \geq 1, \Delta_{i}^{n} \beta_{k+i(p-1)} \equiv 0\left(\bmod p^{n}\right)$.

Proof. We show the theorem by induction on $n$. For $n=1$, it follows by Theorem 2.4 that, for each $k>1$.

$$
\Delta_{i} \beta_{k+i(p-1)}=\beta_{k+i(p-1)}-\beta_{k+(i+1)(p-1)} \equiv 0(\bmod p) .
$$

Suppose that the theorem holds up to the value $n-1$, i.e., for each $1 \leq m \leq n-1$, if $k^{\prime}>m \geq 1$, then

$$
\Delta_{i}^{m} \beta_{k^{\prime}+i(p-1)} \equiv 0\left(\bmod p^{m}\right)
$$

for all $i \geq 1$. To show the induction step, we let $k>n \geq 1$ and use the equation (2.3) with $r=k+i(p-1)$. Now, we aim to show that all summations and single terms but the first in the equation (2.3) are congruent to 0 modulo $p^{n}$ after taking $\Delta_{i}^{n}$.

To deal with the second summation


$$
\begin{aligned}
e_{p}\left(\frac{p^{j-1}}{j!}\right) & >\left(\frac{p-2}{p-1}\right) j-1 \geq\left(\frac{n+1}{n+2}\right)(n+1)-1 \\
& =\frac{n^{2}+n-1}{n+2}=n-\frac{n+1}{n+2}
\end{aligned}
$$

and hence

$$
e_{p}\left(\frac{p^{j-1}}{j!}\right) \geq n
$$

Now let $2 \leq j \leq n$. Since $j \leq n<p$, we have $p \nmid j$ !, that is, $e_{p}\left(\frac{p^{j-1}}{j!}\right)=j-1$. Observe that, for each $2 \leq j \leq n$,

$$
\begin{aligned}
\Delta_{i}^{n} f_{j-1}(r) \beta_{r+1-j} & =\sum_{t=0}^{n}\binom{n}{t} \Delta_{i}^{t} f_{j-1}(r) \Delta_{i}^{n-t} \beta_{k+(i+t)(p-1)+1-j} \\
& =\sum_{t=0}^{j-1}\binom{n}{t} \Delta_{i}^{t} f_{j-1}(r) \Delta_{i}^{n-t} \beta_{k+(i+t)(p-1)+1-j} .
\end{aligned}
$$

We are reduced to show only

$$
\Delta_{i}^{n-t} \beta_{k+(i+t)(p-1)+1-j} \equiv 0\left(\bmod p^{n-j+1}\right)
$$

where $0 \leq t \leq j-1$. The case of $t=0$ is considered separately. Since

$$
k+1-j>n-j+1
$$

the induction hypothesis implies that

$$
\Delta_{i}^{n-j+1} \bar{\beta}_{k+i(p-1)+1-j} \equiv 0\left(\bmod p^{n-j+1}\right)
$$

and thus

$$
\Delta_{i}^{n} \beta_{k+i(p-1)+1-j}=\Delta_{i}^{j-1}\left(\Delta_{i}^{n-j+1} \beta_{k+i(p-1)+1-j}\right) \equiv 0\left(\bmod p^{n-j+1}\right)
$$

As in the previous case, if $1 \leq t \leq j-1$, then

$$
\rho \mid 96 \Delta_{i}^{n-t} \beta_{k+(i+t)(p-1)+1-j}=0\left(\bmod p^{n-t}\right) ? \approx
$$

because $k+t(p-1)+1-j>n-t$.
We now come to the next summation. As above, we do not repeat for the case of $n+1 \leq j \leq r$. Since $e_{p}\left(\frac{p^{j-1}}{j!}\right) \geq j-1$ for all $2 \leq j \leq n$, it suffices to show that

$$
\Delta_{i}^{n}\left(g_{j-1}(r) a_{s}^{k+i(p-1)-j}\right) \equiv 0\left(\bmod p^{n-j+1}\right)
$$

But

$$
\begin{aligned}
\Delta_{i}^{n}\left(g_{j-1}(r) a_{s}^{i(p-1)}\right) & =\sum_{t=0}^{n}\binom{n}{t}\left(\Delta_{i}^{t} g_{j-1}(r)\right)\left(\Delta_{i}^{n-t} a_{s}^{(i+t)(p-1)}\right) \\
& =\sum_{t=0}^{j-1}\binom{n}{t}\left(\Delta_{i}^{t} g_{j-1}(r)\right)\left(\Delta_{i}^{n-t} a_{s}^{(i+t)(p-1)}\right)
\end{aligned}
$$

and

$$
\begin{aligned}
\Delta_{i}^{n-t}\left(a_{s}^{i(p-1)}\right) & =\sum_{l=0}^{n-t}(-1)^{n-t-l}\binom{n-t}{l} a_{s}^{(i+l)(p-1)} \\
& =a_{s}^{i(p-1)}\left(a_{s}^{p-1}-1\right)^{n-t} \equiv 0\left(\bmod p^{n-t}\right)
\end{aligned}
$$

For $j=1$, we only consider $g_{0}(r) \sum_{s=1}^{S} c_{s, 1} a_{s}^{r-1}$. Notice that

$$
\begin{aligned}
\Delta_{i}^{n}\left(g_{0}(r) a_{s}^{i(p-1)}\right) & =g_{0}(r) \Delta_{i}^{n} a_{s}^{i(p-1)} \\
& \equiv 0\left(\bmod p^{n}\right)
\end{aligned}
$$

Then

$$
\Delta_{i}^{n}\left(\sum_{j=1}^{r} g_{j-1}(r) \frac{p^{j-1}}{j!} \sum_{s=1}^{S} c_{s, j} a_{s}^{r-j}\right) \equiv 0\left(\bmod p^{n}\right) .
$$

Now consider the forth summation in the equation (2.3)

$$
\sum_{j=2}^{r} h_{j-2}(r) \frac{p^{j-2}}{j!}
$$

Clearly, if $2 \leq j \leq n+1$, then
and thus

$$
\Delta_{i}^{n}\left(\sum_{j=2}^{r} h_{j-2}(r) \frac{p^{j-2}}{j!}\right)=\frac{p^{j-2}}{j!} \sum_{j=2}^{r} \Delta_{i}^{n}\left(h_{j-2}(r)\right)=0
$$

by Proposition 2.1 (iii). If $n+2 \leq j \leq r$, then it follows from

$$
\begin{aligned}
e_{p}\left(\frac{p^{j-2}}{j!}\right) & >\left(\frac{p-2}{p-1}\right) j-2 \\
& \geq\left(\frac{n+1}{n+2}\right)(n+2)-2=n-1
\end{aligned}
$$

that

$$
\frac{p^{j-2}}{j!} \equiv 0\left(\bmod p^{n}\right)
$$

Finally, for the last term, since

$$
\begin{aligned}
e_{p}\left(\frac{p^{r}}{(r+1) r}\right) & \geq e_{p}\left(\frac{p^{r}}{(r+1)!}\right)>\left(\frac{p-2}{p-1}\right)(r+1)-1 \\
& \geq\left(\frac{n+1}{n+2}\right)(k+i(p-1)+1)-1>\left(\frac{n+1}{n+2}\right)(n+2)-1
\end{aligned}
$$

we have

$$
e_{p}\left(\frac{p^{r}}{(r+1) r}\right) \geq n
$$

i.e.,

$$
d \frac{p^{r}}{(r+1) r} \equiv 0\left(\bmod p^{n}\right)
$$

We remark that the lemmas and theorems, stated in this section, still hold if $\beta_{1} \in \mathbb{Z}_{p}$ (other than $\beta_{1}$ from substituting $r=1$ in (2.3)) and the equation (2.3) is true for all $r \geq 2$. Their proofs are the same as above and so are omitted here.

An application concerning Bernoulli numbers will be given in the following section.

### 2.3 Bernoulli numbers and the $(p-1)$ st roots of unity

Definition 2.6. The Bernoulli numbers $B_{0}, B_{1}, B_{2}, \ldots$ are defined by $B_{0}=1$ and the recursion

$$
\begin{equation*}
\rho 96 \leftrightharpoons 9+\sum_{j=1}^{r}\left(r_{j}^{r+1}\right)^{\ominus} B_{r+1-j}=0 \cap ? \approx \tag{2.4}
\end{equation*}
$$

A fact about the Euler-Maclaurin summation formula is established now.
Proposition 2.7. The Euler-Maclaurin summation formula

$$
\begin{equation*}
(r+1) \sum_{a=1}^{n-1} a^{r}=\sum_{j=1}^{r}\binom{r+1}{j} B_{r+1-j} n^{j}+n^{r+1} \tag{2.5}
\end{equation*}
$$

for $n, r \geq 1$, is equivalent to (2.4).

Proof. Setting $n=1$ shows that (2.5) implies (2.4). Assume (2.4) which is also the basis step for showing (2.5) by induction on $n$. Now suppose that (2.5) holds for a value $n$. Then

$$
\begin{aligned}
\sum_{j=1}^{r} & \binom{r+1}{j} B_{r+1-j}(n+1)^{j}+(n+1)^{r+1} \\
& =\sum_{j=1}^{r}\binom{r+1}{j} B_{r+1-j} \sum_{s=0}^{j}\binom{j}{s} n^{s}+\sum_{t=0}^{r+1}\binom{r+1}{t} n^{t} \\
& =(r+1) \sum_{a=1}^{n-1} a^{r}+\sum_{j=1}^{r}\binom{r+1}{j} B_{r+1-j} \sum_{s=0}^{j-1}\binom{j}{s} n^{s}+\sum_{t=0}^{r}\binom{r+1}{t} n^{t} \\
& =(r+1) \sum_{a=1}^{n-1} a^{r}+\sum_{s=0}^{r-1}\binom{r+1}{s} n^{s} \sum_{j=s+1}^{r}\binom{r+1-s}{j-s} B_{r+1-j}+\sum_{t=0}^{r}\binom{r+1}{t} n^{t} \\
& =(r+1) \sum_{a=1}^{n-1} a^{r}+\sum_{s=0}^{r-1}\binom{r+1}{s} n^{s} \sum_{j=1}^{r-s}\binom{r+1-s}{j} B_{r+1-s-j}+\sum_{t=0}^{r}\binom{r+1}{t} n^{t} \\
& =(r+1) \sum_{a=1}^{n-1} a^{r}-\sum_{s=0}^{r-1}\binom{r+1}{s} n^{s}+\sum_{t=0}^{r}\binom{r+1}{t} n^{t} \\
& =(r+1) \sum_{a=1}^{n} a^{r} .
\end{aligned}
$$

This proves the assertion for $n+1$ and therefore the proposition.
Let $U$ denote the group of all units in the ring $\mathbb{Z}_{p}$. We know, from [1], that the set $V$ consisting of all $(p-1)$ st roots of unity in $\mathbb{Z}_{p}$ forms a cyclic mutiplicative subgroup of $U$ of order $p-1$. Also, for $r \geq 1$, we have

$$
\sum_{v \in V} v^{r}= \begin{cases}0, & p-1 \nmid r  \tag{2.6}\\ p-1, & p-1 \mid r .\end{cases}
$$

Any $x \in \mathbb{Z}_{p}$ has the $p$-adic representation

where the $x_{n}$ are integers satisfying $0 \leq x_{n}<p$ for all $n \geq 0$. Whenever $x \in \mathbb{Z}_{p}$, we let $x_{n}$ denote the coefficient of $p^{n}$ in the $p$-adic representation of $x$.

For any rational integer $a, 1 \leq a \leq p-1$, let $v(a)$ be the unique element of $V$ with $v(a) \equiv a(\bmod p)$. In particular, $v(a)_{0}=a$.

Now, we write the $p$-adic expansion for $v=v(a)$ in $V$ as follows:

$$
\begin{equation*}
v=v(a)=a+t(a) p \tag{2.7}
\end{equation*}
$$

where $t(a)=\sum_{n=1}^{\infty} v(a)_{n} p^{n-1}$. Expanding the $r$ th power of (2.7) and using the equation (2.5) with $n=p$, we obtain, for $r \geq 1$,

$$
\begin{equation*}
\sum_{v \in V} v^{r}=\sum_{j=1}^{r}\binom{r}{j} p^{j}\left(\frac{B_{r+1-j}}{r+1-j}+\sum_{a=1}^{p-1} a^{r-j} t(a)^{j}\right)+\frac{p^{r}}{r+1} . \tag{2.8}
\end{equation*}
$$

Together with equation (2.6), we get

$$
\begin{equation*}
\beta_{r}+\sum_{a=1}^{p-1} a^{r-1} t(a)+\sum_{j=2}^{r} \frac{1}{r}\binom{r}{j} p^{j-1}\left(\frac{B_{r+1-j}}{r+1-j}+\sum_{a=1}^{p-1} a^{r-j} t(a)^{j}\right)+\frac{p^{r}}{(r+1) r}=0 \tag{2.9}
\end{equation*}
$$

where $r \geq 1$, and $\beta_{r}$ is given by

$$
\beta_{r}= \begin{cases}B_{r} / r, & p-1 \nmid r \\ \left(B_{r}+p^{-1}-1\right) / r, & p-1 \mid r\end{cases}
$$

Theorem 2.8. The sequence $\beta_{r}$ defined as (2.9) satisfies the equation (2.3). In particular, the lemmas and theorems in the previous section are valid.

Proof. Putting $f_{j-1}(r)=(r-1) \cdots(r-j+1)=g_{j-1}(r)$ for $2 \leq j \leq r, g_{0}(r)=1$,

$$
h_{j-2}=\left\{\begin{array}{cl}
(p-1)(r-1) \cdots(r-j+2), & p-1 \mid r+1-j \\
0 & p-1 \nmid r-1+j
\end{array}\right.
$$

for $2 \leq j \leq r, S=p-1, a_{s}=s, c_{s, j}=t(s)^{j}$ for $2 \leq j \leq r$ and $d=1$ in (2.3), we obtain

$$
\begin{aligned}
& \beta_{r}+\sum_{s=1}^{p-1} s^{r-1} t(s)+\sum_{j=2}^{r} \frac{1}{r}\binom{r}{j} p^{j-1}\left(\beta_{r+1-j}+\sum_{s=1}^{p-1} s^{r-j} t(s)^{r-j}\right) \\
&+\sum_{\substack{j=2 \\
p-1 \mid r+1-j}}^{r} \frac{1}{r}\binom{r}{j} p^{j-1} \frac{1-1 / p}{r-j+1}+\frac{p^{r}}{(r+1) r}=0
\end{aligned}
$$

Applying the identity

$$
B_{r} / r= \begin{cases}\beta_{r}, & p-1 \nmid r \\ \beta_{r}+\frac{1-1 / p}{r}, & p-1 \mid r\end{cases}
$$

to the summations

$$
\sum_{j=2}^{r} \frac{1}{r}\binom{r}{j} p^{j-1} \beta_{r+1-j}+\sum_{\substack{j=2 \\ p-1 \mid r+1-j}}^{r} \frac{1}{r}\binom{r}{j} p^{j-1} \frac{1-1 / p}{r-j+1},
$$

they become

$$
\sum_{j=2}^{r} \frac{1}{r}\binom{r}{j} p^{j-1} \frac{B_{r+1-j}}{r+1-j}
$$

and therefore, we have (2.9)
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## CHAPTER III

## Kummer's congruences of a first kind

In this chapter, we study congruential properties of a given sequence in a different way, mainly, dealing with Hurwitz series. This leads us to another technique regarding Kummer's congruences of a first kind. The technique was invented by Snyder, see [8], based on Carlitz's work. We first give a definition of Hurwitz series and next introduce the operator $\Omega_{p}$ which plays an important role in presenting a useful criterion for Kummer's congruences of a first kind.

### 3.1 Hurwitz series

Recall that $R$ denotes an integral domain containing $\mathbb{Z}$.
Definition 3.1. A Hurwitz series (or $H$-series) $H(x)$ over $R$ is a formal power series of the form

$$
H(x)=\sum_{n=0}^{\infty} a_{n} \frac{x^{n}}{n!}, a_{n} \in R .
$$

We can easily check that the set of all Hurwitz series over $R$ is an integral domain. The following proposition gives us a basic property of Hurwitz series.

Proposition 3.2. If $H(x)$ is an $H$-series defined as above and $a_{0}=0$, then

$$
(H(x))^{k} \equiv 0(\bmod k!)
$$



Proof. Observe that

$$
(H(x))^{k}=k!\left(\sum_{n=k}^{\infty} \sum_{\substack{m_{1}+m_{2}+\cdots+m_{n}=k \\ m_{1}+2 m_{2}+\cdots+n m_{n}=n}} \frac{n!a_{1}^{m_{1}} a_{2}^{m_{2}} \cdots a_{n}^{m_{n}}}{(1!)^{m_{1}} m_{1}!(2!)^{m_{2}} m_{2}!\cdots(n!)^{m_{n}} m_{n}!}\right) .
$$

Then we need to show only

$$
\frac{n!}{(1!)^{m_{1}} m_{1}!(2!)^{m_{2}} m_{2}!\cdots(n!)^{m_{n}} m_{n}!} \in \mathbb{Z}
$$

where $m_{1}+2 m_{2}+\cdots+n m_{n}=n$. Since $m_{1}+2 m_{2}+\cdots+n m_{n}=n$, it is obvious that

$$
\frac{n!}{m_{1}!\left(2 m_{2}\right)!\cdots\left(n m_{n}\right)!} \in \mathbb{Z}
$$

i.e., it suffices to show that

$$
\frac{\left(i m_{i}\right)!}{(i!)^{m_{i}} m_{i}!} \in \mathbb{Z}
$$

for all $1 \leq i \leq n$. The proposition follows from the identity

$$
\begin{aligned}
\frac{\left(i m_{i}\right)!}{(i!)^{m_{i}} m_{i}!} & =\frac{1}{m_{i}!}\binom{i m_{i}}{i}\binom{i\left(m_{i}-1\right)}{i} \cdots\binom{i}{i} \\
& =\binom{i m_{i}-1}{i-1}\binom{i\left(m_{i}-1\right)-1}{i-1} \cdots\binom{i-1}{i-1} .
\end{aligned}
$$

### 3.2 Operator $\Omega_{p}$

Let $D_{x}$ be the formal differential operator with respect to $x$.
Hypothesis. Throughout the rest of this chapter, we will assume the following:

1. $f(x)=\sum_{n=1}^{\infty} c_{n} \frac{x^{n}}{n!}$ is an $H$-series over $R$ with $c_{1}=1$.
2. $D_{x} f=\sum_{\nu=0}^{\infty} d_{\nu} f^{\nu}$ where $d_{\nu} \in R$ and $d_{0}=1$.

$$
\text { Next, we let } p \text { be a fixed prime and define the operator }
$$

It is clear from the above hypothesis that, for each $r \geq 1, \Omega_{p}^{r} f$ can be written as a power series in $f$ with coefficients in $R$. Then, from now on, we express

$$
\Omega_{p}^{r} f=\sum_{\nu=0}^{\infty} \eta_{\nu}^{(r)} f^{\nu}
$$

Some interesting properties concerning $\Omega_{p}$ are listed without proofs, see [2].

Proposition 3.3. For each positive integer $r$, we have

$$
\Omega_{p}^{r} f=\sum_{m=r}^{\infty} d_{r, m} \frac{x^{m-r}}{(m-r)!},
$$

where $d_{r, m}=\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} c_{p}^{r-s} c_{n+s(p-1)}$.
Proposition 3.3 allows us to consider the coefficients of $\Omega_{p}^{r} f$ instead of the coeffcients of $f$. Thus, the sequence $\left(c_{n}\right)$ of the coefficients of $f$ satisfies the Kummer's congruence of a first kind if and only if $\Omega_{p}^{r} f$ is congruent to 0 modulo $p^{r}$ for all $r \geq 1$, i.e., the sequence ( $c_{n}$ ) satisfies the Kummer's congruence of a first kind if and only if $\eta_{\nu}^{(r)}$ is congruent to 0 modulo $p^{r}$ for all $r \geq 1$.

Proposition 3.4. Let $D_{x}$ be the differential operator. Then

$$
D_{x}^{p-1} f-c_{p} f=b_{0}+p \sum_{i=1}^{p-1} b_{i} f^{i}+\sum_{\nu=p}^{\infty} b_{\nu} f^{\nu}
$$

where $b_{\mu} \in R$ for $\mu \geq 0$.
Corollary 3.5. Let $\Omega_{p}$ be the operator defined above. Then for each $\nu<p$,

$$
\eta_{\nu}^{(1)} \equiv 0(\bmod p)
$$

### 3.3 Main theorem

From the remark after Proposition 3.3, our work deals with the coefficients $\eta_{\nu}^{(r)}$ that seem tough to be determined, especially, for large $r$. Our main theorem, Theorem 3.14, gives us an efficient criterion to answer the problem. Before we establish the main theorem, the following are needed.

and $e_{p}(z)$ as the exact exponent of $p$ in the prime decomposition of $z$. Then

$$
\Omega_{p}^{r} f \equiv 0\left(\bmod p^{r}\right)
$$

if and only if

$$
\eta_{\nu}^{(r)} \equiv 0\left(\bmod p^{X\left(r-e_{p}(\nu!)\right)}\right)
$$

for all $\nu \geq 0$.
Proof. Let $(f(x))^{\nu}=\sum_{m=\nu}^{\infty} c_{m}^{(\nu)} \frac{x^{m}}{m!}$. By Proposition 3.2, we have $c_{m}^{(\nu)} \equiv 0(\bmod \nu!)$.
Observe that

$$
\begin{aligned}
\Omega_{p}^{r} f & =\sum_{\nu=0}^{\infty} \eta_{\nu}^{(r)} f^{\nu} \\
& =\eta_{0}^{(r)}+\sum_{\nu=1}^{\infty} \eta_{\nu}^{(r)} \sum_{m=\nu}^{\infty} c_{m}^{(\nu)} \frac{x^{m}}{m!} \\
& =\eta_{0}^{(r)}+\sum_{m=1}^{\infty}\left(\sum_{\nu=1}^{m} \eta_{\nu}^{(r)} c_{m}^{(\nu)}\right) \frac{x^{m}}{m!}
\end{aligned}
$$

If $\eta_{\nu}^{(r)} \equiv 0\left(\bmod p^{X\left(r-e_{p}(\nu!)\right)}\right)$ for all $\nu \geq 0$, then

$$
\eta_{0}^{(r)} \equiv 0\left(\bmod p^{r}\right)
$$

and

$$
\eta_{\nu}^{(r)} c_{m}^{(\nu)} \equiv 0\left(\bmod p^{X\left(r-e_{p}(\nu!)\right)+e_{p}(\nu!)}\right)
$$

where $\nu \geq 1$. This yields that

$$
\eta_{\nu}^{(r)} c_{m}^{(\nu)} \equiv 0\left(\bmod p^{r}\right)
$$

since $X\left(r-e_{p}(\nu!)\right)+e_{p}(\nu!)=\max \left(e_{p}(\nu!), r\right) \geq r$.
Conversely, suppose that $\Omega_{p}^{r} f \equiv 0\left(\bmod p^{r}\right)$. Then
and
where $\nu \geq 1$. If $r>e_{p}(\nu!)$, then the previous congruence implies

$$
\eta_{\nu}^{(r)} \equiv 0\left(\bmod p^{r-e_{p}(\nu!)}\right) .
$$

## Lemma 3.7.

$$
\Omega_{p}^{r+1} f=\Omega_{p} f \sum_{\nu=0}^{\infty}(\nu+1) \eta_{\nu+1}^{(r)} f^{\nu}+\sum_{i=1}^{p-1}\binom{p}{i} \sum_{\mu, \nu=1}^{\infty} \eta_{\nu+\mu}^{(r)} f^{\mu-1} D_{x}^{i} f^{\nu} D_{x}^{p-i} f .
$$

Proof. We first establish that, for all $m \in \mathbb{N}$,

$$
\begin{align*}
\Omega_{p}^{r+1} f=\Omega_{p} f & \left(\sum_{\nu=0}^{m-1}(\nu+1) \eta_{\nu+1}^{(r)} f^{\nu}+m \sum_{\nu=m}^{\infty} \eta_{\nu}^{(r)} f^{\nu}\right) \\
& +\sum_{\mu=1}^{m} f^{\mu-1} \sum_{\nu=\mu+1}^{\infty} \eta_{\nu}^{(r)} \theta(\nu-\mu)+f^{m} \sum_{\nu=1}^{\infty} \eta_{\nu+m}^{(r)} \Omega_{p} f^{\nu}, \tag{3.1}
\end{align*}
$$

where $\theta(k)=\sum_{i=1}^{p-1}\binom{p}{i} D_{x}^{i} f^{k} D_{x}^{p-i} f$, for $k \in \mathbb{N}$, by induction on $m$. For $m=0$, it follows by the linearity of $\Omega_{p}$.

Now suppose it is true for $m$. We will show that it is true for $m+1$. Since

$$
\begin{aligned}
\Omega_{p} f^{\nu} & =D_{x}^{p} f^{\nu}-c_{p} D_{x} f^{\nu} \\
& =\sum_{i=0}^{p}\binom{p}{i} \bar{D}_{x}^{i} f^{\nu-1} D_{x}^{p-i} f-c_{p}\left(f D_{x} f^{\nu-1}+f^{\nu-1} D_{x} f\right) \\
& =f \Omega_{p} f^{\nu-1}+f^{\nu-1} \Omega_{p} f+\theta(\nu-1)
\end{aligned}
$$

for $\nu \geq 1$, we have

$$
\begin{aligned}
& f^{m} \sum_{\nu=1}^{\infty} \eta_{\nu+m}^{(r)} \Omega_{p} f^{\nu} \\
& =f^{m} \sum_{\nu=1}^{\infty} \eta_{\nu+m}^{(r)}\left(f \Omega_{p} f^{\nu-1}+f^{\nu-1} \Omega_{p} f+\theta(\nu-1)\right) \\
& \\
& =\Omega_{p} f \sum_{\nu=0}^{\infty} \eta_{\nu+m+1}^{(r)} f^{\nu+m}+f^{m} \sum_{\nu=1}^{\infty} \eta_{\nu+m}^{(r)} \theta(\nu-1)+f^{m+1} \sum_{\nu=1}^{\infty} \eta_{\nu+m+1}^{(r)} \Omega_{p} f^{\nu} \\
& 09
\end{aligned}
$$

Replace $f^{m} \sum_{\nu=1}^{\infty} \eta_{\nu+m}^{(r)} \Omega_{p} f^{\nu}$ in (3.1) by the previous equation and combine the appropriate terms, we then obtain (3.1) for $m+1$.

Finally, letting $m$ tend to infinity establishes this lemma.

## Proposition 3.8. Define

$$
\nu_{0}^{(r)}= \begin{cases}\min \left\{\nu: \eta_{\nu}^{(r)} \not \equiv 0\left(\bmod p^{r}\right)\right\} & \text { if }\left\{\nu: \eta_{\nu}^{(r)} \not \equiv 0\left(\bmod p^{r}\right)\right\} \neq \phi, \\ \infty & \text { otherwise. }\end{cases}
$$

and suppose that $\nu_{0}^{(1)}<p^{2}$. Then

$$
\nu_{0}^{(r)}=\nu_{0}^{(1)}-(r-1) p
$$

for all $r \leq \nu_{0}^{(r)} / p+1$.
Proof. We will prove the proposition by induction on $r$. It is clear for $r=1$. Now, we assume the proposition for $r$, i.e. if $r \leq \nu_{0}^{(1)} / p+1$ then $\nu_{0}^{(r)}=\nu_{0}^{(1)}-(r-1) p$, and then show that $r+1 \leq \nu_{0}^{(1)} / p+1$ implies $\nu_{0}^{(r+1)}=\nu_{0}^{(1)}-r p=\nu_{0}^{(r)}-p$.

By Lemma 3.7,

$$
\begin{align*}
\Omega_{p}^{r+1} f & =\Omega_{p} f \sum_{\nu=0}^{\infty}(\nu+1) \eta_{\nu+1}^{(r)} f^{\nu}+\sum_{i=1}^{p-1}\binom{p}{i} \sum_{\mu, \nu=1}^{\infty} \eta_{\nu+\mu}^{(r)} f^{\mu-1} D_{x}^{i} f^{\nu} D_{x}^{p-i} f . \\
& =\sum_{k=0}^{\infty}\left(\sum_{j=0}^{k}(j+1) \eta_{j+1}^{(r)} \eta_{k-j}^{(1)}\right) f^{k}+\sum_{i=1}^{p-1}\binom{p}{i} \sum_{\mu, \nu=1}^{\infty} \eta_{\nu+\mu}^{(r)} f^{\mu-1} D_{x}^{i} f^{\nu} D_{x}^{p-i} f . \tag{3.2}
\end{align*}
$$

First, note that for $k \leq \nu_{0}^{(r)}-p$,

$$
\sum_{k=0}^{\infty}\left(\sum_{j=0}^{k}(j+1) \eta_{j+1}^{(r)} \eta_{k-j}^{(1)}\right) f^{k} \equiv 0\left(\bmod p^{r+1}\right)
$$

since for each $j=0,1,2, \ldots, k+1$ is less than $\nu_{0}^{(r)}$ implying $\eta_{j+1}^{(r)} \equiv 0\left(\bmod p^{r}\right)$ and $k-j$ is less than $\nu_{0}^{(1)}$ so $\eta_{k-j}^{(1)} \equiv 0(\bmod p)$.

Consider the second summation of the equation (3.2). Since we can write

$$
\sum_{i=1}^{p-1}\binom{p}{i} D_{x}^{i} f^{\nu} D_{x}^{p-i} f=\sum_{k=X(\nu-p+1)}^{\infty} \delta_{k}^{(\nu)} f^{k}
$$

where $X$ is defined as in Proposition 3.6, $\delta_{k}^{(\nu)} \in R$ and $\delta_{k}^{(\nu)} \equiv 0(\bmod p)$ for all $\nu$ and $k$, a brute force calculation shows that

$$
\sum_{i=1}^{p-1}\binom{p}{i} \sum_{\mu, \nu=1}^{\infty} \eta_{\nu+\mu}^{(r)} f^{\mu-1} D_{x}^{i} f^{\nu} D_{x}^{p-i} f=\sum_{k=0}^{\infty} \alpha_{k} f^{k}
$$

where

$$
\begin{equation*}
\alpha_{k}=\sum_{\nu=1}^{k+p-1} \sum_{\mu=1}^{k+1-X(\nu-p+1)} \eta_{\nu+\mu}^{(r)} \delta_{k+1-\mu}^{(\nu)} . \tag{3.3}
\end{equation*}
$$

Notice that for each $k, 1 \leq \nu \leq k+p-1$ and $1 \leq \mu \leq k+1-X(\nu-p+1)$ imply $\nu+\mu \leq k+p$. Moreover, if $p-1 \leq \nu \leq k+p-1$ and $\mu=k-\nu+p$, then $\nu+\mu=k+p$. Consider the case $k<\nu_{0}^{(r)}-p$, we have $\alpha_{k} \equiv 0\left(\bmod p^{r+1}\right)$ since $\nu+\mu<\nu_{0}^{(r)}$ and $\delta_{k+1-\mu}^{(\nu)} \equiv 0(\bmod p)$.

Now let $k=\nu_{0}^{(r)}-p$. Then

$$
\alpha_{k}=\eta_{\nu_{0}^{(r)}}^{(r)} \sum_{\nu=p-1}^{\nu_{0}^{(r)}-1} \delta_{\nu-p+1}^{(\nu)}+\sum_{\mu, \nu \geq 1} \eta_{\nu+\mu}^{(r)} \delta_{\nu_{0}^{(r)}-p+1-\mu}^{(\nu)} .
$$

where the second term is the restriction of the summation to those $\mu$ and $\nu$ with $\nu+\mu<\nu_{0}^{(r)}$ which vanishes modulo $p^{r+1}$. By the definition of $\nu_{0}^{(r)}$, we have $\eta_{\nu_{0}^{(r)}}^{(r)} \not \equiv 0\left(\bmod p^{r}\right)$. It remains to prove that

$$
\sum_{\nu=p-1}^{\nu_{0}^{(r)}-1} \delta_{\nu-p+1}^{(\nu)} \not \equiv 0\left(\bmod p^{2}\right) .
$$

Since $\nu \geq p-1$,

$$
\begin{equation*}
\sum_{i=1}^{p-1}\binom{p}{i} D_{x}^{i} f^{\nu} D_{x}^{p-i} f=\sum_{k=\nu-p+1}^{\infty} \delta_{k}^{(\nu)} f^{k} \tag{3.4}
\end{equation*}
$$

Observe that $\delta_{\nu-p+1}^{(\nu)}$ only occurs when $i=p-1$ and hence the only contribution to $\delta_{\nu-p+1}^{(\nu)}$ is in the term of

$$
\binom{p}{p-1} D_{x}^{p-1} f^{\nu} D_{x} f .
$$

Thus $\delta_{\nu-p+1}^{(\nu)}=p \nu(\nu-1) \cdots(\nu-p+2)$ and so $/ \int \cap ?$

$$
\begin{aligned}
\sum_{\nu=p-1}^{\nu_{0}^{(r)}-1} \delta_{\nu-p+1}^{(\nu)} & =p \sum_{\nu=p-1}^{\nu_{0}^{(r)}-1} \nu(\nu-1) \cdots(\nu \\
& \equiv p \sum_{\substack{\nu=p-1 \\
\nu \equiv-1(p)}}^{\substack{\nu=-1 \\
\nu_{0}^{(r)}-1}}(p-1)! \\
& \equiv-p\left[\frac{\nu_{0}^{(r)}}{p}\right]\left(\bmod p^{2}\right) .
\end{aligned}
$$

Since $0<\nu_{0}^{(r)} \leq \nu_{0}^{(1)}<p^{2}$, we get $\left[\frac{\nu_{0}^{(r)}}{p}\right] \not \equiv 0(\bmod p)$ and hence

$$
\sum_{\nu=p-1}^{\nu_{0}^{(r)}-1} \delta_{\nu-p+1}^{(\nu)} \not \equiv 0\left(\bmod p^{2}\right) .
$$

Therefore $\nu_{0}^{(r+1)}=\nu_{0}^{(r)}-p$ as required.
Corollary 3.9. If there exists $\nu<p^{2}$ such that $\eta_{\nu}^{(1)} \not \equiv 0(\bmod p)$, then

$$
\Omega_{p}^{r} f \not \equiv 0\left(\bmod p^{r}\right)
$$

for some $r \geq 1$.
Proof. By the previous proposition with $r=\nu_{0}^{(1)} / p+1$, we obtain $\nu_{0}^{(r)}=0$ and hence $\eta_{0}^{(r)} \not \equiv 0\left(\bmod p^{r}\right)$. The corollary then follows from Proposition 3.6.

Lemma 3.10. For each $\nu \geq 1$, we let

$$
\sum_{i=1}^{p-1}\left(\frac{p}{i}\right) D_{x}^{i} f^{\nu} D_{x}^{p-i} f=\sum_{n=0}^{\infty} \delta_{n}^{(\nu)} f^{n}
$$

Then there exist polynomials $p_{m}\left(X_{1}, X_{2}, \ldots, X_{p-1}\right) \in p \mathbb{Z}\left[X_{1}, X_{2}, \ldots, X_{p-1}\right]$ for $m=1,2, \ldots, p-1$ independent of $\nu$ such that

$$
\sum_{i=1}^{p-1}\binom{p}{i} D_{x}^{i} f^{\nu} D_{x}^{p-i} f=\sum_{m=1}^{p-1} \nu(\nu-1) \cdots(\nu-m+1) f^{\nu-m} p_{m}\left(D_{x} f, D_{x}^{2} f, \ldots, D_{x}^{p-1} f\right)
$$

Proof. First, we will establish, by induction on $i$, that

$$
\begin{equation*}
D_{x}^{i} f^{\nu}=\sum_{m=1}^{i} \nu(\nu-1) \cdots(\nu-m+1) f^{\nu-m} p_{i, m}\left(D_{x} f, D_{x}^{2} f, \ldots, D_{x}^{i} f\right) \tag{3.5}
\end{equation*}
$$

Where $p_{i, m}\left(X_{1}, X_{2}, \ldots, X_{i}\right) \in \mathbb{Z}\left[X_{1}, X_{2}, \ldots, X_{i}\right]$ and is independent of $\nu$. For $i=1$, we let $p_{1,1}\left(X_{1}\right)=X_{1}$.

Now suppose that the equation (3.5) is true for $i$. Take $D_{x}$ on both sides of the equation (3.5), we get

$$
\begin{aligned}
D_{x}^{i+1} f^{\nu}= & \sum_{m=1}^{i} \nu(\nu-1) \cdots(\nu-m+1) D_{x}\left(f^{\nu-m} p_{i, m}\left(D_{x} f, D_{x}^{2} f, \ldots, D_{x}^{i} f\right)\right) \\
= & \sum_{m=1}^{i} \nu(\nu-1) \cdots(\nu-m) f^{\nu-m-1}\left(D_{x} f\right) p_{i, m}\left(D_{x} f, D_{x}^{2} f, \ldots, D_{x}^{i} f\right) \\
& +\sum_{m=1}^{i} \nu(\nu-1) \cdots(\nu-m+1) f^{\nu-m} D_{x}\left(p_{i, m}\left(D_{x} f, D_{x}^{2} f, \ldots, D_{x}^{i} f\right)\right) \\
= & \sum_{m=1}^{i+1} \nu(\nu-1) \cdots(\nu-m+1) f^{\nu-m} p_{i+1, m}\left(D_{x} f, D_{x}^{2} f, \ldots, D_{x}^{i+1} f\right) .
\end{aligned}
$$

This follows that

$$
\begin{aligned}
& \sum_{i=1}^{p-1}\binom{p}{i} D_{x}^{i} f^{\nu} D_{x}^{p-i} f \\
& \quad=\sum_{m=1}^{p-1} \nu(\nu-1) \cdots(\nu-m+1) f^{\nu-m} \sum_{i=1}^{p-1} p_{i, m}\binom{p}{i}\left(D_{x} f, \ldots, D_{x}^{i} f\right) D_{x}^{p-1} f .
\end{aligned}
$$

Now take $p_{m}\left(X_{1}, \ldots, X_{p-1}\right)=\sum_{i=1}^{p-1} p_{i, m}\binom{p}{i}\left(X_{1}, \ldots, X_{i}\right) X_{p-1}$, we then have the lemma.

Corollary 3.11. Let $\delta_{n}^{(\nu)}$ be defined as above. Then

$$
\delta_{n}^{(\nu)} \equiv \delta_{n+p}^{(\nu+p)}\left(\bmod p^{2}\right)
$$

Proof. Let $p_{m}\left(D_{x} f, \ldots, D_{x}^{p-1} f\right)=\sum_{k=0}^{\infty} \alpha_{m, k} f^{k}$. Then we have $\Longleftarrow$

$$
\sum_{m=1}^{p-1} \nu(\nu-1) \cdots(\nu-m+1) f^{\nu-m} p_{m}\left(D_{x} f, D_{x}^{2} f, \ldots, D_{x}^{p-1} f\right)
$$

$$
619 ? \sum_{n=0}^{\infty}\left(\sum_{m=1}^{p-1} \nu(\nu-1) \cdots \cdot(\nu-m+1) \alpha_{m, m+n-\nu}\right) f^{n}
$$

where $\alpha_{m, k}=0$ if $k<0$. Thus

$$
\delta_{n}^{(\nu)}=\sum_{m=1}^{p-1} \nu(\nu-1) \cdots(\nu-m+1) \alpha_{m, m+n-\nu}
$$

whereas

$$
\delta_{n+p}^{(\nu+p)}=\sum_{m=1}^{p-1}(\nu+p)(\nu+p-1) \cdots(\nu+p-m+1) \alpha_{m, m+n-\nu-p} .
$$

We have seen from the proof of the previous lemma that $\alpha_{m, k} \equiv 0(\bmod p)$ for all $m$ and $k$. This establishes the corollary.

Proposition 3.12. If $\eta_{\nu}^{(1)} \equiv 0(\bmod p)$ for all $\nu<p^{e}$ where $e>1$, then

$$
\eta_{k}^{(r)} \equiv 0\left(\bmod p^{X\left(r-\left[\frac{k}{p^{e}}\right]\right)}\right)
$$

for all $k \geq 0$.
Proof. The proof is done by induction on $r$. It is apparently shown, by the assumption, for $r=1$. Now, we assume it true for $r$ and then show it true for $r+1$. To prove this, we let the index $k=q p^{e}+i$ with $0 \leq i<p^{e}$ and use induction on $q \geq 0$.

By the equations (3.2), (3.3), and the identity

$$
\sum_{\nu=1}^{k+p-1} \sum_{\mu=1}^{k+1-X(\nu-p+1)} \eta_{\nu+\mu}^{(r)} \delta_{k+1-\mu}^{(\nu)}=\sum_{n=2}^{k+p} \eta_{n}^{(r)} \sum_{\nu=\max (1, n-k-1)}^{n-1} \delta_{k+1-n+\nu}^{(\nu)}
$$

for $k \geq 0$, we obtain

$$
\begin{equation*}
\eta_{k}^{(r+1)}=\sum_{j=0}^{k}(j+1) \eta_{j+1}^{(r)} \eta_{k-j}^{(1)}+\sum_{n=2}^{k+p} \eta_{n}^{(r)} \sum_{\nu=\max (1, n-k-1)}^{n-1} \delta_{\nu-(n-k-1)}^{(\nu)} . \tag{3.6}
\end{equation*}
$$

Now suppose $q=0$, then $k=i<p^{e}$. We wish to show that $\eta_{k}^{(r+1)}$ vanishes modulo $p^{r+1}$. For the first summation in the equation (3.6), it follows from the hypothesis of the propsition and the induction hypothesis that

To deal with the second summation, we first easily have that if $i+p<p^{e}$, then

$$
\sum_{n=2}^{i+p} \eta_{n}^{(r)} \sum_{\nu=\max (1, n-i-1)}^{n-1} \delta_{\nu-(n-i-1)}^{(\nu)} \equiv 0\left(\bmod p^{r+1}\right)
$$

Next we suppose $p^{e}-p \leq i<p^{e}$ which is divided into 2 cases.
Case 1: Suppose $n-i-1 \geq 1$ and let $s$ be the least residue of $i$ modulo $p$. Then

$$
\begin{aligned}
\sum_{n=2}^{i+p} \eta_{n}^{(r)} \sum_{\nu=n-i-1}^{n-1} \delta_{\nu-(n-i-1)}^{(\nu)} & \equiv \sum_{n=p^{e}}^{i+p} \eta_{n}^{(r)} \sum_{\nu=n-i-1}^{n-1} \delta_{\nu-(n-i-1)}^{(\nu)} \\
& =\sum_{n=p^{e}}^{i+p} \eta_{n}^{(r)} \sum_{\mu=0}^{i} \delta_{\mu}^{(n-i-1+\mu)}\left(\bmod p^{r+1}\right)
\end{aligned}
$$

By the induction hypothesis, it suffices to show

$$
\sum_{\mu=0}^{i} \delta_{\mu}^{(n-i-1+\mu)}\left(\bmod p^{2}\right)
$$

Note that Corollary 3.11 implies

$$
\begin{aligned}
\sum_{\mu=0}^{i} \delta_{\mu}^{(n-i-1+\mu)} & =\sum_{j=0}^{s} \sum_{\substack{\mu=0 \\
\mu=j(p)}}^{i} \delta_{\mu}^{(n-i-1+\mu)}+\sum_{j=s+1}^{p-1} \sum_{\substack{\mu=0 \\
\mu \equiv j(p)}}^{i} \delta_{\mu}^{(n-i-1+\mu)} \\
& \equiv \sum_{j=0}^{s} p^{e-1} \delta_{j}^{(n-i-1+j)}+\sum_{j=s+1}^{p-1}\left(p^{e-1}-1\right) \delta_{j}^{(n-i-1+j)}\left(\bmod p^{2}\right)
\end{aligned}
$$

and the first summation in the right-hand side is congruent to 0 modulo $p^{2}$. Now, it remains to prove that for each $j \geq s+1$,

$$
\delta_{j}^{(n-i-1+j)} \equiv 0\left(\bmod p^{2}\right) .
$$

By Lemma 3.10, we can see that $\delta_{j}^{(n-i-1+j)}$ is the coefficient of $f^{j}$ in the expansion with respect to $f$ of

$$
\begin{aligned}
\sum_{m=1}^{p-1}(n-i-1+j)(n-i-1+j-1) & \cdots(n-i-1+j-m+1) \times \\
& \times f^{n-i-1+j-m} p_{m}\left(D_{x} f, \ldots, D_{x}^{p-1} f\right)
\end{aligned}
$$

Since $n \geq p^{e}$ and $j \geq s+1$, we have

$$
n-i-1+j \geq n-i+s \geq n+p-p^{e} \geq p
$$

Moreover, we can see that the only possible contribution to $\delta_{j}^{(n-i-1+j)}$ occurs when $n-i-1+j-m \leq j$ which implies, since $j \leq p-1$, that

$$
n-i-1+j-m+1 \leq n-i+p-1-m \leq p .
$$

Hence

$$
(n-i-1+j)(n-i-1+j-1) \cdots(n-i-1+j-m+1) \equiv 0(\bmod p) .
$$

Lemma 3.10 gives us $p_{m}\left(X_{1}, X_{2}, \ldots, X_{p-1}\right) \in p \mathbb{Z}\left[X_{1}, X_{2}, \ldots, X_{p-1}\right]$. We obtain the congruence

$$
\delta_{j}^{(n-i-1+j)} \equiv 0\left(\bmod p^{2}\right)
$$

as desired.
Case 2: Suppose $n-i-1<1$. Then as above

$$
\sum_{n=2}^{i+p} \eta_{n}^{(r)} \sum_{\nu=1}^{n-1} \delta_{\nu-(n-i-1)}^{(\nu)} \equiv \sum_{n=p^{e}}^{i+p} \eta_{n}^{(r)} \sum_{\nu=1}^{n-1} \delta_{\nu-(n-i-1)}^{(\nu)}\left(\bmod p^{r+1}\right)
$$

We now consider $p^{e} \leq n \leq i+p$. Since $n-i-1<1$ and $p^{e}-p \leq i<p^{e}$, there is exactly one possibility of $n=p^{e}$ and $i=p^{e}-1$. The induction hypothesis for $r$ brings us to show only

$$
\sum_{\nu=1}^{p^{e}-1} \delta_{\nu}^{(\nu)} \equiv 0\left(\bmod p^{2}\right)
$$

Note that

$$
\sum_{\nu=1}^{p^{e}-1} \delta_{\nu}^{(\nu)}=\sum_{j=1}^{p} \sum_{\substack{\nu=1 \\ \nu \equiv j(p)}}^{p^{e}-1} \delta_{\nu}^{(\nu)} \equiv \sum_{j=1}^{p-1} p^{e-1} \delta_{j}^{(j)}+\left(p^{e-1}-1\right) \delta_{p}^{(p)}\left(\bmod p^{2}\right) .
$$

By Lemma 3.10, it is not hard to see that both terms on the right-hand side in the previous equation are congruent to 0 modulo $p^{2}$. We now finish the proof for $q=0$.

Next, we assume that the proposition holds for $k=q p^{e}+i$, where $0 \leq i<p^{e}$. That is,

$$
\eta_{k}^{(r+1)} \equiv 0\left(\bmod p^{X(r+1-q)}\right)
$$

We wish to show the result holds for $k=(q+1) p^{e}+i$ i.e., $?$ ?

$$
\eta_{k}^{(r+1)} \equiv 0\left(\bmod p^{X(r-q)}\right) .
$$

To succeed this, we use the equaion (3.6) to prove that each term on the righthand side vanishes modulo $p^{r-q}$ where, without loss of generality, we assume $r>q$.

Now fix $k=(q+1) p^{e}+i$ with $0 \leq i<p^{e}$. Then we have

$$
\sum_{j=0}^{k}(j+1) \eta_{j+1}^{(r)} \eta_{k-j}^{(1)} \equiv 0\left(\bmod p^{r-q}\right)
$$

by the facts that $j<(q+1) p^{e}$ implies $(j+1) \eta_{j+1}^{(r)} \equiv 0\left(\bmod p^{r-q}\right), j \geq(q+1) p^{e}$ implies $(j+1) \eta_{j+1}^{(r)} \equiv 0\left(\bmod p^{r-q-1}\right)$ and $k-j<i$ implies $\eta_{k-j}^{(1)} \equiv 0(\bmod p)$. Next consider the second term

$$
\sum_{n=2}^{k+p} \eta_{n}^{(r)} \sum_{\nu=\max (1, n-k-1)}^{n-1} \delta_{\nu-(n-k-1)}^{(\nu)}
$$

The induction hypothesis implies that if $i+p<p^{e}$, then $\eta_{n}^{(r)} \equiv 0\left(\bmod p^{r-q-1}\right)$. Since $\delta_{\nu-(n-k-1)}^{(\nu)} \equiv 0(\bmod p)$, the previous expression is congruent to 0 modulo $p^{r-q}$. Now suppose that $p^{e}-p \leq i<p^{e}$. Then

$$
\begin{align*}
& \sum_{n=2}^{k+p} \eta_{n}^{(r)} \sum_{\nu=\max (1, n-k-1)}^{n-1} \delta_{\nu-(n-k-1)}^{(\nu)} \\
& \equiv \sum_{n=(q+2) p^{e}}^{k+p} \eta_{n}^{(r)} \sum_{\nu=\max (1, n-k-1)}^{n-1} \delta_{\nu-(n-k-1)}^{(\nu)}\left(\bmod p^{r-q}\right) . \tag{3.7}
\end{align*}
$$

As above, the induction hypothesis allows us to show only

$$
\sum_{\nu=\max (1, n-k-1)}^{n-1} \delta_{\nu-(n-k-1)}^{(\nu)} \equiv 0\left(\bmod p^{2}\right)
$$

The proof is again divided into 2 cases.
Case 1: Suppose $n-i-1 \geq 1$ and let $s$ be the least residue of $i$ modulo $p$. Note, by Corollary 3.11, that
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$$
\begin{aligned}
& =\sum_{\mu=0}^{k} \delta_{\mu}^{(n-k-1+\mu)} \\
& =\sum_{j=0}^{s} \sum_{\substack{\mu=0 \\
\mu \equiv j(p)}}^{k} \delta_{\mu}^{(n-k-1+\mu)}+\sum_{j=s+1}^{p-1} \sum_{\substack{\mu=0 \\
\mu \equiv j(p)}}^{k} \delta_{\mu}^{(n-k-1+\mu)} \\
& \equiv \sum_{j=0}^{s}(q+2) p^{e-1} \delta_{j}^{(n-i-1+j)}+\sum_{j=s+1}^{p-1}\left((q+2) p^{e-1}-1\right) \delta_{j}^{(n-i-1+j)}\left(\bmod p^{2}\right) .
\end{aligned}
$$

Clearly, the first summation is congruent to 0 modulo $p^{2}$. For the second summation an argument completely analogous to the one for $q=0$ shows that each $\delta_{j}^{(n-i-1+j)}\left(\bmod p^{2}\right)$.

Case 2: Suppose $n-k-1<1$. Then as above

$$
\sum_{n=2}^{k+p} \eta_{n}^{(r)} \sum_{\nu=1}^{n-1} \delta_{\nu-(n-k-1)}^{(\nu)} \equiv \sum_{n=(q+2) p^{e}}^{k+p} \eta_{n}^{(r)} \sum_{\nu=1}^{n-1} \delta_{\nu-(n-k-1)}^{(\nu)}\left(\bmod p^{r-q}\right)
$$

We now consider $(q+2) p^{e} \leq n \leq k+p$. Since $n-k-1<1$ and $p^{e}-p \leq i<p^{e}$, there is exactly one possibility of $n=(q+2) p^{e}$ and $i=p^{e}-1$. The induction hypothesis for $r$ brings us to show only

$$
\sum_{\nu=1}^{k} \delta_{\nu}^{(\nu)} \equiv 0\left(\bmod p^{2}\right)
$$

Note that

$$
\sum_{\nu=1}^{k} \delta_{\nu}^{(\nu)}=\sum_{j=1}^{p} \sum_{\substack{\nu=1 \\ \nu \equiv j(p)}}^{k} \delta_{\nu}^{(\nu)} \equiv \sum_{j=1}^{p-1}(q+2) p^{e-1} \delta_{j}^{(j)}+\left((q+2) p^{e-1}-1\right) \delta_{p}^{(p)}\left(\bmod p^{2}\right)
$$

that is congruent to 0 modulo $p^{2}$, as in case 2 for $q=0$. Now we complete the proof for $k=(q+1) p^{e}+i$.

This establishes the induction step and thus the proposition.
Corollary 3.13. If $\eta_{\nu}^{(1)} \equiv 0(\bmod p)$ for all $\nu<p^{2}$, then

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} c_{p}^{r-s} c_{n+s(p-1)} \equiv 0\left(\bmod p^{r}\right)
$$

for all $n \geq r \geq 1$.
Proof. Substituting $e=2$ in Proposition 3.12 gives us $\square \backsim$

$$
\eta_{\nu}^{(r)} \equiv 0\left(\bmod p^{X\left(r-\left[\frac{\nu}{p^{2}}\right]\right)}\right)
$$

for all $\nu \geq 0$. Thus since $\left[\nu / p^{2}\right] \leq e_{p}(\nu!)$,

$$
\eta_{\nu}^{(r)} \equiv 0\left(\bmod p^{X\left(r-e_{p}(\nu!)\right)}\right)
$$

for all $\nu \geq 0$. The corollary clearly follows from Proposition 3.3 and Proposition 3.6.

Now, we are ready to state the main theorem whose proof is straightforward from Corollary 3.9 and Corollary 3.13.

Theorem 3.14. Let $\Omega_{p}$ and $f$ be defined as above. Then, for $n \geq r \geq 1$,

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} c_{p}^{r-s} c_{n+s(p-1)} \equiv 0\left(\bmod p^{r}\right)
$$

if and only if

$$
\eta_{\nu}^{(1)} \equiv 0(\bmod p) \text { for all } \nu<p^{2}
$$

Finally, we end up with an example of using Theorem 3.14.

Example 3.15. Let $f(x)=\tan x$. Obviously, the Taylor expansion of $f$ about $x=0$ satisfies the hypothesis. Observe that

$$
\begin{aligned}
& f^{\prime}(x)=\sec ^{2} x \\
& f^{\prime \prime}(x)=2 \sec ^{2} x \tan x \\
& f^{\prime \prime \prime}(x)=2 \sec ^{4} x+4 \tan ^{2} x \sec ^{2} x .
\end{aligned}
$$

Then


By Theorem 3.14, the sequence $f(0), f^{\prime}(0), f^{\prime \prime}(0), \ldots$ satisfies the congruence of the form 6) $\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} f^{(p)}(0)^{r-s} f^{(n+s(p-1))}(0) \equiv 0\left(\bmod p^{r}\right) 6 ?$ where $n \geq r \geq 1$.

## CHAPTER IV

## Weak Kummer's congruences of a second kind

We are led to the last type of Kummer's congruence of the form

$$
\begin{equation*}
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} a_{p}^{r-s} a_{n+s p} \equiv 0\left(\bmod p^{r}\right) \tag{4.1}
\end{equation*}
$$

with some additional conditions for $n$ and $r$, where $\left(a_{n}\right)$ is a sequence in a given setting. It is apparent that the constant sequence $a_{n}=1$ is one of trivial examples. Moreover, it is valid for all $n, r \geq 0$.

In this chapter, our interest slightly changes to the congruence of the form

$$
\begin{equation*}
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} a_{p}^{r-s} a_{n+s p} \equiv 0\left(\bmod p^{r_{1}}\right) \tag{4.2}
\end{equation*}
$$

where $n, r \geq 0$ and $r_{1}=\left[\frac{r+1}{2}\right]$, having been studied by Carlitz and Stevens, see [5] and [9], respectively. The congruence (4.2) is sometimes said to be a weak Kummer's congruence of a second kind as in [9]. Difference equations and a beautiful technique are here presented.

### 4.1 Difference equations

Consider the difference equation

$$
\begin{equation*}
\rho \mid 9 \rho_{u_{n+1}^{(k)}}^{(k)}=a_{0}(n) u_{n}^{(k)}+a_{1}(n) u_{n-1}^{(k)}+\cdots+a_{k}(n) u_{n-k}^{(k)} \sigma \tag{4.3}
\end{equation*}
$$

of order $k+1$, where $a_{j}(n) \in \mathbb{Z}[n]$ for $j \geq 0\left(a_{j}(n)\right.$ may be added by some additional indeterminates). In addition, we assume that

$$
\begin{equation*}
u_{0}^{(k)}=1 \text { and } a_{j}(s)=0 \quad(s=0,1, \ldots, j-1 ; j=1,2, \ldots, k) \tag{4.4}
\end{equation*}
$$

One property we can show is that $u_{n}$ satisfies

$$
u_{n} u_{m}^{t}-u_{n+t m} \equiv 0(\bmod m)
$$

for all $n \geq 0, m \geq 1$ and $t \geq 1$. It seems natural to ask for the generalization. More precisely, we need to show that

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} u_{m}^{t(r-s)} u_{n+s t m} \equiv 0\left(\bmod m^{r_{1}}\right)
$$

where $n \geq 0, r \geq 0, t \geq 1, m \geq 1$ and $r_{1}=\left[\frac{r+1}{2}\right]$. In order to show this, we replace (4.3) by

$$
\begin{equation*}
u_{n+1}^{(k)}(x)=\left(x+a_{0}(n)\right) u_{n}^{(k)}(x)+\sum_{j=1}^{k} a_{j}(n) u_{n-j}^{(k)}(x) \tag{4.5}
\end{equation*}
$$

where $a_{j}(n) \in \mathbb{Z}[n]$ for $j \geq 0$. In addition, we assume that

$$
\begin{equation*}
u_{0}^{(k)}(x)=1 \text { and } a_{j}(s)=0 \quad(s=0,1, \ldots, j-1 ; j=1,2, \ldots, k) . \tag{4.6}
\end{equation*}
$$

It is easily seen that $u_{n}^{(k)}(x)$ are monic polynomials in $x$ of degree $n$ and $u_{n}^{(k)}(0)=$ $u_{n}^{(k)}$ for $n \geq 0$.

From now on, we let $u_{n}^{(k)}(x)=u_{n}(x)$ for convenience. Our task now is to show that

$$
\begin{equation*}
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} u_{m}(x)^{t(r-s)} u_{n+s t m}(x) \equiv 0\left(\bmod m^{r_{1}}\right) \tag{4.7}
\end{equation*}
$$

where $n \geq 0, r \geq 0, t \geq 1, m \geq 1$ and $r_{1}=\left[\frac{r+1}{2}\right]$, but first we need some lemmas and have to deal with a number of identities.

Lemma 4.1. Let $u_{n}(x)$ be a sequence satisfying (4.5) and (4.6). Then

$$
9919 / \curvearrowleft u_{n+m}(x) \equiv u_{n}(x) u_{m}(x)(\bmod m) \rrbracket \cong
$$

for all $n \geq 0$ and $m \geq 1$.
Proof. We induct on $n$. It is obvious for $n=0$. Suppose now that this lemma
holds up to the value $n$. Then

$$
\begin{aligned}
u_{n+m+1}(x) & =\left(x+a_{0}(n+m)\right) u_{n+m}(x)+\sum_{j=1}^{k} a_{j}(n+m) u_{n+m-j}(x) \\
& \equiv\left(x+a_{0}(n)\right) u_{n+m}(x)+\sum_{j=1}^{k} a_{j}(n) u_{n+m-j}(x) \\
& \equiv\left(x+a_{0}(n)\right) u_{n}(x) u_{m}(x)+\sum_{j=1}^{k} a_{j}(n) u_{n-j}(x) u_{m}(x) \\
& \equiv\left(\left(x+a_{0}(n)\right) u_{n}(x)+\sum_{j=1}^{k} a_{j}(n) u_{n-j}(x)\right) u_{m}(x) \\
& \equiv u_{n+1}(x) u_{m}(x)(\bmod m)
\end{aligned}
$$

by the induction hypothesis.

Corollary 4.2. Let $u_{n}(x)$ be a sequence satisfying (4.5) and (4.6). Then

$$
u_{n+t m}(x) \equiv u_{n}(x) u_{t m}(x) \equiv u_{n}(x) u_{m}^{t}(x)(\bmod m)
$$

for all $n \geq 0, m \geq 1$ and $t \geq 1$.
Lemma 4.3. Let $v_{s}(x)$ be monic polynomials of degree $s$ with integral coefficients and $m \geq 1$. If there are integers $A_{0}, A_{1}, \ldots, A_{n}$ such that

$$
\begin{equation*}
\sum_{s=0}^{n} A_{s} v_{s}(x) \equiv 0(\bmod m) \tag{4.8}
\end{equation*}
$$

then
for all $0 \leq s \leq n$.
Proof. First, we write

$$
\left.26 v_{s}(x)=\sum_{j=0}^{s} a_{s, j} x^{j} d 9 ? \cap\right)
$$

where $a_{s, s}=1$ and $0 \leq s \leq n$. Since

$$
\sum_{s=0}^{n} A_{s} v_{s}(x)=\sum_{s=0}^{n} A_{s} \sum_{j=0}^{s} a_{s, j} x^{j}=\sum_{j=0}^{n} x^{j} \sum_{s=j}^{n} A_{s} a_{s, j}
$$

and (4.8), we get

$$
\sum_{s=j}^{n} A_{s} a_{s, j} \equiv 0(\bmod m)
$$

for $0 \leq j \leq n$. From the fact that $a_{s, s}=1$ for $0 \leq s \leq n$, the lemma follows by substituting $j$ from $n$ to 0 .

By the equation (4.5),

$$
x u_{n}(x)=u_{n+1}(x)-\sum_{j=0}^{k} a_{j}(n) u_{n-j}(x)
$$

and hence

$$
x^{s} u_{n}(x)=\sum_{j=-k s}^{s} A_{n, j}(n) u_{n+j}(x),
$$

by induction on $n$, where $A_{n, j}(n) \in \mathbb{Z}[n]$ for $s, n=0,1,2, \ldots$ and in the summation we may assume that $j \geq n$. It follows that

$$
u_{n}(x) u_{m}^{t}(x)=\sum_{j=-k t m}^{t m} B_{j}(n) u_{n+j}(x)
$$

where $B_{j}(n) \in \mathbb{Z}[n]$. Since both sides of the previous equation are polynomials of degree $n+t m$ and the left side is monic, $B_{t m}(n)=1$, so

$$
\begin{equation*}
u_{n}(x) u_{m}^{t}(x)-u_{n+t m}(x)=\sum_{j=-k t m}^{t m-1} B_{j}(n) u_{n+j}(x) . \tag{4.9}
\end{equation*}
$$

By Corollary 4.2, we get
and thus

for $-k t m \leq j \leq t m-1$, by Lemma 4.3.

### 4.2 Operators $\Delta$ and $\delta$

Now, for fixed integers $m, t$, we define the operator $\Delta$ by

$$
\begin{equation*}
\Delta \varphi_{n}=u_{m}^{t}(x) \varphi_{n}-\varphi_{n+t m}, \tag{4.11}
\end{equation*}
$$

and more generally,

$$
\begin{equation*}
\Delta^{r} \varphi_{n}=u_{m}^{t}(x) \Delta^{r-1} \varphi_{n}-\Delta^{r-1} \varphi_{n+t m} \tag{4.12}
\end{equation*}
$$

where $r \geq 1$ and $\varphi_{n}$ is an arbitrary function of $n$. By induction on $r$, (4.11) and (4.12) imply

$$
\begin{equation*}
\Delta^{r} \varphi_{n}=\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} u_{m}^{t(r-s)}(x) \varphi_{n+s t m} \tag{4.13}
\end{equation*}
$$

Applying $\Delta^{r-1}$ to equation (4.9), we obtain

$$
\begin{equation*}
\Delta^{r} u_{n}(x)=\sum_{j=-k t m}^{t m-1} \Delta^{r-1}\left\{B_{j}(n) u_{n+j}(x)\right\} . \tag{4.14}
\end{equation*}
$$

Define the operator $\delta$ by

$$
\delta^{r} \varphi_{n}=\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} \varphi_{n+s t m}
$$

where $m$ and $t$ are fixed. It is clearly equivalent to

$$
\varphi_{n+r t m}=\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} \delta^{s} \varphi_{n}
$$

Then, the equation (4.6) becomes

$$
\begin{aligned}
& \Delta^{r} u_{n}(x) \\
& =\sum_{j=-k t m}^{t m-1} \sum_{s=0}^{r-1}(-1)^{s}\binom{r-1}{s} u_{m}^{t(r-1-s)}(x) u_{n+j+s t m}(x) B_{j}(n+s t m) \\
& =\sum_{j=-k t m}^{t m-1} \sum_{s=0}^{r-1}(-1)^{s}\binom{r-1}{s} u_{m}^{t(r-1-s)}(x) u_{n+j+s t m}(x) \sum_{i=0}^{s}(-1)^{i}\binom{s}{i} \delta^{i} B_{j}(n) \\
& =\sum_{j=-k t m}^{t m-1} \sum_{i=0}^{r-1}(-1)^{i} \delta^{i} B_{j}(n) \sum_{s=i}^{r-1}(-1)^{s}\binom{r-1}{s}\binom{s}{i} u_{m}^{t(r-1-s)}(x) u_{n+j+s t m}(x) \\
& =\sum_{j=-k t m}^{t m-1} \sum_{i=0}^{r-1}(-1)^{i}\binom{r-1}{i} \delta^{i} B_{j}(n) \sum_{s=i}^{r-1}(-1)^{s}\binom{r-1-i}{s-i} u_{m}^{t(r-1-s)}(x) u_{n+j+s t m}(x)
\end{aligned}
$$

$$
\begin{align*}
& =\sum_{j=-k t m}^{t m-1} \sum_{i=0}^{r-1}\binom{r-1}{i} \delta^{i} B_{j}(n) \sum_{s=0}^{r-1-i}(-1)^{s}\binom{r-1-i}{s} u_{m}^{t(r-1-i-s)}(x) u_{n+j+i t m+s t m}(x) \\
& =\sum_{j=-k t m}^{t m-1} \sum_{i=0}^{r-1}\binom{r-1}{i} \delta^{i} B_{j}(n) \Delta^{r-1-i} u_{n+j+i t m}(x) \tag{4.15}
\end{align*}
$$

Lemma 4.4. Let $f(n) \in \mathbb{Z}[n]$ and $r \geq 0$. Then

$$
\delta^{r} f(n) \equiv 0\left(\bmod m^{r}\right)
$$

Proof. It suffices to show for the case of $f(n)=n^{i}$. To see this, we use induction on $r$. For $r=1$, we have

$$
\delta\left(n^{i}\right)=n^{i}-(n+t m)^{i} \equiv 0(\bmod m) .
$$

Now suppose that the lemma holds for the value $r$ and we want to show for $r+1$.
Note that

$$
\begin{aligned}
\delta^{r+1}\left(n^{i}\right) & =\sum_{s=0}^{r+1}(-1)^{s}\binom{r+1}{s}(n+s t m)^{i} \\
& =n^{i}+(-1)^{r+1}(n+(r+1) t m)^{i}+\sum_{s=1}^{r}(-1)^{s}\left(\binom{r}{s}+\binom{r}{s-1}\right)(n+s t m)^{i} \\
& =\sum_{s=0}^{r}(-1)^{s}\binom{r}{s}(n+s t m)^{i}+\sum_{s=0}^{r}(-1)^{s+1}\binom{r}{s}(n+(s+1) t m)^{i} \\
& =\sum_{s=0}^{r}(-1)^{s}\binom{r}{s}\left((n+s t m)^{i}-(n+s t m+t m)^{i}\right) \\
& =-\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} \sum_{j=1}^{i}\binom{i}{j}(n+s t m)^{i-j} t^{j} m^{j} \\
\text { (9) } & =-\sum_{j=1}^{i}\binom{i}{j} t^{j} m^{j} \sum_{s=0}^{r}(-1)^{s}\binom{r}{s}(n+s t m)^{i-j} .
\end{aligned}
$$

The induction hypothesis tells us that

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s}(n+s t m)^{i-j} \equiv 0\left(\bmod m^{r}\right)
$$

This immediately implies the induction step and thus the lemma.

Now, we are ready to establish the main theorem.

### 4.3 Main theorem

Theorem 4.5. Let $u_{n}(x)$ be a sequence satisfying (4.5) and (4.6). Then

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} u_{m}^{t(r-s)}(x) u_{n+s t m}(x) \equiv 0\left(\bmod m^{r_{1}}\right)
$$

for $n \geq 0, r \geq 0, t \geq 1, m \geq 1$ and $r_{1}=\left[\frac{r+1}{2}\right]$.
Proof. We will prove that

$$
\begin{equation*}
\Delta^{r} u_{n}(x) \equiv 0\left(\bmod m^{r_{1}}\right) \quad(r \geq 1, n \geq 0) \tag{4.16}
\end{equation*}
$$

by induction on $r$. If $r=1$, we have $r_{1}=1$ and hence, by Corollary 4.2,

$$
\Delta u_{n}(x)=u_{m}^{t}(x) u_{n}(x)-u_{n+t m}(x) \equiv 0(\bmod m)
$$

for $n \geq 0$. Suppose now that (4.16) holds up to $r-1$ for all $n \geq 0$. Consider the equation (4.15), if we view $B_{j}(n)$ as a polynomial in $n$, then Lemma 4.4 implies

$$
\begin{equation*}
\delta^{i} B_{j}(n) \equiv 0\left(\bmod m^{i}\right) \tag{4.17}
\end{equation*}
$$

Next, we use equation (4.15) and set

$$
A_{i}=\delta^{i} B_{j}(n) \Delta^{r-1-i} u_{n+j+i t m}(x)
$$

where $0 \leq i \leq r-1$. From the equations (4.10), (4.17) and the induction hypothesis, we obtain

$$
A_{0}=B_{j}(n) \Delta^{r-1} u_{n+j}(x) \equiv 0\left(\bmod m^{1+\left[\frac{r}{2}\right]}\right)
$$

and


$$
A_{i} \equiv 0\left(\bmod m^{i+\left[\frac{r-i}{2}\right]}\right)
$$

where $(1 \leq i \leq r-2)$. It is easily verified that $1+\left[\frac{r}{2}\right], i+\left[\frac{r-i}{2}\right]$ and $r-1$ are greater than $r_{1}=\left[\frac{r+1}{2}\right]$ and thus

$$
A_{i} \equiv 0\left(\bmod m^{r_{1}}\right)
$$

where $0 \leq i \leq r-1$. This completes the theorem.

Corollary 4.6. Let $u_{n}$ be a sequence satisfying (4.3) and (4.4). Then

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} u_{m}^{t(r-s)} u_{n+s t m} \equiv 0\left(\bmod m^{r_{1}}\right)
$$

for $n \geq 0, r \geq 0, t \geq 1, m \geq 1$ and $r_{1}=\left[\frac{r+1}{2}\right]$.
Proof. It follows from the fact that $u_{n}(0)=u_{n}$ for all $n \geq 0$.
Example 4.7. The Hermite polynomial $H_{n}(x), n \geq 0$, is defined by

$$
e^{2 x t-t^{2}}=\sum_{n=0}^{\infty} H_{n}(x) \frac{t^{n}}{n!} \quad\left(H_{0}(x)=1\right)
$$

Differentiating with respect to $t$ on both sides of the above equation easily yields the difference equation

$$
H_{n+1}(x)=2 x H_{n}(x)-2 n H_{n-1}(x) .
$$

By Corollary 4.6, we obtain

$$
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} H_{m}^{t(r-s)}(x) H_{n+s t m}(x) \equiv 0\left(\bmod m^{r_{1}}\right)
$$

for $n \geq 0, r \geq 0, t \geq 1, m \geq 1$.
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## CHAPTER V

## Relationships among three types of Kummer's congruences

In the previous three chapters, we have mentioned each type of Kummer's congruence as well as each used technique, basically, starting with a nice setup and an appropriate operator. However, they are quite unique. Another interesting aspect is to investigate some relationships among them.

### 5.1 The zeroth and the first kinds

As seen in Definition 1.1, we are not restricted by the conditions of parameters $n$ and $r$. However, a Kummer's congruence of a zeroth kind of the form

$$
\begin{equation*}
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} a_{n+s(p-1)} \equiv 0\left(\bmod p^{r}\right) \tag{5.1}
\end{equation*}
$$

and a Kummer's congruence of a first kind of the form

$$
\begin{equation*}
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} a_{p}^{r-s} a_{n+s(p-1)} \equiv 0\left(\bmod p^{r}\right) \tag{5.2}
\end{equation*}
$$

where $\left(a_{n}\right)$ is a sequence in $R$ and $n \geq r \geq 1$, have often appeared in several papers, see [4], [8] and [9].

A little fact regarding both of them is given below.
Proposition 5.1. Let $\left(a_{n}\right)$ be a sequence in $R$ and $a_{p} \equiv 1(\bmod p)$. If $\left(a_{n}\right)$ satisfies the congruence (5.1), then $\left(a_{n}\right)$ also satisfies the congruence (5.2). Moreover, the converse is true.

Proof. We first show that the congruence (5.1) implies the congruence (5.2). Suppose the congruence (5.1) holds for all $n \geq r \geq 1$. By the assumption, we have
$a_{p}=1+k p$ for some $k \in R$. Hence, for each $n \geq r \geq 1$,

$$
\begin{aligned}
\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} a_{p}^{r-s} a_{n+s p} & =\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} a_{n+s p}(1+k p)^{r-s} \\
& =\sum_{s=0}^{r}(-1)^{s}\binom{r}{s} a_{n+s p} \sum_{j=0}^{r-s}\binom{r-s}{j} k^{j} p^{j} \\
& =\sum_{j=0}^{r}\binom{r}{j} k^{j} p^{j} \sum_{s=0}^{r-j}(-1)^{s}\binom{r-j}{r-s-j} a_{n+s p}
\end{aligned}
$$

But

$$
\sum_{s=0}^{r-j}(-1)^{s}\binom{r-j}{r-s-j} a_{n+s p}=\sum_{s=0}^{r-j}(-1)^{s}\binom{r-j}{s} a_{n+s p} \equiv 0\left(\bmod p^{r-j}\right)
$$

The converse implication can be proved in a similar way.

### 5.2 The zeroth and the second kinds

Let $\beta_{1}, \beta_{2}, \ldots$ be a sequence with $\beta_{1}=1$ satisfying, for $r \geq 2$,

$$
\begin{aligned}
\beta_{r}+\sum_{j=2}^{r} f_{j-1}(r) & \frac{p^{j-1}}{j!} \beta_{r+1-j} \\
& +\sum_{j=1}^{r} g_{j-1}(r) \frac{p^{j-1}}{j!} \sum_{s=1}^{S} c_{s, j} a_{s}^{r-j}+\sum_{j=2}^{r} h_{j-2}(r) \frac{p^{j-2}}{j!}+d \frac{p^{r}}{(r+1) r}=0
\end{aligned}
$$

where $k$ is fixed, $f_{j-1}(r) \in \mathbb{Z}[r]$ have degree $\leq j-1$ with $f_{j-1}(r) \equiv 0(\bmod j!)$ for $2 \leq j \leq k, f_{j-1}(r)=0$ for $j>k, g_{j-1}(r)=h_{j-2}(r)=0$ for $j \geq 2, g_{0}(r)=0$ and $d=0$. This reduces to

$$
\begin{equation*}
\beta_{r}+\sum_{j=2}^{r} f_{j-1}(r) \frac{p^{j-1}}{j!} \beta_{r+1-j}=0 \tag{5.3}
\end{equation*}
$$

where $f_{j-1}(r) \in \mathbb{Z}[r]$ have degree $\leq j-1$ with $f_{j-1}(r) \equiv 0(\bmod j!)$ for $2 \leq j \leq k$, $f_{j-1}(r)=0$ for $j>k$.

We have already known from Theorem 2.5 that the sequence $\left(\beta_{r}\right)$ satisfies the congruence

$$
\sum_{t=0}^{n}(-1)^{n-t}\binom{n}{t} \beta_{k+(i+t)(p-1)} \equiv 0\left(\bmod p^{n}\right)
$$

where $n \leq p-3, k>n \geq 1$ and $i \geq 0$.
The following proposition reveals another view of $\beta_{r}$.

Proposition 5.2. Let $\beta_{r}$ be defined in (5.3) and $u_{1}, u_{2}, \ldots$ a sequence satisfying the difference equation

$$
\begin{equation*}
u_{r+1}=a_{1}(r) u_{r}+a_{2}(r) u_{r-1}+\cdots+a_{k-1}(r) u_{r-k+2} \quad(r \geq 1) \tag{5.4}
\end{equation*}
$$

of order $k-1$, where $a_{j}(r)=-f_{j}(r) \frac{p^{j}}{(j+1)!}$ for $1 \leq j \leq k-1$. If we assume that

$$
\begin{equation*}
u_{1}=1 \text { and } f_{j}(s)=0 \quad(s=1,2, \ldots, j-1 ; j=2,3, \ldots, k-1), \tag{5.5}
\end{equation*}
$$

then $u_{r}=\beta_{r}$ for all $r \geq 1$.
Proof. It suffices to verify that $u_{r}=\beta_{r}$ for all $1 \leq r \leq k-1$. Obviously, $u_{1}=\beta_{1}$. Now, let $r \geq 2$ and suppose that $u_{i}=\beta_{i}$ for $1 \leq i \leq r-1<k-1$. To show $u_{r}=\beta_{r}$, we observe that, by (5.5),

$$
\begin{aligned}
u_{r} & =a_{1}(r-1) u_{r-1}+a_{2}(r-1) u_{r-2}+\cdots+a_{r-1}(r-1) u_{1} \\
& =-f_{1}(r-1) \frac{p}{2!} u_{r-1}-f_{2}(r-1) \frac{p^{2}}{3!} u_{r-2}-\cdots-f_{r-1}(r-1) \frac{p^{r-1}}{r!} u_{1} \\
& =-\sum_{j=2}^{r} f_{j-1}(r-1) \frac{p^{j-1}}{j!} u_{r+1-j} .
\end{aligned}
$$

The induction hypothesis yields $u_{r+1-j}=\beta_{r+1-j}$ for all $2 \leq j \leq r$. Thus

$$
u_{r}=-\sum_{j=2}^{r} f_{j-1}(r-1) \frac{p^{j-1}}{j!} \beta_{r+1-j}=\beta_{r}
$$

Corollary 5.3. The sequence $\beta_{r}$ defined in (5.3) satisfies the congruence of the form

where $n \geq 0, r \geq 0, t \geq 1, m \geq 1$ and $r_{1}=\left[\frac{r+1}{2}\right]$.
Proof. The previous proposition tells us that $\beta_{r}$ satisfies equations (4.3) and (4.4) mentioned in Chapter IV.
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