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Traveling by air has become popular in society nowadays. The grid of flight routes

covers widely all over world. Satellite communication link is the unique medium for flights

when they pass over remote area outside of ground stations’ coverage area. Applying ad

hoc network to bypass high cost and long delay satellite links is a topic that is attracting

many research. High mobility, sparse space distribution, and long communication distance

are challenges in order for aviation ad hoc network (AANET) to become true. Network con-

nectivity and communication reliability are targets of this dissertation. At first, connectivity

analytical model of a general one-dimensional ad hoc network was derived. Then it was ap-

plied to present exactly the dependence of connectedness probability on system parameters

of AANET on a flight path. This model can be used in network design, and to evaluate net-

work connectivity in various conditions. The effect of connectivity on network performance

was analyzed and formulated. Employing AANET characteristic that aircraft in vicinity can

know position and velocity of each other, novel link longevity based routing mechanisms

were proposed to improve network communication reliability. In study new routing mech-

anisms, we derived a new link longevity estimation model that can be applied flexibly in

reality without neighbors’ transmission range knowledge. Network performance can be im-

proved by the proper value of the threshold signal to inference and noise ratio parameter of

this model. We obtained the expected routing performance from the experiment of AANET

within distance of 1000Nm between the ground station and aircraft.
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CHAPTER I

INTRODUCTION

1.1 Motivation

Aviation is an advanced industry nowadays. In aviation, communications take an im-

portant role. Air traffic control services must rely on communication. Airline operators

need communication to contact with their flight cruise. There are potential applications that

aircraft need to communicate to each other. Passengers on flight also want to use communi-

cation services such as on-flight Internet.

Todays, the grid of international flight routes has covered entire global, so the widely

covering global of communication infrastructure is needed. In area where ground facilities

are not able or difficult to be setup such as oceans, poles and desert, satellite link is the

main communication medium. Satellite communication has disadvantage of high cost and

long delay. Researchers are interested in bringing mobile ad hoc network (MANET), an

emerging technologies, to be applied in future aviation network as a new communication

medium for aircraft in remote area.

MANET is a peer to peer communication network that is self organized by mobile

nodes without relying on an available infrastructure. Network members communicate with

each other based on other intermediate member nodes. A node in MANET takes two roles

as user and router. It can exchange own data to others, or be a router to relay data for other

nodes. Aviation ad hoc network (AANET) is a term used to indicate MANET applications

in aviation. Aircraft are mobile nodes of AANET. The benefit of AANET is to expand

communication scale longer than limit of a single transmission range. It can supplement

additional bandwidth with lower cost and shorter delay to the limit satellite link bandwidth.

There are still challenges for AANET to be deployed in reality. Dynamic AANET

topology as a result of node mobility causes links intermittent among nodes. It effects

severely on network performances. Significant packet lost can happen on unstable routes,

which are constructed from intermittent links. Node mobility cannot guarantee network al-
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ways being connected. When network is partitioned, the communication between nodes on

different parts are disable. Some work considered this network connectivity problem. [1]

claimed that with long transmission range of aircraft enabled more than 600Km and node

density of 7.6 × 10−5 as nowadays, AANET is feasible to be established. On investiga-

tion of AANET over the North Atlantic flight corridor, [2] showed that event transmission

range expanding up to 300 Nm cannot guarantee every time that connections from aircraft

to ground stations are established. [3] solves connectivity problem by let relaying aircraft

hold transit packets when it has not yet found next node to forward packets within a certain

allowing time. Many work rely on backup system as satellite links to improve connectivity

for AANET. There has not been yet any research analyzing network connectivity for the

relationship of network connectedness probability with various network conditions. Net-

work connectivity is only considered as necessary condition, but the effect of connectivity

condition to network performance is not carefully investigated. With the dynamic topology

network as AANET, it is necessary to have a method to evaluate network connectivity in

network design or determining the network applicability.

From these issues, this dissertation studied connectivity analysis modeling for AANET

and the effect of connectivity conditions on network performances. Then, we studied the ap-

plication of new routing mechanisms to improve communication reliability based on AANET.

1.2 Objective

The objective of this dissertation is to develop a connectivity analysis modeling of

AANET which lead to being able to identify and discuss the effect of connectivity condition

on network performance. From that, routing mechanisms are then proposed to improve

network reliability.

1.3 Scope

The network model investigated is ad hoc based communication between aircraft and

the ground station. Connectivity analysis model of AANET on a single flight path is devel-

oped. In this model, the relationship among connectedness probability and related connec-

tivity system parameters is expressed in explicit formula. Then the impact of connectivity

conditions on network performance is analyzed. From analysis results, new routing mecha-
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nism is developed for reliable communication routes between aircraft and the ground station.

Network members are civil aircraft that are stable at altitude and velocities. Distri-

bution of aircraft on flight path as well as in area is assumed to be modeled by Poisson

distribution process. All aircraft are equipped ADS-B, a kind of surveillance system in avi-

ation based on Global positioning system (GPS) that allows aircraft in vicinity to know the

presence of each other. Ad hoc networking among aircraft is established based on aircraft

omnidirectional transmission range.

1.4 Literature Review

1.4.1 Aviation ad hoc networks

If AANET is implemented, it can be applied in many aviation applications, from air

traffic management (ATM) to in-flight internet. A multi-hop broadcasting system has been

proposed in [4] to extend aircraft surveillance area. In this system, an aircraft not only broad-

casts its own state information, but also rebroadcast state information of other aircraft. This

system help enhance situation awareness and safety of flights. In [3], Tu et.al. proposed a

relay system that remote aircraft on oceanic routes base on intermediate aircraft to transmit

data to the ground station. Another application of multi-hop ad hoc networking proposed

in [1] was for aircraft to share data and internet access among each other. It helps save ac-

cess internet time and decrease satellite traffic load. According to [5] and other related work

about AANET, the purpose of ad hoc networking is to save high cost on satellite communica-

tion and respond to future demand of aviation communication. [5] presented a new aviation

network architecture in which MANET acts as the glue between innovative data link tech-

nologies such as Outer Optical Links (OOL) and Ka-band air to air communication that can

offer high rate data link for long communication range.

1.4.2 Connectivity

Network connectedness is a necessary condition for ad hoc networking to be estab-

lished. In [4], the authors investigated the size of clusters that is created by connected air-

craft. This work studied pure network connectivity based on node density and transmission

range without considering network performance.

In a research of AANET in United States’ sky in which average aircraft density of 7.6×
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10−5aircraft/km2 can offer closely 100% probability of at least 2 up to a dozen aircraft

within range, Sakhee et.al. in [1] claimed AANET is feasible to be established. Considering

intermittent links issues between nodes, their proposed routing protocol setup and maintain

routes based on stability indicators. Two kinds of indicators that they used to identify link

stability is link longevity and the doppler frequency of received signal. Link longevity is

computed based on the knowledge of relative positions, velocities and transmission range of

neighboring aircraft. The pre-known transmission range is impractical as it is affected by

many variant elements such as noise and interference. Link quality is also not considered, so

the effect of network connectivity on network performances cannot be reflected precisely.

AANET connectivity in densely populated aircraft area as in Europe ( [6]) and low

density aircraft area as North Atlantic Corridor ( [2]) were studied via simulation. Network

connectivity is evaluated based on the ratio of the number of connected aircraft to the ground

station to the total number of aircraft. Transmission ranges as long as 100 NM and 300 NM

is assessed to be sufficient for aircraft in high and low density area, respectively, to connect

with the ground station most of day time. However, network connectivity is still low at night

because at that time, there are only few aircraft. From the results of research, the average link

longevity between aircraft on flight can take tens of minutes long. Link between nodes is

assumed ideal, so it cannot also reflect the effect of connectivity on performances of network.

The connectivity of AANET in different flight level in the same flight path is analyzed

in [7]. The result showed that the isolated probability of aircraft does not depend on flight

level when transmission range is long. Therefore, AANET can be considered as one di-

mension when it is established over aircraft along flight path, or two dimension for aircraft

distributed over area.

Through literature review, there has not yet any work modeling the dependence of

network connectedness probability on related connectivity parameters under explicit for-

mula. Connectivity analysis models of general ad hoc network for one dimension and two

dimension were investigated in many work. However, the connectivity analysis models for

two-dimensional network until now as proposed in [8], [9], [10], [11], [12] and [13] can only

present approximately the dependence of connectedness probability on system parameters of

network. The work on one dimensional network such as [14], [15], [16], [17], [18], [19], [20]

only model network connectivity with the constant number of nodes, so AANET with the

variant number of nodes cannot be applied. [21] analyzed network connectivity based on
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node density, in which fixed and mobile nodes distribute along a flight path together. In this

connectivity analysis model, connectedness of a mobile node with at least one of the fixed

nodes is demonstrated. The model proposed in [22] can model the one dimensional network

connectedness probability on node density, transmission range, and distance in closed for-

mula. However the accuracy of method to obtain the solution need to be more considered.

The result is the solution of the first order linear delay differential equation with the initial

condition of distance in which connectedness probability is 1 within the interval [0,R] as the

transmission range. The limit of this method is the discontinuousness of the initial condition

at the transmission range border. This is the weakness that author also admitted. Consider-

ing the effect of aircraft mobility on network connectedness, [23] and [24] investigated the

similar mobility model but for free flow traffic of vehicle on highways. Nevertheless, they

could not produce an explicit connectedness probability expression. In this work, we studied

connectivity analytical modeling of AANET along a flight path. We also analyze the effect

of connectivity conditions on network performance.

1.4.3 Routing protocol

After network is connected, a routing protocol takes an important role to network per-

formances. Most of the existing routing protocols proposed for AANET employ positions

and velocities knowledge from ADS-B, which is a surveillance application in Air Traffic

Management (ATM) system.

The routing protocols proposed in [25] is the integration of Greedy Perimeter Stateless

Routing (GPSR) and ADS-B. GPSR is a routing protocol that the current node bases on its

relative positions to neighboring nodes as well as the destination to select the next forwarding

packet node.This routing protocol offers high network performance in high node density

condition as probability is high to find the next node while it does not require overhead for

route establishment and maintenance. However, in low node density condition, packets are

easy to be forwarded to a node that cannot find the better node to continue to forward packets.

This problem can cause packet lost or take long delay for route discovery. Similarly, [2] also

proposed position-based greedy forwarding for packets between aircraft and ground stations.

This technique is pure greedy forwarding without route recovery when packet is forwarded

to the node that cannot find better forwarding node. It leads to packet drop even though

there may exist connection between the source aircraft and the ground station. This method
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is also proposed by Ha et. al. in [3] to apply AANET in relaying system to deliver packets

from aircraft to the ground station on oceanic routes. To solve the connectivity problem, this

routing mechanism lets aircraft hold packet for certain time when it cannot find any next

node that can forward packet to the ground station. The authors also considered link quality

for packet delivery success. Threshold SINR of received signal between nodes to each other

is used as a criteria for link establishment. Also considering link quality, threshold SNIR is

used in transmission range and link longevity estimation model in our work.

Beside position-based routing, proactive and reactive are two other typical routing ap-

proaches. For the proactive routing approach, each node maintains a table containing routes

to other member nodes. Conversely, routes in the reactive approach are only discovered on

demand . The proactive approach requires high routing overhead for route maintenance,

while the reactive approach consumes long delay for route establishment. [26] proposed Ad-

hoc Routing Protocol for Aeronautical Mobile Ad hoc Networks (ARPAM) as the hybrid of

these two approaches. ARPAM is the combination of Ad hoc On Demand Distance Vector

(AODV) and Topology Dissemination Based on Reverse-Path Forwarding (TBRPF). Routes

between aircraft are reactively established by AODV ( [27]). The important routes connect-

ing aircraft and ground stations is pro-actively maintained by TBRPF ( [28]).

Considering communication reliability over AANET, Ehssan Sakhaee et al. in [1]

proposed a new reactive routing protocol as multi-path doppler routing (MUDOR) that can

establish stable route based on doppler frequency shift of received signal. Another stabil-

ity indicator that authors considered is link longevity. Link formation characteristics were

thoroughly analyzed in [29]. The authors proposed Hello message broadcast scheme with

adaptive broadcast interval time reduce broadcast overhead while nodes can still catch up

with topology dynamic change. However, this technique requires delaying time for nodes

to acquire statistical link changing rate. The weakness of the existing link-longevity based

routing mechanisms is the pre-knowledge requirement of transmission range. Being im-

pacted by multi variant factors such as noise and interference, transmission range can vary

and different for different nodes.

Some protocol architectures for ANET were investigated in [30]. Two architectures

recommended are that MANET routing protocol resides at the IP layer and function as an

IP routing protocol, or at a separated layer between the IP layer and the data link layer.

The protocol architecture proposed in [5] can support multi transmission medium. It allows
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backup system to operate in parallel with AANET. The Advanced Link Management Algo-

rithm (ALMA) as proposed in [31] locate at a separated layer under IP layer and above data

link layer to handle data links for data transmission. Data link issues are out of the scope of

this work. We only consider data traffic handling on ad hoc networking.

For applications such as air traffic control services that the data traffic flows from

aircraft in network direct to the ground stations, when traffic increases over a certain level, the

ground stations or nodes in their around area quickly get congested. Network architectures

with multi-ground stations placed in different locations with the assistance of backup systems

are solution as proposed or investigated by many work such as [2], [5], [32] and [33] and [34].

These architectures cannot only mitigate congestion problem, but also improve connectivity

of network. [2] proposed ground station selection scheme based on route hop count from

aircraft to the ground station. This scheme is supplemented with packet delay criteria as

proposed in [34]. In this work, we focus on scalability of network with only one ground

station. It is a foundation for system design of multi-ground station network.

1.5 Background

1.5.1 AANET

AANET is a kind of MANET in which mobile nodes are aircraft. Communications

between aircraft, or between aircraft and ground stations can take place over direct link or

on connections constituted by links among intermediate nodes.

Although AANET is opportunistically established over high mobility aircraft, aircraft

when enroute are stable at altitude and velocity. The direction of aircraft is kept unchanged

along a flight path. Therefore, mobility modeling for enroute aircraft can be considered as

constant velocity and constant direction.

Aircraft flying in the same flight path can be in different levels. In vertical view, flights

can be overlapped regarding aviation law of minimum separation in horizon between aircraft.

Aircraft position distribution in snapshots along flight path can be seen as uniform random

distribution. The flight levels of enroute flights concentrate at altitude interval [8 − 11]Km.

The interval between level is 300m or 600m, which is much smaller than the transmission

range required at order of hundreds Nm for AANET to be enabled. Therefore, vertical

distance between aircraft can be ignored and AANET can be simplified as one dimensional
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network when it is considered along flight path or two dimensional when its node members

distribute randomly in area.

Transmission technology candidates for AANET as mentioned in [5] are high speed

directional data links as Ka band and free space optic (OOL), and omnidirectional data link as

VHF. The related issues to physical and data link layers are out of scope of this dissertation.

We only apply SINR metric of received signal and packet queuing time at MAC layer in our

proposed routing mechanisms with the assumption of under omnidirectional data link. The

signal propagation in aviation environment complies free space propagation model which is

described in [35] as:

Pr

Pt

=

[√
Glλ

4πd

]2

, (1.1)

where Pt and Pr, respectively, are transmitting and receiving signal powers. λ is the signal

wavelength.
√

Gl is the product of the transmitted and received antenna gains. d is the dis-

tance between the transmitting and the receiving nodes. As being experimented and analyzed

in [3], the free space model can be applied for the transmission distance up to 350 Nm. We

derived our longevity estimation model by employing this model.

In civil aviation, ADS-B is a surveillance system belonging to the Communications,

Navigation and Surveillance infrastructure of Air Traffic Management (CNS/ATM) system.

ADS-B aircraft use GPS to locate their position, then broadcast their status as an announce-

ment of their presence to neighboring ground stations and other aircraft. The operation

frequency of ADS-B is 1090MHz. We assume all aircraft are ADS-B-enabled. Therefore,

position and velocity of an aircraft are available to all ground stations and other aircraft

within its coverage.

1.5.2 Network connectivity

As AANET is created on mobile nodes as aircraft, partitioning and merging in alter-

nation is the coherent characteristic of this kind of networks. When network is partitioned,

nodes in different partitions cannot communicate to each other. The capability of a connec-

tion existing between two nodes depends on their distance, node density, transmission range

and is expressed as connectedness probability. A task of this work is to model precisely

this relationship of AANET on a flight path in explicit formulas. The derived model can be

used to evaluate network connectivity or to determine critical values of system parameters
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according to connectivity requirements of network.

The node concept used in this work is to indicate aircraft and ground stations. Air-

craft are mobile nodes and ground stations are static nodes. Being enroute, mobile nodes in

AANET have high velocities around [200 − 250]m/s. When two nodes are inside transmis-

sion range of each other, a direction link between them is established. Two nodes outside

transmission range of each other are connected if there exist between them a connection

made up from link of other intermediate nodes. As AANET is modeled as one dimen-

sional network on a flight path, the connectedness probability between two nodes is also

the connectedness probability of network among nodes between them. Therefore, this con-

nectedness probability depends on node density, transmission range, and their distance. The

connectedness distance is defined as the maximum distance between two nodes that their

connectedness probability is not lower than a requirement. The benefit of ad hoc networking

is expressed by the multiple of communication distance to a single transmission range. This

multiple coefficient is defined as extension factor of a network. The critical values of related

connectivity parameters such as node density, transmission range are the values needed to

be achieved in order for connectedness probability to satisfy requirement within the given

connectedness distance. High connectedness probability often requires high node density.

Unfortunately, high node density raises the contention in network, which in turn degrades

network performance.

In connectivity analysis, ideal transmission range is assumed to simplify the task. Ideal

transmission range is a concept to indicate an area around a node inside which other nodes

can received successfully packet transmitted from this node with probability equal to 1, and

probability is zero if they are outside this area. However, as in [36], successful packet recep-

tion depends on multi factors such as SINR, packet size, transmission rate and under data

link technology.

Another connectivity factor affecting network performance is the stability of the con-

nection. Low longevity connections frequently break down, rasing the number of dropped

packets.

In this work, after modeling network connectivity analysis, we present the formula

expressing the effect of connectivity to network performance. The conclusion from the dis-

cussion is the foundation to develop new routing techniques.
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Figure 1.1: Protocol layer for IP layer MANET.

Figure 1.2: Protocol layer for Sub-IP layer MANET.

1.5.3 Routing protocol

Routing protocol is a method to find, establish, and maintain route from sources to

destinations. In the protocol stack, routing protocol for AANET can locate at the IP layer

as in Fig.1.1 or at a separate layer as in Fig. 1.2 specifically for AANET. When residing at

the IP layer, the routing protocol only have the function to look for routes from this nodes to

others. Forwarding packet from sources to destinations is handled by the IP protocol. In the

second case, the routing protocol takes also responsibility of forwarding packets. Proactive,

reactive, and position-based are three typical routing approaches of ad hock networking. For

the proactive routing method, routes from a node to other nodes in the network is frequently

updated and maintained. Contrarily, routes are only established on transmission demand in

the case of the reactive routing approach. The position-based routing method heuristically

forward packet by relying on neighbor at strategic positions in relation with destinations. For

applications requiring persistent communications as between aircraft and the ground stations

in air traffic control, the proactive routing method is better than the others as it can serve

communications immediately without delay for searching routes.

Neighbor discovery, topology maintenance and route calculation are basic processes of

a proactive routing protocol. In the neighbor discovery process, nodes frequently broadcast
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Hello messages to enable neighbors to be aware of each other. Metrics used to evaluate link

quality between neighbors can be the received rate of Hello message broadcast or character-

istics of received signal such as signal strength and doppler frequency shift. For link state

maintenance based on Hello message broadcast rate, high broadcast rate is required. How-

ever, broadcast overhead rate has a significant effect on network performance. It occupies

data bandwidth, cause collision to data transmission, and consequently increase packet lost

probability.

Link longevity between nodes can be estimated if knowledge of positions, velocities

and transmission range of neighboring nodes are known by ones to others. A presentation of

estimated link longevity often used by the existing work such as [1] is as following .

T =
−(ab + cd) +

√
(a2 + c2)r2 − (ad − bc)2

a2 + c2
, (1.2)

in which,

a = vi cos θi − vi cos θj

b = xi − xj

c = vi sin θi − vi sin θj

d = yi − yj

i and j are node identifiers. (x(.), y(.)) and v(.) are position and velocity of a node (.).

r is the transmission range of each node.

In this work, we study the application of link longevity in Hello message broadcast to

reduce frequent broadcast rate.

Thanks to ADS-B applications, positions and velocities in AANET are available among

neighbor nodes. When applying link longevity, the existing proposed routing protocols often

suppose that transmission range has been known in advance. It is impractical and inflexi-

ble as transmission range is affected by multi variant elements. In this work, we proposed

a dynamic technique that a node estimates transmission range based on SINR of received

signal from a respective neighbor. The expression (1.2) limits the link longevity estimation

for only two dimension scenario. A new link longevity estimation model that we proposed

in this work is more general in three dimensional space.

In order to find routes to other nodes in network, a node needs knowledge of network

topology in overall. Topology maintenance is the process of topology information distri-

bution over network. The scheme of topology information propagation depends on routing
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protocols. For example, with TBRPF, each node locally broadcast the tree of route from itself

to other nodes in network. To reduce a great amount of broadcast information, interval time

of full tree broadcast is expanded and interleaved by smaller broadcast of topology chang-

ing. For OLSR, each nodes broadcast its local links states over network. To reduce message

flooding overhead, message rebroadcast is only taken by nodes in the set of Multi Point Re-

lays (MPRs). In the investigated model that only routes between aircraft and ground stations

need to be maintained, topology update overhead for all nodes in network is not essential.

The proposed routing protocol in [2] for this model only diffuses ground station information

over network. Aircraft unicast directly their information to their associated ground station.

However, this routing protocol is position-based, so nodes maintain positions of others in-

stead of routes.

Routes are calculated from topology knowledge. Shortest path is a traditional crite-

rion for route selection. The shortest path can reduce collision and packet delay caused by

multi-hop retransmission traffic. The route distance is measured from the route hop count.

Route stability is another index that is considered in route selection. Stable route can reduce

packet lost by route breaking. The route stability evaluation can be derived from the route’s

longevity, which is calculated as its constituted links’ minimum longevity. For applications

that cannot use link longevity, route stability can be indicated by the remaining time of route

expired threshold. In this work, we studied to apply link longevity knowledge in routing

mechanisms to improve reliability of network.

1.5.4 Simulation

The simulation is used to validate connectivity analysis model and evaluate the perfor-

mance of the investigated network. To validate connectivity analysis, we use MATLAB to

develop the network simulation. This simulation only consider pure network connectivity.

When two nodes are in transmission range of each other, they are supposed to be connected.

As network performance is affected by many other factors such as noise and interference,

we develop network simulation on ns-3 foundation to evaluate performances of the network.

Ns-3 is a well-known simulator for various network systems. It is developed for education

and research. In ns-3, most of basic network components have been supported. They have

been also verified and validated by ns-3 developers. This is an open simulator that allows

researches to extend and develop new component of network.
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1.6 Organization

The dissertation is structured in five chapters. In the chapter I, we introduced our

overall research in this work. Our derivation of connectivity analysis model is demonstrated

in the chapter II. In chapter III, we discussed the obtained network performance in different

connectivity condition. Then we presented our new proposed routing mechanisms to improve

the reliability of network. The experiment on implementation of the new routing mechanisms

with the results are shown and evaluated in chapter IV. Finally, in chapter V, we summarized

and concluded achieved results of our work.



CHAPTER II

CONNECTIVITY ANALYSIS

In this chapter, we focus on connectivity of one-dimensional ad hoc networks along

a flight path. For convenience in later modeling demonstration, at first, we define some

notations and concepts that will be used.

2.1 Notations

A node i in the network is denoted as ni. A path segment j of which the length is

not longer than the transmission range is denoted as sj . When the length of sj is equal to

the transmission range, it is called cell j and is denoted as cj . A network of nodes within

a segment is obviously connected. A node outside the segment can be connected with that

segment if it can connect to at least one node inside the segment. Two non-overlapped

segments are connected when at least a node in one segment can connect with the other

segment. The connectedness of two objects such as nodes, segments, or cells are denoted as

C(., .). The value of C(., .) = 1 if two objects are connected, and C(., .) = 0 if two objects

are disconnected. When the connectedness of two objects are direct, not relying on ad hoc,

it is denoted as Cd(., .).

Ad hoc network applicability depends on whether network performances respond to

requirements of upper applications. In this dissertation, the concepts of maximum connected

distance between any pair of nodes and network coverage extension factor are introduced as

evaluation metrics for aviation ad hoc network applicability. The connected distance is the

longest distance that two nodes can communicate over ad hoc networking with a probability

that satisfies the application requirement. Whereas, the network coverage extension factor is

defined as the ratio of connected distance and transmission range.
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Figure 2.1: Distance between two nodes na and nb is divided into cells.

2.2 General analytical connectivity model

The development of the general analytical connectivity model for one-dimensional

networks is described in this section. The idea of this model development arose from a

principle that two nodes can connect directly to each other when the distance between them

is less than the transmission range. As being defined in section 2.1, a cell is a segment of

which the length is equal to the transmission range, so that nodes locating inside the same

cell can directly connect to each other. On the other hand, when two nodes are located longer

than transmission range apart outside the same cell, they are considered not being directly

connected. The connection can be established between these two nodes only when each node

can connect to at least another intermediate node inside the cell. By dividing the distance

between two nodes into cells, their connectedness can be analyzed as a series of component

connectedness of a node and a cell, and pairs of adjacent cells. As a result, connectedness

probability of two nodes separated by distance longer than the transmission range can be

computed based on these connectedness probability components. Actually, this principle has

been used by [23]. However, this work did not produce the closed form of the connectedness

probability and the connectivity model can be applied when the node positions are uniformly

distributed. Our computation technique relies on the probability density function of the

node position in cells, therefore a general closed form of connectedness probability could be

achieved. It can be applied to any one-dimensional network models as long as the probability

density function of the closest node position from each side of the cells could be determined.

In Fig.2.1, two nodes na and nb on a path are depicted. The transmission range of each

node is R. By dividing the distance L between two nodes into cells, na belongs to the cell

c1, and nb is separated from the cell ck by a segment sr. The length of sr is r = L− kR. k is

the number of cells between na and nb such that k = bL
R
c. na and nb are connected when all

pairs of adjacent cells from c1 to ck, as well as ck and nb are connected. This connectedness

can be represented as follows:
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d under nu transmission range.

C(na, nb) =
k−1⋂
i=1

(
C(ci, ci+1)

)
∩ C(ck, nb). (2.1)

From the basic probability theory, we have P{A∩B} = P{A}P{B|A}, where A and

B are logic events as an example. C(ci, ci+1) is affected only by C(ci−1, ci), and C(ck, nb) is

also affected only by C(ck−1, ck). Therefore, (2.1) yields the connectedness probability as:

P{C(na, nb)} = P{C(c1, c2)}
k−2∏
i=2

(
P{C(ci, ci+1)|C(ci−1, ci)}

)
× P{C(ck, nb)|C(ck−1, ck))}.

(2.2)

2.2.1 Direct connectedness probability of a node and a segment

A node nu and a segment sl of length l separated by distance z ≤ R are illustrated

in Fig.2.2. The transmission range of nu overlaps the segment sl an interval d equal to

R − z. Node nu is directly connected to sl when at least a node exists inside the interval

d. In other words, the closest node inside sl as ns to nu has to be within d. By taking the

sl border closer to nu as the reference origin, the probability density function (pdf) of the

closest position x that exists a node ns to nu is denoted as fsl
(x). Therefore, the direct

connectedness probability of nu and sl is computed as follows:

P{Cd(sl, nu)
∣∣‖sl, nu‖ = z}

=

∫ d

0

fsl
(x)dx =

∫ R−z

0

fsl
(x)dx,

(2.3)

where ‖sl, nu‖ is the distance between sl and nu.



17

i
c

z

R l

l
s

s
nc

n
x

Figure 2.3: Cell ci and segment sl are connected when ci can directly connect with the closest

node ns in sl.

2.2.2 Connectedness probability of a cell and an adjacent segment

Fig.2.3 illustrates a cell ci adjacent to a segment sl. ci and sl are connected when

ci can directly connect with the closest node in sl. Denoting the closest node as ns, the

connectedness probability of ci and ns can be computed by using (2.3). Let the border

between ci and sl be the reference origin, fci
(x) be the pdf of the closest node position

to the origin in ci, fsl
(z) be the pdf of the closest node position to the origin in sl. The

connectedness probability of ci and sl is computed as:

P{C(ci, sl)} = P{Cd(ci, ns)}

=

∫ l

0

P{Cd(ci, ns)
∣∣‖ci, ns‖ = z}fsl

(z)dz

=

∫ l

0

∫ R−z

0

fci
(x)fsl

(z)dxdz.

(2.4)

This outcome is applied to find the connectedness probability of adjacent cells in the

next section.

2.2.3 Connectedness probability of adjacent cells

From (2.4), connectedness probability of two adjacent cells ci and ci+1 is computed as:

P{C(ci, ci+1)} =

∫ R

0

∫ R−z

0

fci
(x)fci+1

(z)dxdz. (2.5)

When ci has been connected with ci−1, it can be considered as there already exists at

least one node in ci. The probability of at least one node in a segment sl of length l is:

P{Nsl
> 0} =

∫ l

0

fsl
(x)dx. (2.6)
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Thus, the connectedness probability of ci and ci+1 in this given condition is computed

as:

P{C(ci, ci+1)|C(ci−1, ci)} = P{C(ci, ci+1)|Nci
> 0}

=
P{C(ci, ci+1)

P{Nci
> 0}

=

∫ R

0

∫ R−z

0
fci

(x)fci+1
(z)dxdz∫ R

0
fci

(x)dx
.

(2.7)

2.2.4 Connectedness probability of a node and a cell

Referring to Fig.2.1, nb can connect directly to or rely on an intermediate node in sr to

connect with ck. According to that, the connectedness probability of nb and ck is formulated

as:

P{C(ck, nb)|C(ck−1, ck)} =

P{C(ck, nb)|Nck
> 0} =

P{C(ck, nb)}
P{Nck

> 0}

=
P{C(ck, sr)} + P{Cd(ck, nb)

∣∣‖ck, nb‖ = r}P{Nsr = 0}
P{Nck

> 0}
.

(2.8)

Based on (2.3), (2.4) and (2.6), (2.8) is found as follows:

P{C(ck, nb)|C(ck−1, ck)} =

1∫ R

0
fck

(x)dx

( ∫ r

0

fck
(x)

∫ R−z

0

fsr(z)dzdx+

∫ R−r

0

fck
(x)dx

(
1 −

∫ r

0

fsr(x)dx
))

.

(2.9)

Finally, the solution of (2.2) is derived in the next section.

2.2.5 Connectedness probability of two nodes

The connectedness probability of two nodes na and nb is derived by replacing (2.5),

(2.7) and (2.9) into (2.2). Notice that the border of a cell is used as a reference origin to

compute pdf of node distribution. Regarding the asymmetric pdf from the two sides of a

cell, the solution of (2.2) is generalized to present as:

P{C(na, nb)} =

∏k−1
i=1

∫ R

0

∫ R−z

0
fnci

(x)fpci+1
(z)dxdz∏k

i=2

∫ R

0
fpci

(x)dx

×

( ∫ r

0

fnck
(x)

∫ R−z

0

fpsr(z)dzdx+

∫ R−r

0

fnck
(x)dx

(
1 −

∫ r

0

fpsr(x)dx
))

,

(2.10)
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where fpci
(x) denotes fci

(x) when the border of ci with the previous cell ci−1 is the reference

origin, and fnci
(x) denotes fci

(x) when the border with the next cell ci+1 is the reference

origin. Recall that k = bL
R
c and r = L − bL

R
cR.

2.3 Connectivity analysis for aviation ad hoc network

As shown in the general connectivity model in the previous section, the connectedness

probability depends on the node distribution. Connectivity analysis here is for aviation ad

hoc networks of enroute aircraft. Aircraft movement state can be considered stable at a cer-

tain altitude and velocity. Aircraft flights on a path are in continuous flows, so we can assume

the flight path length is sufficiently long and aircraft positions are uniformly distributed in

snapshots along the flight path. This assumption also corresponds to the homogenous Pois-

son distribution of the number of aircrafts on the flight path. As the node distribution is

affected by aircraft arrival rate and velocity, it is analyzed in detail in the section 2.4.3.1 to

validate for this assumption.

2.3.1 Connectedness probability

Probability that there are n nodes in an l-length segment of the ρ-density flight path

according to Poisson distribution is computed as:

P{Nl = n} =
(ρl)n

n!
e−ρl, (2.11)

where Nl denotes the random variable of the number of nodes in the l-length segment.

The cumulative distribution function (cdf) FS(l) for the closest node within the dis-

tance l from the reference point is also the probability that there is at least one node in a

l-length segment:

FS(l) = P{S ≤ l} = P{Nl > 0} = 1 − e−ρl, (2.12)

where S is the random variable of the considered distance. It results in the pdf fS(l) of the

closest node at distance l:

fS(l) =
dFS(l)

dl
= ρe−ρl. (2.13)

Applying (2.13) to the general connectivity model in (2.10), the connectedness prob-

ability of two aircraft with transmission range R, separated by distance L on a path with
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density ρ is computed as:

Pc(L,R, ρ) =

(
1 − e−ρR − ρRe−ρR

(1 − e−ρR)

)bL
R
c−1

×
(
1 − e−ρR − ρ(L − bL

R
c)e−ρR),

(2.14)

where Pc(...) denotes the connectedness probability of two aircraft. Parameters inside the

parentheses are those main parameters used to determine the value of connectedness proba-

bility . We also use these notations for later representations of connectedness probability in

this dissertation.

2.3.2 Coverage extension

We have found above the probability of two aircraft being connected in ad hoc net-

working environment. Now, we evaluate the ad hoc networking application efficiency based

on coverage extension factor and connected distance metrics. As defined above, connected

distance is the longest distance between two nodes that the connectedness probability sat-

isfying connectivity requirement. Network coverage extension factor is used to denote the

ratio between the connected distance and the transmission range.

By substituting the average number of nodes in the transmission range α = ρR and

ratio β = L
R

into (2.14), we obtain the connectedness probability of two nodes as a function

of α and β:

Pc(α, β) =

(
1 − (1 + α)e−α

(1 − e−α)

)bβc−1

×
(
1 − (1 + α(β − bβc))e−α

)
.

(2.15)

If the connectivity requirement is p0, aircraft can only communicate with others within

the range β ≤ β0 to guarantee the connectivity requirement:

Pc(α, β) ≥ p0, (2.16)

where β0 is the network coverage extension factor, i.e. the root of (2.16) in case of equality.

It is found as:

β0 = bβtc +
1

α

((
1 − p0

(
1 − e−α

1 − (1 + α)e−α

)bβtc−1)
eα − 1

)
, (2.17)
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with

βt =
ln p0

1−e−α

ln 1−(1+α)e−α

1−e−α

+ 1 =
ln p0

1−e−ρR

ln 1−(1+ρR)e−ρR

1−e−ρR

+ 1. (2.18)

(Derivation detail is shown in the appendix.)

As a result, the corresponding connected distance is:

L0 = Rβ0

= Rbβtc +
1

ρ

((
1 − p0

(
1 − e−ρR

1 − (1 + ρR)e−ρR

)bβtc−1)
eρR − 1

)
.

(2.19)

2.4 Impact of mobility on network connectedness

2.4.1 Impact of arrival rate and velocity on network connectedness

The above derivations indicate that network connectedness depends on node distribu-

tion, node density, and transmission range. Radically, node density depends on node arrival

rate and average velocity in the considered flight path. The relationship among arrival rate,

velocity, and density can be observed by a simple example. A node na is moving along a

path of length l with average velocity v in time t = l
v
. During this time, other nodes also

enter the path with arrival rate λ. Therefore, when node na reaches the other end of the path,

there are N = λt nodes in the path. The density of nodes on the path as a result is:

ρ =
N

l
=

λ

v
. (2.20)

With constant arrival rate and average velocity, this density ρ is constant. Replacing (2.20)

into (2.14), the connectedness probability of two nodes on the node arrival rate and velocity

is represented as:

Pc(L,R, λ, v) =

(
1 − e−

λR
v − λR

v
e−

λR
v

(1 − e−
λR
v )

)bL
R
c−1

×
(
1 − e

−R(
∑m

j=1

λj
vj

) − λ

v
(L − bL

R
c)e−R(

∑m
j=1

λj
vj

)
).

(2.21)

2.4.2 Multi-velocity class traffic

Aircraft velocity on the path depends on aircraft type or specific conditions. We divide

air traffic on the path into m classes. Aircraft in each class have the same average velocity.

Class j has arrival rate λj and velocity vj . Aircraft density will be the sum of densities from

different classes:

ρ =
m∑

j=1

λj

vj

. (2.22)
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This leads to the connectedness probability of two nodes as in (2.14):

Pc(L,R, λ, v) =

(1 − e
−R

{∑m
j=1

λj
vj

}
− R

{∑m
j=1

λj

vj

}
e
−R

{∑m
j=1

λj
vj

}
(1 − e

−R
{∑m

j=1

λj
vj

}
)

)bL
R
c−1

×
[
1 − e

−R
{∑m

j=1

λj
vj

}
−

{ m∑
j=1

λj

vj

}(
L −

⌊L

R

⌋)
e
−R

{∑m
j=1

λj
vj

}]
.

(2.23)

2.4.3 Impact of arrival rate and velocity on node distribution

As shown in the proposed general connectivity model in section 2.2, network connect-

edness depends on the node distribution along the path. In order to understand the effect of

mobility on network connectedness, we analyze the effect of mobility on node distribution

along the path.

Considering a path segment, an inbound traffic flow of nodes entering this segment

yields a Poisson process with an arrival rate λ and an average velocity v. The probability that

there is at least one node within distance x from the entry point represents the cdf FX(x) =

P{X < x}. This is also the probability of finding the closest node to the entry point within

distance x from the entry point at an arbitrary time. If the relationship of node position

and time can be represented by a function X = g(T ), position distribution FX(x) can be

computed based on time distribution as:

FX(x) = P{X ≤ x} = P{g(T ) ≤ x}

= P{T ≤ g−1(x)} = 1 − e−λg−1(x).
(2.24)

As a result, pdf fX(x) to find the closest node at distance x will be:

fX(x) =
dFX(x)

dx
= λe−λg−1(x) dg−1(x)

dx
. (2.25)

At an entry point of a segment, node position distribution of an outbound traffic flow at

each point along the segment can be considered as the same of the inbound flow which has

the same arrival rate and inverse velocity changing behavior, such that the average velocity

are the same for two opposite flows at each point along the flight path. Therefore, when

considering an outbound flow, we can apply (2.24) and (2.25) for its corresponding inbound

flow.

With this distribution modeling, we now present some traffic scenarios as follows.
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2.4.3.1 Aircraft travel with constant velocity:

Most enroute aircraft travel at a constant velocity at a certain flight level along a flight

path for a significant period of time. The aircraft velocity v is constant along the path.

Therefore, X = vT . (2.24) and (2.25) become as a consequence:

FX(x) = P{X ≤ x} = P{vT ≤ x} = P{T ≤ x

v
}

= 1 − e−
λx
v = 1 − e−ρx,

(2.26)

and

fX(x) =
λ

v
e−

λx
v = ρe−ρx. (2.27)

This is the case considered in section 2.3 (see (2.12) and (2.13).)

2.4.3.2 Aircraft travel with acceleration:

An aircraft enters a segment with velocity v and this changes with constant acceleration

a when moving along the segment.

The relationship between position and time for this scenario is X = a
2
T 2 + vT . There-

fore, aircraft position distribution from segment entry is FX(x):

FX(x) = P{X ≤ x} = P

{
a

2
T 2 + vT ≤ x

}
= P

{
T ≤ −v +

√
v2 + 2ax

a

}
= 1 − e−

λ
a
(−v+

√
v2+2ax).

(2.28)

fX(x) =
λ√

v2 + 2a
e−

λ
a
(−v+

√
v2+2ax). (2.29)

2.4.3.3 Various velocity aircraft on a flight path:

Air traffic on a flight path can be classified into some classes. Aircraft in the same class

have similar movement behavior and similar velocity. On a certain flight path stage, there can

be classes with constant velocity, or classes of which aircraft travel with acceleration. The

cdf of aircraft position of a class j is FXj(x). As aircraft can fly in different flight level, their

mobility can be considered as independent. Therefore, the distribution of aircraft position
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FX(x) of having at least one aircraft in distance x from a segment entry can be computed

based on aircraft position distribution from each corresponding class:

FX(x) = 1 −
m∏

j=1

(1 − FXj(x)). (2.30)

We assume there are m classes on a considered flight path. In a segment of flight path,

aircraft in k classes move with constant speed and in h classes with acceleration. Applying

(2.26) for class with constant velocity and (2.28) for class with accelerating aircraft into

(2.30), (2.24) becomes:

FX(x) = 1 −
k∏

i=1

(e
−λix

vi )
h∏

j=1

(e
−

λj
aj

(−vj+
√

v2
j +2ajx)

)

= 1 − e
−x

∑k
i=1

λi
vi

−
∑h

j=1

λj
aj

(−vj+
√

v2
j +2ajx)

,

(2.31)

so:

fX(x) =

( k∑
i=1

λi

vi

+
h∑

j=1

λj√
v2

j + 2ajx

)

× e
−x

∑k
i=1

λi
vi

−
∑h

j=1

λj
aj

(−vj+
√

v2
j +2ajx)

.

(2.32)

where λi is the arrival rate of the class i, vi is the velocity of nodes in the class i if the average

velocity of this class is constant. If the average velocity of the class i is changed with the

acceleration ai, vi denotes the node velocity at the entry point.

When aircraft velocity behavior is different in each stage of a flight path, (2.24) and

(2.25) can be applied to compute aircraft position distribution in the connectivity model pre-

sented by (2.10). So far, we have presented a comprehensive modelling of aircraft travelling

at each stage along a flight path. This modelling is considered to be an effective modelling

of aircraft connectedness on any flight path.

2.5 Numerical result and validation

In this section, simulation based on MATLAB system was conducted to validate the

proposed connectivity model. Then, the feasibility and applicability of aviation ad hoc net-

works were discussed on the result of the model.

Aircraft flying on a flight path of 6000 NM length was simulated. At first, the simula-

tion was set up only for the case of single air traffic class on the flight path. Aircraft in flight
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Figure 2.4: Connectedness probability between two aircraft having transmission range

R=150 NM on the path with density ρ (aircraft/NM).

are in either direction of continuous flows from two ends of the path. At the initial setup

stage, an exponential random generator of aircraft position was used to generate the distance

between aircraft on each flow. This assignment determines the locations of aircraft along the

flight path. The mean value fed to the generator is computed from a given aircraft density.

We implemented simulation with some values of aircraft density as depicted in Fig.2.4. Be-

cause the number of aircraft is contributed from flows in two opposite directions on a flight

path, the density of aircraft on each direction is one half of the total density. Aircraft shall

travel on the flight path with a mobility model that their velocities were kept unchanged from

one end to the other end of that flight path. By assuming that aircraft velocity in the same

class is normally distributed, a normal random generator was used to generate velocity of

aircraft of which recently were generated by position generator. The velocity generator is set

with the mean value of velocity at 450 NM/hour and variance of 5 NM/hour. The values of

these parameters were selected randomly from the actual range of aircraft velocity. We also

implemented the simulation with some other values of these parameters and found out that

the mean velocity does not have significant effect on the result. It is a consequence from the

fact that the aircraft density remains the same when the arrival rate changes with velocity as

shown in (2.20).} The mean inter-arrival time is computed from aircraft arrival rate and fed

to the exponential random number generator of the inter-arrival time value. This generator

was used to generate the aircraft arrival time at each end of the flight path during simulation.

The velocity generator was also used in the simulation for new aircraft velocity assignment.
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Figure 2.5: Connectedness probability between two nodes on the path depending on β (dis-

tance between aircraft/transmission range) and α (the number of aircraft/transmission range).

The transmission range assigned for each aircraft in this simulation case was 150NM.

The simulation running time corresponded to 10000 observing hours. The connected-

ness probability was measured by connectedness measurement of points along the flight path

to the point in the middle of the flight path that is taken as the reference point. A point is said

to be connected with the reference point if a series of ”connectedness” over intermediate

aircraft can be established between that point and the reference point. The connectedness

value was measured every 5 minutes of update interval. Each point along the flight path was

accompanied with a connectedness counter. For each update, if a point was connected with

the reference point, its counter increased by 1. The counter value to the total update times

ratio acquired from simulation represented the connectedness probability of the correspond-

ing point to the reference point. The points selected for connectedness measurement were at

distance of multiple β of transmission range to the reference point. The simulation results

and theoretic numerical results regarding connected distance upon density were presented in

Fig.2.4. The results from our proposed model matched well with the simulation results and

also compared with the results from the model presented by Eq.(1) in [22].

The corresponding graph regarding parameters β on the average number of aircraft α in

transmission range is shown in Fig.2.5. In this graph for each α, network coverage extension

factor β0 representing the minimum value of β for connectedness probability to be higher
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Figure 2.6: Coverage extension capability of network in different condition of the average

number of aircraft in transmission range within which connectivity requirement is still satis-

fied.

than probability requirement was determined. Through proper validation of our proposed

model, β0 could be computed from (2.17) as shown in Fig.2.6. It can be used to evaluate the

ad hoc applicability for each connectivity requirement. Following is some discussions based

on the proposed model result.

As shown in Fig.2.6, larger network coverage extension is at lower connectivity re-

quirement. That means ad hoc networking is more applicable for applications requiring

lower availability. For applications requiring high availability such as air traffic control, a

significant number of aircraft with the same transmission range are needed. As an example,

connectivity requirement of 0.99 needs at least 9 neighboring aircraft while connectivity re-

quirement of 0.9 needs only 6 neighboring aircraft in order to extend the connected distance

10 times the transmission range. Therefore, in each certain condition of aircraft density,

transmission range should be adjusted to achieve the required value of the parameter α.

Low density requires long transmission range. However, the technology limitation for long

transmission range makes it impossible for the requirement to be met. Fig.2.7 shows the

connected distance that can be achieved depending on critical values of aircraft transmission

range as computed in (2.19). If the transmission range is limited by technology for 400 NM,

the expected connected distance of 10000 NM, as an example, under density condition of

ρ = 0.02 aircraft/NM as being shown in Fig.2.7 is infeasible. Meanwhile, ρ = 0.05 air-

craft/NM of density condition requires only 200 NM of critical transmission range, so 10000
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Figure 2.7: Maximum distance aircraft can communicate with probability satisfying connec-

tivity requirement of 0.99 in different aircraft density condition.

Table 2.1: Ratio of traffic flows with different velocity

Velocity (NM/hr) 400 500 550

Set 1 0.5 0.3 0.2

Set 2 0.2 0.3 0.5

Set 3 0.2 0.5 0.3

Set 4 0.4 0.3 0.3

NM of connected distance could be achievable.

Combining (2.19) with (2.20), the dependency between connected distance and arrival

rate can be presented as in Fig.2.8. Because the safety gap time of 3 minutes between aircraft

taking off is required, arrival rate can be considered as lower than 20 aircraft/hour. As an

example being shown in Fig.2.8, in high mobility area where average velocity of aircraft

is 500 NM/hour and aircraft transmission range 100 NM, it is infeasible for 10000 NM

of connected distance under condition of 0.99 network connectivity requirement because

it needs higher than 20 aircraft/hour as critical value of arrival rate. When increasing the

transmission range to 150NM, the critical value of arrival rate is less than 20 aircraft/hour.

Therefore, this connected distance of 10000 NM can be achieved.

In order to validate the effect of velocity on the connectedness probability , we imple-

ment the simulation of a path with multi-velocity air traffic classes (i.e. three classes with

average velocity of 400, 500 and 550 NM/hour.) Besides the simulation setup similar to the
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Figure 2.8: Maximum distance aircraft can communicate with probability satisfy connec-

tivity requirement 0.99 in different aircraft arrival rate and transmission range condition.

Average velocity on the path is 500 NM/hour.

single-velocity traffic class flight path, a random number generator was used for classifying

the aircraft from various velocity classes into flows arriving at each end of the flight path.

Other three random number generators are needed to assign velocity to aircraft based on

which class that aircraft belongs to. The classifying aircraft based on a given set of ratios

of flow arrival rate for each velocity class to total arrival rate at each end of a flight path.

The simulation was conducted with some sets of flow arrival rate distribution as given in

Table.2.1. Each row in the table represents a different set of ratio flow arrival rate distribu-

tion. The distribution of velocity-class flows determine the average velocity of aircraft on the

flight path. We will see the effect of velocity to connectedness probability through simulation

results of these different distribution sets. This simulation setup is similar to that of [24], but

more practical when we randomly assign velocity to each aircraft based on normal distribu-

tion instead of only mean velocity. The simulation was implemented for two cases of total

arrival rate at each end of the flight path λ = 10 aircraft/hour and λ = 15 aircraft/hour.

The results are shown in Fig.2.9 and Fig.2.10. They are very close to the theoretical

results from (2.23). Thus, we can, with support from the comparison between simulation and

analytical results, conclude that our proposed model is effective tool for the analysis. In prin-

ciple, the distribution sets with high proportion of the slow velocity flow arrival rate and low

proportion of the high velocity flow arrival rate contribute to slow average velocity. These

sets always gives a high connectedness probability as presented in Fig.2.9 and Fig.2.10. In
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Figure 2.9: Connectedness probability between two aircraft with transmission range

R=150NM on the path having multi-velocity class traffic, arrival rate in each direction is

λ = 10 aircraft/hour.

this simulation, 400 NM/hour is the velocity of the slowest flow and 550 NM/h is the velocity

of the fastest flow. Set 1 with the highest ratio of the slowest flow and the lowest ratio of the

fastest flow produces the highest connectedness probability. Set 2 with the lowest ratio of

the slowest flow and the highest ratio of the fastest flow produces the lowest connectedness

probability. Another conclusion is drawn here that, the connectedness probability is low in

high mobility environment.

The applicability of ad hoc aviation network upon velocity and arrival rate can also be

presented as in Fig.2.11 when combining (2.19) and (2.22). Network connected distance can

be extended further when aircraft move in slower velocity. As information of aircraft velocity

and flight time is available in flight plan of air traffic management, the representation of the

dependence of connected distance on the arrival rate and velocity as in Fig.2.11 facilitates

aviation ad hoc network feasibility evaluation.

2.6 Conclusion

In this dissertation, we have proposed a general analytical connectivity model that can

be applied to any one-dimensional networks. This model shows the dependence of con-

nectedness probability of two nodes in a network on the node distribution characteristics.

Then, we applied the general model for connectivity of aviation ad hoc networking along
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Figure 2.10: Connectedness probability between two aircraft with transmission range

R=150NM on the path having multi-velocity class traffic, arrival rate in each direction is

λ = 15 aircraft/hour.

a flight path that could, for example, be applied in commercial airline industry. This ana-

lytical connectivity model represents the dependence of connectedness probability, network

coverage extension, and connected distance based on system parameters such as aircraft den-

sity, transmission range, velocity, and arrival rate. The impact of node mobility on network

connectedness has also been analyzed. With an ability to derive the dependence of ad hoc

network applicability on system parameters, our model could facilitate the ad hoc network

applicability and feasibility evaluation procedure. Furthermore, an insight of this dependence

is helpful in network management, network algorithms development, and network design.
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Figure 2.11: Maximum distance aircraft with transmission range R=150NM can commu-

nicate with probability satisfy connectivity requirement 0.99 in multi-velocity traffic class

path.



CHAPTER III

EFFECT OF CONNECTIVITY ON NETWORK

PERFORMANCE ANALYSIS AND RELIABILITY

SOLUTION OF ROUTING MECHANISMS

Network connectivity is a necessary condition for the feasibility of AANET. In this

chapter, we present the formulation of the effect of connectivity on network performance.

From the network performance analyzed issues, we proposed novel routing mechanisms to

improve the communication reliability over AANET.

3.1 Network model and simulation setup

The network model addressed in this dissertation is communications between aircraft

and the ground station over AANET. As vertical separation between flight levels is negligi-

ble, AANET is investigated in two scenarios as flight path-based AANET and AANET over

aircraft distributed in an area. In the first scenario, aircraft move with constant velocity along

two opposite directions of a line that represents for the flight path. In the case of AANET

over aircraft in an area, aircraft velocity is also constant, but their direction are random. In

snapshot, aircraft position distribution in the simulated area is random uniformly. Fig. 3.1

illustrates simulated space of AANET.

In order to avoid the border effect that flow of aircraft mobility is interrupted at the

simulated area border, the observed area is limited inside and smaller than the simulated

area. The width of the edge bounding the observed area is sufficiently large to guarantee that

during the simulation time, the mobility flow at the observed area border is not interrupted .

At present, there has not been any standard of data link for AANET. As we are inter-

ested in the routing performance at the network layer, it is not a problem for which standards

at the under layers to be used. We selected 802.11b for MAC and physical layers in our simu-

lated network because 802.11 is the unique standard supporting ad hoc links today. However,
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(a) AANET on a flight path

(b) AANET cover a defined area

Figure 3.1: AANET simulation

the maximum distance supported by 802.11 is constrained. We have modified this standard

to increase the supported maximum distance. Due to the bandwidth for long distance is lim-

ited for data link with omnidirectional antenna, the selected bandwidth is 1Mbps as it is the

minimum rate that 802.11b supports.

We used UDP as the transportation protocol in this simulation as the traditional TCP

is not suitable for ad hoc networks. Because this investigated network does not require any

new feature of IPv6, in the internet layer stack, we use the familiar IPv4. OLSR, which is

a classical proactive routing protocol that has been standardized and uniquely supported by

ns-3, is selected to operate as the routing protocol of the trial network. OLSR can be seen as

a representative of the routing protocols that rely on the received Hello message broadcast

rate to realize link states, so we used it as the benchmark for our new routing mechanisms

that manage link state based on link longevity.

In network operation, every node regularly sent packets at a rate to the ground station.

Various parameter values for experiment were set. Each simulation round took 1000s. The

number of iterated rounds for each simulation depends on node density condition of network.

The minimum number of iterations for high node density condition is 10 times and that for
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low node density is 100 times. The analysis and discussion on obtained simulation results is

presented in the next sections.

3.2 Network performance analysis

Firstly, AANET on a flight path was simulated. The simulation parameter setting

is presented in table 3.1. Transmission range is distance from the transmitter position to

the position that the transmit power is degraded to the reception sense threshold. Because

transmission range can vary under effect of various factors such as noise and interference,

the expected transmission range refers to the condition without that effect. The experimented

node density interval is suitable with practical air traffic conditions that can enable AANET,

where transmission range can be set within its technology achievable threshold.

Table 3.1: Parameter setting for single flight path AANET simulation

Parameter Value

Observed network length 1000Nm

Expected transmission range 250Nm

Packet sending rate of each aircraft 2packets/s

Packet size 200bytes

Node density 0.01 − 0.05nodes/Nm

Packet delivery ratio, which is the ratio of packets successfully received by the ground

station to the total packets sent by aircraft, is presented in Fig. 3.2.(a). The simulation results

showed that packet delivery ratio increases with the increase of node density only in lower

node density condition as [0.01 − 0.02]nodes/Nm. In higher node density beyond 0.03

nodes/Nm, packet delivery ratio decreases when node density increases. In statistic, packet

delivery ratio can be considered as the probability of packet delivery success. Referred to

network connectedness probability obtained from connectivity analysis modeling as shown

in Fig. 3.2.(b), packet delivery ratio is lower. Thus, connectedness is only necessary con-

dition for ad hoc network to be enabled. From research results of related work, network

performance is also dependent on routing mechanisms. According to the routing effect on

network performance, we formulated the dependence of probability of packet delivery suc-

cess on routing elements as follows:
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(c) The effect of node density on packet delivery delay
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Figure 3.2: Flight path-based AANET.



37

Pd(L, ρ, γ) = Pc(L, ρ)Pr(L, ρ, γ)Pf (L, ρ, γ), (3.1)

in which:

L is communication distance.

ρ is node density.

γ is packet sending rate of each node.

Pc(L, ρ) is connectedness probability

Pr(L, ρ, γ) is the probability of at least one route to be established between the source

and the destination in condition that they are connected.

Pf ((L, ρ, γ) is the probability of packet delivery success from the source to the desti-

nation in condition of route existence.

By denoting pi(ρ, γ) as the successful probability of packet delivery per hop ith, Pf (L, ρ, γ)

can be analyzed furthered as:

Pf (L, ρ, γ) =

h(L)∏
i=1

pi(ρ, γ), (3.2)

in which h(L) is the average hop count of all possible routes that can be established over

communication distance L. According to (3.2), (3.1) can be rewritten as following:

Pd(L, ρ, γ) = Pc(L, ρ)Pr(L, ρ, γ)

h(L)∏
i=1

pi(ρ, γ). (3.3)

pi(ρ, γ) depends on route stability and link reliability. Such dependence can be ex-

pressed as follows:

pi(ρ, γ) = Ai(ρ, γ)Bi(ρ, γ), (3.4)

in which, Ai(ρ, γ) and Bi(ρ, γ) denote the availability and reliability of link at hop

ith, respectively. Link availability Ai(ρ, γ) is the probability of link existence at the time the

packet is delivered over it. In order to improve this performance, there are routing mecha-

nisms that select route based on stability criteria. The proposed routing protocol in [1], which

selects the most stable route for packet delivery, is an example. Link reliability Bi(ρ, γ) is the

probability of packet delivery success in condition of link availability. It depends on SINR

of received signal. High traffic density causes high interference and collision, making signal

SINR decrease and the number of dropped packets increase. The retransmission caused
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by the packet collision also make increase long packet delay. For the network being ”bottle

neck” as the investigated model, in which traffic flows from all aircraft in network is directed

to the ground station, this problem is more severe when node density increases. It is a reason

that packet delivery delay is drastically increased when node density increases higher than a

certain level as shown in Fig. 3.2.(c), (d). Therefore, the objective of many routing research

is to find better solutions to mitigate traffic overhead in network. The shortest path is often

preferred in route selection to reduce traffic caused by multi-hop retransmission. Further-

more, as probability of packet delivery success in condition of route existence Pf ((L, ρ, γ)

depends on the route distance as presented in (3.2), it can be improved for shorter selected

routes. In order to reduce routing overhead, beside applying shortest path criterion, OLSR

also relies on another technique which uses only few nodes in Multi Point Relaying (MPI)

set to populate topology update information, [37]. High traffic overhead also has significant

impact on the probability Pr(L, ρ, γ) of route establishment as the topology information is

prevented from travelling afar by the transmission collision in network.

The experiment of AANET over nodes distributed in an area as shown in Fig. 3.3 also

produced similar results. The parameter setting of this simulation is shown in Table. 3.2.

Table 3.2: Parameter setting for the simulation of AANET over nodes distributed in area

Parameter Value

The width of observed area 1000Nm

Expected transmission range 250Nm

Packet sending rate of each aircraft 2packets/s

Packet size 200bytes

Node density 10−5 − 5.10−5nodes/Km2

In summary, network performances does not only depend on connectivity condition

of network, but also on route stability, link reliability, and network traffic density. Network

performances can be improved with proper routing mechanisms. In the next section, we

proposed some routing mechanisms as solutions to improve the reliability of communication

over AANET.
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Figure 3.3: AANET over nodes distributed in area.
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3.3 Proposed routing mechanism

From conclusion of network performance analysis, new link longevity-based routing

mechanisms were proposed to improve communication reliability based on AANET. These

mechanism ia based on link longevity to reduce broadcast overhead required for update of

topology and neighbors. All factors effecting on network performance such as link reliability,

route stability and traffic density are considered.

Firstly, we present the proposed new link longevity estimation model, in which trans-

mission range and link longevity with a neighbor is calculated based on the SINR of signal

received from that neighbor. This model uses a threshold value of signal to interference and

noise ratio SINRt to locate transmission range. Therefore, using this model, nodes can

handle reliability of their maintained links via handling SINRt. Then, the proposed link

longevity-based mechanism are presented.

3.3.1 Link longevity estimation model

3.3.1.1 Transmission range

Conventionally, transmission range is defined as the distance from the transmitter po-

sition to a point at which the transmit signal power is attenuated to a reception threshold. In

this model, we define transmission range as the distance from the transmitter position to a

point at which signal SINR is attenuated to SINRt as SINR decides the probability of

packet reception success.

From (1.1), we derive (3.5) and (3.6):

Pri

Pt

=

[√
Glλ

4πD

]2

, (3.5)

Prt

Pt

=

[√
Glλ

4πR

]2

, (3.6)

in which,

Pt: Transmission power

Prt: Threshold receiving power.

Pri: Instant receiving signal power

R: Transmission range
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D: Instant distance between two nodes

D is computed from position and velocity information acquired from ADS-B system.

The relationships between SINR and receiving power are:

SINR =
Pri

N + I
, (3.7)

SINRt =
Prt

N + I
, (3.8)

in which, SINRi is the current receiving signal.

With the uniform distribution assumption of interference and noise in a node’s vicinity,

from (3.5), (3.6), (3.7), (3.8), the relationship between distance and values of SINR is

presented as:

SINRi

SINRt

=
Pri

Prt

=
R2

D2
, (3.9)

From relationship (3.9), transmission range can be calculated based on SINR and

distance D.

R = D

√
SINRi

SINRt

. (3.10)

Thus, the transmission range depends on the selected value of SINRt. Low SINRt

offers long transmission range, but low link reliability. Higher SINRt offers high link qual-

ity, but its shorten transmission range degrades network connectedness.

3.3.1.2 Link longevity

The demonstration of link longevity estimation model is illustrated by example of

transmitting node A and receiving node B in Fig. 3.4. Position and velocity parameters

of A and B at time when B receives signal from A are:

A:

A(xA, yA, zA), (3.11)

~VA(vxA, vyA, vzA). (3.12)

B:
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Figure 3.4: Estimation of link longevity, (a), and arrival time, (b).

B(xB, yB, zB), (3.13)

~VB(vxB, vyB, vzB). (3.14)

Using ~DBA and ~VBA to denote the relative position and velocity of B in respective with

A, we have:

~DBA(x, y, z) = (xB − xA, yB − yA, zB − zA), (3.15)

DBA =
√

x2 + y2 + z2, (3.16)

~VBA(vx, vy, vz) = (vxB − vxA, vyB − vyA, vzB − vzA), (3.17)

VBA =
√

v2
x + v2

y + v2
z . (3.18)

After time t, the relative position of B to A is:

~DBAt(xt, yt, zt) = (x + vxt, y + vyt, z + vzt), (3.19)

Longevity of link from A to B is derived from the remaining time B inside A’s trans-

mission range. It is seen as the time for B to move from its current position to A’s transmis-

sion range border. That is the non-negative solution of:

R = DBAt =
√

x2
t + y2

t + z2
t , (3.20)

which corresponds to:

V 2
BAT 2 + 2 ~DBA

~VBAT + D2
BA − R2 = 0, (3.21)
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with ~DBA
~VBA = xvx + yvy + zvz

Nevertheless, the solution of (3.21) depends on those parameters appeared in the ex-

pression. The non-soluble case occurs when B locates outside and never move within A’s

transmission range. Otherwise, two solutions are found as follows:

T1 =
− ~DBA

~VBA +

√
( ~DBA

~VBA)2 + (R2 − D2
BA)V 2

BA

V 2
BA

, (3.22)

T2 =
− ~DBA

~VBA −
√

( ~DBA
~VBA)2 + (R2 − D2

BA)V 2
BA

V 2
BA

. (3.23)

T1 − T2 =
2
√

( ~DBA
~VBA)2+(R2−D2

BA)V 2
BA

V 2
BA

is the total time that B stays in A’s transmis-

sion range. If the time origin is set at the current time, T2 is the arrival time that B enters

A’s transmission range, and T1 is the departure time that B leaves A’s transmission range.

Therefore, at the time that B locates inside A’s transmission range, that means DBA < R as

depicted in (Fig. 3.4.a), T2 is the elapsed time since B entered and T1 is the remaining time

until B will depart from A’s transmission range. Longevity TL of the link from A to B is

expressed by T1: TL = T1. Conversely, if DBA > R, two other possibilities can happen. The

first possibility corresponds to B having left A’s transmission range. It is expressed by both

T1 and T2 being negative. This case is recognized by ~DBA
~VBA > 0. The second possibility

is B approaching A’s transmission range (Fig. 3.4.b). It is expressed by both T1 and T2

non-negative. This case is recognized by ~DBA
~VBA ≤ 0. T2 is seen as arrival time TA that B

enters A’s transmission range; e.i. TA = T2. For the special case that A and B move with the

same velocity; ~VBA = ~0. If B is instantly inside A’s transmission range, their link longevity

is infinitive. Otherwise, B will never cross A’s transmission range.

In summary, the link longevity prediction model is demonstrated as follows:

If DBA ≤ R

If ~VBA = ~0

TL = ∞. (3.24)

Else
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TL =
− ~DBA

~VBA +

√
( ~DBA

~VBA)2 + (R2 − D2
BA)V 2

BA

V 2
BA

=
− ~DBA

~VBA +
√

( ~DBA
~VBA)2 + (SINRi

SINRt
− 1)D2

BAV 2
BA

V 2
BA

.

(3.25)

Else

If ~VBA = ~0

TA = ∞. (3.26)

Else

If ~DBA
~VBA ≤ 0

TA =
− ~DBA

~VBA −
√

( ~DBA
~VBA)2 + (R2 − D2

BA)V 2
BA

V 2
BA

=
− ~DBA

~VBA −
√

( ~DBA
~VBA)2 + (SINRi

SINRt
− 1)D2

BAV 2
BA

V 2
BA

.

(3.27)

Else

TL = 0. (3.28)

3.3.2 Neighbor management

Knowing link longevity, a node can manage the existence of links to neighbors without

requirement of frequent update. In this section, we present the proposed mechanism to

maintain neighbor state based on link longevity.

Two kinds of link are defined between a node and its neighbor. Reverse link is the link

directed from the neighbor to this node. The forward link is the link directed from the node

to its neighbor. The node receives signal from the neighbor via the reverse link and sends

signal to its neighbor via the forward link. Therefore, a node can estimate longevity of only

the reverse link. In order to for forward link longevity to be acquired, information exchange

is necessary between two nodes. When the node does not know about forward link longevity,

it set this metric as zero. According to longevity of links, the node manage its neighbors via

neighbor state as follows
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• ”2 Way”: this neighbor state is set when link longevity in two direction is positive.

• ”1 Way”: this neighbor state is set when reverse link longevity is positive, and forward

link longevity is zero.

• ”Unstable”: this neighbor state is set when reverse link longevity is zero but the link is

not expired.

• ”Loss”: this neighbor state is set when the reverse link is expired.

The reverse link is expired when the node does not receive any signal transmitted from

this neighbor after maximum update time requirement since the latest update. Managing

neighbor state based on link longevity can reduce the regular update rate, but the maximum

update time is still needed for nodes to be still aware of the existence of each other, and the

possible change occurring to the neighbor such as velocity.

When a node found a neighbor in ”Unstable” state, it set a timer for arrival time of

the reverse link setup if the arrival time positively exists. When the timer is expired, it will

broadcast a Hello message to advertise it presence to that neighbor.

When the neighbor state is ”1 Way”, the node broadcast a Hello message including the

reverse link longevity. The purpose of this broadcast is to update the reverse link longevity

to the neighbor and acquire the forward link longevity estimated by the neighbor.

When the neighbor is in ”2 Way”, the neighbor is added to the topology table, and

communications transactions to the neighbor can take place since then.

During the neighbor state maintenance, the node frequently monitors reversed link

longevity. It can be varied by noise and interference. When the reverse link longevity

changes beyond a threshold, the node will send to the respective neighbor the update. This

mechanism alleviates the update rate, while the reliability is still maintained. When link

longevity is expired, the neighbor state is automatically changed according to the above reg-

ulation. The neighbor is removed from the neighbor table when it is in ”Loss” state.

3.3.3 Route dissemination

The investigated model has function to supply communication service between aircraft

and the ground station. Therefore, the routing mechanism developed for this model should

concentrate on routes between aircraft and the ground station only. Route dissemination
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mechanism that we proposed here complies with the mechanism that was proposed in [2].

The ground station information is broadcast widely over network. Aircraft unicast directly

their information to the ground station. However, as the existing routing mechanism based on

position to forward packet, so position and velocity instead of routes to the destinations are

maintained. It requires nodes frequently broadcast information to update. In the mechanism

that we proposed, the maintained route information to each destination is [Destination Ad-

dress, Next Node, Hop Count, Route Longevity]. Managing routes based on route longevity

limits the requirement for topology frequently update. Following is the demonstration of the

route dissemination mechanism that we proposed.

3.3.3.1 Route to the ground station dissemination

The ground station periodically broadcasts its information via Hello message. The

aircraft receiving the ground station information consider this information as their state in-

formation. An aircraft having route to the ground station is express by the availability of

this information in its broadcasted Hello messages. When receiving the ground station in-

formation, the aircraft rebroadcast immediately only if it detects at least one of its ”2 Way”

neighbors not having route to the ground station. Otherwise, the ground station information

is broadcasted as schedule of that aircraft. This mechanism can limit information flooding.

Ground station information added in a Hello message includes: [Ground Station Ad-

dress, Hop Count, Connection Time]. The ”Hop Count” is the route distance from the broad-

cast aircraft to the ground station. This metrics is modified by adding a value of one when it

is delivered to a new aircraft. An aircraft can find more than one routes to the ground station

by receiving ground station information from different neighbors. ”Connection Time” is the

maximum longevity of its holding routes. Longevity of a route is equal to the minimum

longevity of its component links. An aircraft calculates longevity of a route from it to the

ground station by comparing the ”Connection Time” in the broadcast Hello message of a

neighbor with longevity of link to that neighbor.

Along with ground station information, another important state information included

in the Hello message is congestion status. The congestion handling mechanism is described

in the later section. The route relying on the neighbor that is in congestion will be mark as

congestion. The congestion time as the MAC queuing delay time is also included. Aircraft

will limit forwarding data on congested routes.
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An obtained route is accepted by a node if the node has no route to the ground station

yet. Otherwise, regarding the issues such as possible route looping, high multi-hop retrans-

mission traffic, congestion, and route stability, following is the regulation that the node has

to comply when considering adding a new route.

A route is considered as stable when its longevity is greater than a stable threshold,

and as unstable if condition is otherwise. When a node is possessing a route to the ground

station, a new route is accepted if it is stable and:

• Longevity of all routes that the node is holding are unstable, otherwise

• All routes that the node is holding are congested while the new route is not congested

and its distance is not longer than the existing ones, otherwise

• The new route distance must be shorter than all of the existing stable routes held by

the node.

After the new route is added, every existing route that is unstable or longer is removed

from the routing table.

With this regulation, each node only try to maintain the shortest stable, and uncon-

gested routes. The unstable routes are never accepted. In normal condition, only the uncon-

gested stable route with shorter distance than existing ones is added. In congestion condition,

the route is accepted only if it is uncongested and not longer than the existing one.

In order to facilitate nodes in network to maintain the best routes to the ground station,

when a node detects a neighbor which has recently broadcast the worse route than what it

can offer, it will broadcast to advertise its information status to that neighbor. The conditions

for a node to offer its route to the neighbor is that: The node is not in congestion status and

the route that the neighbor can rely on it is stable. Besides that, the current status of the route

broadcasted by that neighbor is:

• Unstable, or

• Longer than the route relying on the node, or

• In congestion.

When longevity of all routes is nearly expired that connection time of the node to the

ground station is smaller than a threshold, the node frequently broadcasts until it finds a new
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better route. If the node loses all routes to the ground station, it will broadcast immediately

to announce others about its status. By that, the neighbors whose routes relying on it can

know and remove that broken route from their routing table. The route adds a new route

again only after an time interval in order to avoid the problem of looping route.

3.3.3.2 Route to aircraft dissemination

When aircraft find route to the ground station, they unicast directly its information to

the ground station. The ground station and other intermediate aircraft which the message

passes over will know route to reach the transmitting aircraft. The rate of route unicast

depends on longevity of routes from aircraft to the ground station. The unicast time interval

is extended long for high longevity routes. The route to aircraft is also update when aircraft

transmit data to the ground station. Employing data packet transmission, aircraft can limit

route unicast to reduce unnecessary overhead.

3.3.4 Route selection

If a node has more than one routes to a destination, the node selects one route from the

available ones to forward the packet. The proposed routing selection mechanism considers

multi-criteria instead of single criterion as in the existing routing protocols to select route.

The objective function of this mechanism is to optimize route distance:

H(r) = min
ri∈Rt

(H(ri)), (3.29)

in which, H(r) presents hop count distance of route r, Rt is set of available routes. The

criteria for route selection are presented under constraint function as follows:

T (r) > ts, (3.30)

G(r) = 0, (3.31)

R(r) > SINRs, (3.32)

in which, T (r), G(r), R(r) present, respectively, the stability, the congestion status, and the

reliability of route r. Route stability is measured by longevity of the route. A route r is

considered as stable if it satisfies (3.30) with ts is stability threshold. The route r is not

congested if it satisfies (3.31). When G(r) = 1, route r is congested. Route reliability is
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expressed by the SINR of the recently received signal on the link from the node that is

the route’s gateway. The route satisfying (3.32) is considered as the reliable route. These

constraints are considered in priority order as being shown. The sets of routes after passing

each constraint in priority order are denoted as Tr,Gr,Rr, so that Rr ∈ Gr and Gr ∈ Tr. If

|Tr| = 0, that means there is no route satisfying the first constraint (3.30), the link longevity

optimization is applied for route selection:

T (r) = max
ri∈Rt

(T (ri)), (3.33)

If |Tr| > 0 and |Gr| = 0, all stable routes are congested. When this happens, conges-

tion time optimization is applied on Tr to select the lowest congestion time route:

Tg(r) = min
ri∈Tr

(Tg(ri)), (3.34)

If |Gr| > 0 and |Rr| = 0, link reliability optimization is applied:

R(r) = max
ri∈Gr

(R(ri)), (3.35)

The solution of (3.29) followed by the given constraints can be a set of routes that is

denoted as Hr. If |Hr| > 1 while only one route is required, link reliability optimization

(3.36) is applied again on Hr to obtain the unique route.

R(r) = max
ri∈Hr

(R(ri)), (3.36)

Route selection mechanism presented in steps as follows:

1. The stable routes are selected from the available routes

2. If there are more than one stable route, the uncongested routes are selected from the

available routes.

3. If there are more than one uncongested routes, reliable routes are selected from the

found uncongested routes.

4. If there are more than one reliable routes, the shortest routes are selected from the

found reliable routes.

5. If there are more than one shortest routes, the most reliable route is selected.
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6. If there is no reliable route in step 3, the most reliable route is selected from the found

uncongested routes.

7. If all routes in step 2 are congested, the route selected is the route have lowest conges-

tion time.

8. If there is no stable route in step 1, the most stable route is selected from the available

routes.

3.3.5 Congestion announcement and traffic handling

In the investigated model, traffic flows from all aircraft in network concentrate at the

ground station. Therefore, network area around the ground station can easily get congested.

The congestion announcement and traffic handling mechanism are proposed here to release

network congestion. It regulates traffic to be transmitted on AANET based on network con-

gestion status. A node can sense network congestion via long MAC transmission queueing

time. Therefore, the proposed mechanism uses MAC queuing time as an indicator of net-

work congestion status. A node considers network congested when its MAC queueing time

is great beyond a certain threshold, and set itself to be in congested state. As nodes at nearer

the ground station can get into congested state earlier, the persistent arrival of traffic flows

from nodes in remote uncongested area will make the congestion in area around the ground

station more serious. The congestion announcement is proposed to limit the arrival of re-

mote traffic flows when the nearer area is congested. Following is the demonstration of the

proposed congestion announcement and traffic handling mechanism.

A value of MAC queuing time is assigned as congestion threshold of network. The

node state is in congestion if its MAC queueing time is higher than this threshold. When

changing from normal to congested state, a node broadcast to update its state. When another

node receives this update and has route relying on this congestion node, it will set that route

state as congestion. If the MAC queuing time of a node has not yet get congestion threshold,

but all of its routes the the ground station are in congestion, it also set itself as congested.

When changing back to normal state, the node delays a certain time before updating its state

to others to avoid congestion control traffic increasing by the oscillation between normal and

congestion state. When receiving the update, other nodes also set back their routes relying

on this node to normal.
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A node will cease its own data transmission on AANET or switch its data transmis-

sion to another system when its state is congested. Only the transit traffic for other nodes is

continued to be delivered in network. Due to the possible transmission collision, the conges-

tion announcement message may not correctly be received by others. The congestion node

will update its state again if after a certain time, it still receives transit data packets of its

neighboring nodes.

3.3.6 Broadcast mechanism

Most of the routing control processes as presented above rely on Hello message broad-

cast. There can be many broadcast events occurring in the same time, or for long time, but

there is not any broadcast event. Therefore, in order to reduce unnecessary broadcast over-

head in the dense event condition or to maintain the periodical update state when no event

occurs, a broadcast handling mechanism was developed.

The broadcast of a node is managed by a broadcast handler. When there is not any

event, the broadcast handler schedules the periodical broadcast of the node. The time interval

between broadcast depends on if the node has routes to the ground station. When the node

has routes to the ground station, the time interval between broadcast tG is much longer than

the time interval t0 when the node has no route. As nodes manage neighbor state based

on link longevity, so long tG helps reduce unnecessary update broadcast overhead, but still

maintain connection status between neighbors. Shorter t0 in condition of no route to the

ground station help node sooner to acquire the route. High broadcast rate in this state does

not effect much on network performance as there is no route for communication transactions

between the node and the ground station.

When a event to broadcast occurs, the broadcast handler reschedules if the broadcast

time of the event is sooner than the next scheduled broadcast. The interval between broadcast

time is always guaranteed greater than a minimum time broadcast threshold. After each

broadcast, the broadcast events between the last and the recent broadcast are removed before

the broadcast for the next event is scheduled.
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3.4 Conclusion

From experiment results of simulated AANET, in this chapter, we analyzed the factors

affecting on network performance. Apart from network connectedness, the effect of other

connectivity aspects on network performance are formulated as route stability and link re-

liability. From the issues analyzed, new proposed routing mechanisms to improve network

performance were presented. Our derivation of the new link longevity estimation model al-

lows aircraft to estimate link longevity dynamically with variable transmission range. The

reliability of link establishment can be handled via the parameter SINRt of the model. In

the next chapter, the performance of the new proposed routing mechanism is investigated.



CHAPTER IV

LINK-LONGEVITY BASED ROUTING

PERFORMANCE EVALUATION

4.1 Introduction

Performances of the routing mechanisms proposed in the previous chapter were inves-

tigated via the implementation of a trial routing protocol that these mechanisms are integrated

in. In this chapter, we describe this routing implementation, present experiment result and

discuss new routing performance.

4.2 Routing protocol structure

The trial routing protocol is described by the block structure in Fig. 4.1. ”Route Out-

put” and ”Rout Input” are two interface blocks, in which, ”Route Output” provides routes for

data traffic transmitted by the node itself and ”Route Input” provides routes for transit traffic

of other nodes. The route is selected by the ”Route Selection” block from the ”Routing ta-

ble” based on the proposed route selection mechanism as described in the section 3.3.4. The

”Traffic Handler” block controls the output data traffic of the node whether to be transmitted

on AANET with the selected route, or on another backup system according to node states as

demonstrated in the section 3.3.5. Network topology update and maintenance are managed

by the ”Topology Handler” block. It learns network topology via received routing messages

from other nodes and perform the proposed route dissemination mechanism that was pre-

sented in the section 3.3.3.2. The congestion announcement presented in the section 3.3.5

is performed by the block ”Congestion Handler”. Neighbor discovery, neighbor update and

maintenance are handled by the ”Neighbor Management” block with the proposed neigh-

bor management mechanism presented in the section 3.3.2. The block ”Broadcast Handler”

schedules Hello message broadcast for node periodical update and on events generated by

”Topology Handler”, ”Congestion Handler” and ”Neighbor Management” blocks.
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Figure 4.1: Routing protocol structure

4.3 Routing control messages

Routing control messages used by the trial routing protocols are Hello message, Air-

craft Advertisement (AA) message, and Route Error (RE) message. The Hello message is

used for nodes in network to broadcast their state in processes such as neighbor update, route

dissemination, and congestion announcement. AA message is used by aircraft to unicast to

the ground station, advertising their presence in network. When a packet is forwarded to a

node that has no route to the packet’s destination, RE message transmitted by the node to the

recent packet forwarder to reject forwarding packet.

For the purpose of node state broadcast and local metric exchange between neighboring

nodes, information included in a Hello message to broadcast is as follows:

• Node type: indicating the type of broadcast node whether it is a ground station or an
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aircraft.

• Congestion state : indicating whether the broadcasting node is congested.

• Information of route to a ground station: ground station address, route’s gateway ad-

dress, hop count, connection time. These fields are excluded if the broadcast node has

no route to the ground station.

• Neighbor entry: neighbor address, reverse link longevity, forward link longevity. Neigh-

bor entries are included in the message only for neighbors in the negotiation process.

Information carried in a AA message is hop count and longevity of the route to the

original aircraft. This information is initialized as zero for hop count and infinitive for route

longevity at the original aircraft. It is updated every time the message is forwarded to a node

on delivery progress to the ground station: the hop count is increased one and route longevity

is the minimum value in comparison between the existing route longevity contained in the

message and longevity of the link between the node and the node recently forwarding the

message. The nodes relaying the message also learn about the route to the original aircraft

from information that it contains.

In RE messages, the rejected destination address is included. On receiving an RE

message from a neighboring node, the given node will remove the unavailable route through

this neighbor from its routing table.

4.4 Routing processes

4.4.1 Hello message broadcast

The event and periodical broadcast of a node is handled by the ”Broadcast Handler”

in the routing functional structure according to the proposed mechanism as described in the

section 3.3.6. Interval time of periodical broadcast is set as follows:

• The broadcast interval time of a ground station: 2 seconds

• The broadcast interval time of an aircraft without route to the ground station: 2 seconds

• The broadcast interval time of an aircraft with route to the ground station: 30 seconds

When an event to broadcast occurs, time interval between broadcast changes upon on

the event. The minimum time between two continuous broadcast is 0.1s.
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4.4.2 Neighbor discovery and maintenance

Neighbors are managed based on link longevity by the mechanism proposed in the sec-

tion 3.3.2. Neighbor information is maintained in the neighbor table. Each neighbor entry

is a tuple of [NA, NS, FT, RT, LRT], which are Neighbor Address, Neighbor State, Forward

link expired Time, Reverse link expired Time, and Latest update Reverse link expired Time.

RT is obtained from the reverse link longevity estimated based on the received signal gener-

ated by the respective neighbor. The FT is obtained from the forward link longevity sent by

the neighbor through information exchange process. The NS is indicated by RT and FT as

presented in the section 3.3.2. LRT is the latest value of RT that was feedback to the neigh-

bor. The difference between LRT and RT higher than a certain threshold will trigger the

information exchange to update. Following is the description of the information exchange

procedure, which is illustrated between two neighboring nodes u and v.

u discovers v when it receives v’s broadcast Hello message. It adds v as an entry

into its neighbor table. Neighbor state NS whether of ”1 WAY” or ”UNSTABLE” is set to

u depending on its reverse link expired time RT. If NS is 1 WAY, u starts the negotiation

process by broadcasting Hello message in which the neighbor entry of v with the reverse

link longevity metric is included .

If v finds its entry in u’s broadcast Hello message, it adds u’s entry into its neighbor ta-

ble. The reverse link longevity metric contained in the message corresponds to v’s respective

forward link longevity. Neighbor state NS set to u as whether ”2 WAY” or ”UNSTABLE”

depending on its reverse link expired time. If NS is 2 WAY, v replies u by enclosing u entry

with reserved and forward link longevity in its next Hello message to broadcast.

When u finds its entry in that v’s broadcast Hello message, u updates v’s entry in the

neighbor table with neighbor state NS set as ”2 WAY”. The negotiation process is finished

if the feedback of reverse link longevity included in the message is matched with the latest

RT. Otherwise, u continues the information exchange to update reverse link longevity metric.

The information exchange process takes place until a node finds that all the metrics contained

in the message match with metrics that it is holding.

When the negotiation is finished, u and v keep monitoring their reverse link states. The

significant variance between RT and LRT will trigger the update process through informa-

tion exchange similar to the process that has recently described.
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In the case that v is in ”UNSTABLE” state when it is firstly discovered, u will set a

timer as the arrival time into v’s transmission range. The timer expiration will trigger its

Hello message broadcast to enable v’s awareness of its existence. v will start information

exchange when it is aware of u as ”1 WAY” neighbor via receiving u’s broadcast Hello

message.

In this trial routing protocol, the interval time between two continuous Hello message

broadcast of a node when in information exchange process is set as 1s.

4.4.3 Topology update and maintenance

The dissemination of routes to nodes in network is performed as the proposed route

dissemination mechanism presented in the section 3.3.3. Route to the ground station is dis-

seminated based on Hello message broadcast. Route to aircraft is learnt via their unicast

AA message and data packets sent to the ground station. Each reachable node in network is

stored and maintained as an entry in a routing table. As there can be more than one route to

a destination, routes contained in each entry is a list of tuples of [GA, 2-GA, HC, RL, CS,

CT], which correspond to Gateway Address, 2-hop Gateway Address, Hop Count, Route

Longevity, Congestion State, and Congestion Time, respectively. GA is used as the identity

of a route. 2-hop Gateway Address corresponds to the gateway address of the route of the

current node’s gateway. [CS, CT] is only applied to routes to the ground station, which is ob-

tained from broadcast Hello messages. The information about congestion status of network

is distributed by the congestion announcement mechanism as presented in the section 3.3.5.

4.4.4 Packet forwarding

The next node to forward packet in packet delivery progress is decided hop by hop

based on route selection mechanism as described in the section 3.3.4. For the data of the

own node addressed to the ground station, the traffic handling mechanism presented in the

section 3.3.5 is applied to control the transmission of data whether on AANET.

When a packet is forwarded to a node that route to the destination is not available, the

node sends RE message to the neighbor forwarding packet to announce about its status. The

neighbor on receiving RE message will remove the unavailable route from its routing table.

In the next section, we present the simulation results of the trial routing performance.
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4.5 Routing experiment results

The new routing protocol was experimented in the same simulation model that was

used to investigate AANET performance with OLSR routing protocol in the previous chapter.

With the new routing method, data is handled to be transmitted over AANET or the backup

system. The common parameters set for new routing protocol are presented in Table. 1.

At first, we experimented the new routing protocol in AANET on a single flight path.

The experiment was implemented with various node density up to 0.05nodes/Nm. The

packet sending rate of each nodes to the ground station in this experiment was 2 packets/s.

Routing performance was investigated with different values of the SINRt parameter used in

the proposed link longevity estimation technique. The results were compared with network

performance of the model where all sent out data is transmitted over AANET which was ex-

perimented with OLSR routing protocol. Packet delivery ratio that is the ratio of the number

of received packets to the number of packets sent through AANET is denoted as ”packet de-

livery success rate”. Packet delivery ratio that is the ratio of the number of received packets

to the total number of packets demanded to be sent is expressed for ”network efficiency”.

The higher packet delivery success rate is, the more reliable network will be. As experiment

results presented in the Fig. 4.2, packet delivery success rate is very high for the new routing

technique. The packet delivery success rate increases with the increase of SINRt.

In Fig. 4.3, network efficiency is presented. With SINRt = 0.5, which gave the

transmission range approximate to the one constrained by the reception sensitivity in this

experiment, the network efficiency obtained by the new routing method is close to the one

with the old routing method in the case of low node density as 0.01nodes/Nm, Fig. 4.3.(a).

In low node density condition, network efficiency is low when SINRt is high. However, in

high node density condition as expressed in Fig. 4.3 (b),(c), network efficiency with higher

SINRt becomes higher. This is an advantage of the new routing technique as packets are

delivered with high success rate without the degradation of network efficiency. Another

advantage shown in Fig. 4.4 is that the packet delivery delay with the new routing method is

much lower.

Secondly, we experimented network over nodes distributed in an area. As shown in

Fig. 4.5, 4.6, and 4.7, the trend of obtained results are similar to the case of flight path-based

network. In the next section, we analyzed the effect of the new proposed routing mechanisms
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(a) Packet delivery rate with node density of 0.01 nodes/Nm
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(b) Packet delivery rate with node density of 0.05 nodes/Nm
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(c) The effect of node density on packet delivery success

rate

Figure 4.2: Packet delivery success rate.
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(a) Density of 0.01 nodes/Nm
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(b) Density of 0.02 nodes/Nm
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(c) Density of 0.04 nodes/Nm

Figure 4.3: The effect of node density on network efficiency with various SINRt.
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(a) The effect of node density on packet delivery delay
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(b) The effect of distance on packet delivery delay

Figure 4.4: Packet delivery delay is much shorter with new routing methods.
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(b) Density of 0.03 nodes/Nm

Figure 4.5: Packet delivery rate in scenario of node distributed in an area.

on the network performances.
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(b) Density of 0.03 nodes/Nm

Figure 4.6: Network efficiency in scenario of node distributed in an area.
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Figure 4.7: Packet delivery delay in scenario of node distributed in an area.
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4.6 Routing performance analysis

We analyzed new routing performances based on (3.1), (3.3) and (3.4). For the depen-

dence of network performance on SINRt, network efficiency is presented as follows:

Pef (L, ρ, γ, SINRt) = Pc(L, ρ|SINRt)Pr(L, ρ, γ|SINRt)Pf (L, ρ, γ|SINRt)

= Pc(L, ρ|SINRt)Pr(L, ρ, γ|SINRt)

h(L)∏
i=1

Ai(ρ, γ|SINRt)Bi(ρ, γ|SINRt),

(4.1)

in which:

Pc(L, ρ|SINRt) is the connectedness probability with the given SINRt.

Pr(L, ρ, γ|SINRt) is the probability of at least one uncongested route to be established

between the source and the destination in condition that they are connected and given SINRt

Pf ((L, ρ, γ|SINRt) is the probability of packet delivery success from the source to

the destination in condition of route existence and the given SINRt.

Ai(ρ, γ|SINRt) is the link availability at hop ith, which is the probability of link

existence when packet is delivered at hop ith, with the given SINRt condition.

Bi(ρ, γ|SINRt) is the link reliability at hop ith, which is the probability of packet

delivered successful at hop ith in the condition of link available and SINRt given.

As packet delivery success rate refers to only packets that are really sent through

AANET, it is considered as the probability of packet delivery success when route is available:

Ps(L, ρ, γ, SINRt) = Pf (L, ρ, γ|SINRt)

=

h(L)∏
i=1

Ai(ρ, γ|SINRt)Bi(ρ, γ|SINRt),
(4.2)

Bi(ρ, γ|SINRt) is high when SNIRt is high. Therefore, from (4.2), packet delivery

success rate is increased when SINRt is increased.

Low SINRt can improve connectedness probability Pc(L, ρ|SINRt) as it offers large

transmission range. Furthermore, with large transmission range, link longevity is taken

longer, increasing the link availability Ai(ρ, γ|SINRt). The new routing method bases on
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both route stability, link reliability, and route hop count as criteria for route selection. The re-

liability criteria can enhance Bi(ρ, γ|SINRt) even though SINRt is low. As a result, packet

delivery success rate is high while network efficiency can be still maintained or higher with

the new routing technique.

However, high connectedness probability is also a reason of high interference in the

network as more nodes are enabled for transmission. High interference condition can de-

grade transmission range to maintain SINRt. Bi(ρ, γ|SINRt) as a result is reduced be-

cause the number of routes with reliable links is limited. Therefore, packet delivery success

rate of the low SINRt is always lower than high SINRt, especially in high node density

condition.

For high SINRt, the minimum requirement of link reliability Bi(ρ, γ|SINRt) is

achieved. However, high interference in high node density condition makes decreasing

transmission range. It adversely affects link availability Ai(ρ, γ|SINRt), which is already

decreased by high SINRt. Therefore, in spite of high SINRt, packet delivery success rate

is also decreased when node density increases.

Ai(ρ, γ|SINRt) and Bi(ρ, γ|SINRt) are also affected by the traffic handling mecha-

nism. As the traffic handling mechanism in the proposed routing method can regulate traffic

transmission in network, the serious impact of high interference on these probability compo-

nents can be reduced. That helps guarantee the reliability for packet delivery as short delay

and high success rate.

As presented in (4.1), network efficiency is always smaller than the connectedness

probability Pc(L, ρ|SINRt) as it does not depend only on the connectedness probability. In

low node density condition, the interference is not too high to degrade the other probabil-

ity components. Therefore, higher connectedness probability as a result of lower SINRt

makes network efficiency increased. However, in high node density condition, network ef-

ficiency is decided by the existence probability of uncongested routes Pr(L, ρ, γ|SINRt).

Pr(L, ρ, γ|SINRt) is decreased when SINRt decreases as a result of the increase of traffic

by transmission of more connected nodes in the network. Thus, with high Pr(L, ρ, γ|SINRt)

and Ps(L, ρ, γ|SINRt), sufficiently high SINRt can offer high network efficiency in high

node density condition.
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4.7 Message complexity

Routes from the ground station to aircraft is established based on AA message uni-

cast from aircraft. In the worst case, AA message of an aircraft has to be relayed by all

of the remaining aircraft in the network. In that case, the total number of transmission and

retransmission of AA messages for routes from all aircraft to the ground station is N(N+1)
2

.

N is the number of aircraft in network. Therefore, the complexity of route establishment

is denoted as O(N2). The route from aircraft to the ground station based on local Hello

message broadcast only, so its complexity is O(N). The total message complexity for route

establishment of the new routing mechanisms is O(N) + O(N2). Besides relying on local

Hello message broadcast, OLSR routing also bases on universal broadcast of topology mes-

sages over network. In the worst case, the topology message of a node is rebroadcasted by

all remaining nodes in the network. Therefore, the complexity of OLSR is O(N) + O(N2).

Although the new routing method and the conventional OLSR have the same message com-

plexity presentation, the coefficient of the new routing method depends on SINRt. Because

link longevity is smaller for the higher SINRt, it makes routing messages transmitted with

higher rate. The coefficient of the new routing method for the higher SINRt as a result is

higher. The high overhead caused by high SINRt in high node density condition can make

network quickly get congested. When SINRt is both lower or higher than a certain value, it

can make Pr(L, ρ, γ|SINRt) decreased. As high SINRt is always required for high packet

delivery success rate, it may lead to the trade off between the packet delivery success rate

and the network efficiency.

4.8 Discussion over possible future improvements

Because the update rate is decreased with link longevity-based routing technique, the

sudden change may not be timely detected. Therefore, the proposed routing mechanism is

suitable for AANET of enroute aircraft that have stable mobility.

In order to reduce routing overhead, the Hello messages have to carry more node state

information. That makes them take longer, decreasing the probability of message reception

success.

Furthermore, the constraint of SINRt can reduce the chance for nodes to be connected
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while they can still receive successfully packets from each other.

Another point is that SINRt need to be set properly according to node density condi-

tions in order for the best network performance to be achieved.

4.9 Conclusion

The performance of new routing mechanisms are achieved as expected as it can estab-

lish high reliable routes in network, which offer high packet delivery success probability and

short delay. Meanwhile, high network efficiency can also be achieved with suitable value set

for the parameter SINRt of the proposed link longevity estimation model.



CHAPTER V

CONCLUSION

In this dissertation, we studied connectivity and routing mechanisms of AANET. Through

this research, we achieved some important contributions. Firstly, we derived the precise

connectivity analytical modeling for general one dimensional network. This model can ex-

hibit the dependence of connectedness probability on any node distribution along a network.

Therefore, it can be used to evaluate connectivity in various one dimensional networks if its

node distribution is known. Applying this model, connectivity analytical model of flight-path

based AANET with Poisson distribution assumption of aircraft on flight path is derived. The

dependence of connectedness probability on various system parameters such as the number

of neighboring nodes, node density, transmission range, node velocities, and node arrival rate

from two ends of the flight path is also presented with this model. The extension capability

of AANET that is expressed as the network coverage extension factor for each connected-

ness probability requirement was also derived. This is a helpful utility in network design for

AANETs.

After network connectivity modeling analysis, we formulated the effect of connectivity

on network performance. The effect of node density on connectivity and packet delivery

ratio was shown. The novel routing mechanisms based on link longevity were proposed to

improve the reliability of network. When proposing longevity-based routing mechanism,

we also derived the new link longevity estimation model that can calculate longevity of link

between nodes in 3D space without transmission range knowledge requirement as in the

existing model. Applying this model, network reliability performance can also be handled

based on parameter SINRt.

Through experiment results of the trial routing protocol that integrates all of the pro-

posed routing mechanisms, network performance is obtained as expected. Network reliabil-

ity can be handled based on the selected value of the threshold SINRt. The network can

achieve the best performance when proper value of SINRt is set. Due to the traffic handling

mechanism in combination with the congestion announcement mechanism, the congestion
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problem in network in high node density is alleviated, that helps reducing delay of packet

delivery in network and improve network reliability as well as efficiency.
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Appendix A

Coverage extension derivation method

We have:

Pc(α, β0) = p0. (1)

On the other hand, from (2.15), we also have:

Pc(α, dβ0e) ≤ Pc(α, β0) ≤ Pc(α, bβ0c) (2)

Pc(α, bβ0c) =

[
1−(1+α)e−α

(1−e−α)

]bβ0c−1

×
(
1 − e−α

)
. (3)

P{C(na, nb)} =

(
1 − e−ρR − ρRe−ρR

(1 − e−ρR)

)bL
R
c−1

×
(
1 − e−ρR − ρ(L − bL

R
c)e−ρR).

(4)

Therefore: [
1 − (1 + α)e−α

(1 − e−α)

]dβ0e−1

×
(
1 − e−α

)
≤ p0

≤
[
1 − (1 + α)e−α

(1 − e−α)

]bβ0c−1

×
(
1 − e−α

) (5)

bβ0c ≤
ln

p0
1−e−α

ln
1−(1+α)e−α

1−e−α

+ 1 (6)

dβ0e ≥
ln

p0
1−e−α

ln
1−(1+α)e−α

1−e−α

+ 1. (7)

Assigning:

βt =
ln p0

1−e−α

ln 1−(1+α)e−α

1−e−α

+ 1, (8)

we have:

bβ0c = bβtc. (9)

Replacing (9) into (1) and combining with (2.15):[
1 − (1 + α)e−α

(1 − e−α)

]bβtc−1

×
(
1 − (1 + α(β0 − bβtc))e−α

)
= p0, (10)

β0 = bβtc +
1

α

[(
1 − p0

(
1 − e−α

1 − (1 + α)e−α

)bβtc−1)
eα − 1

]
. (11)
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Appendix B

Parameter setting for link longevity based routing

Table 1: Parameter setting for link longevity based routing

Parameter Value

Periodical broadcast interval of a ground station 2s

Periodical broadcast interval of an aircraft 2s

when it has no route to the ground station

Periodical broadcast interval of an aircraft 30s

when it has routes to the ground station

Broadcast interval of an aircraft 1s

in process of neighbor information exchange

Minimum broadcast interval 0.1 s

Route stability threshold 60 s

MAC queueing time congestion threshold 0.3 s
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