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CHAPTER I 

INTRODUCTION 
 

1.1 Background of the Thesis 

Statistical process control is an effective method for controlling quality and 

productivity in a firm. The primary tool of statistical process control is statistical control 

chart. Control chart developed by W.A. Shewhart (1931) is a useful tool to monitor the 

process to check whether the process is in control or there is a system of assignable 

causes occurs (Celeno and Fichera, 1999). The objectives of control chart is to help 

determine either variation in measurements of a product are caused by small, normal 

variations that cannot be acted upon ("common causes") or by some larger variations 

("special cause") that can be acted upon or fixed. 

The X-bar chart is one of the variable control chart that is among the most important 

and useful on-line statistical process monitoring and control techniques. The 

characteristic of X-bar chart is to control the process average or mean quality level 

between subgroups.  

The design of the X- bar chart involves with the determination of the sample size and 

the frequency or time between sampling. In practice, the X-bar chart normally has 

sample size (n) around 4 or 5. The sampling interval is generally based on the 

production rate and familiarity with the process (Alexander et al., 1995). Sample size 

and sampling frequency play an important role in the quality of the control chart. 

Moreover, there are many costs related to the sample size and sampling frequency such 

as cost of poor product and cost of sampling. Therefore, the quality and costs related to 

the control chart should be concerned when developing the control chart. 

 

 

 



2 
 

1.2 Statement of Problem 

The design of X-bar chart is important in many aspects of different levels in the firm. 

For example, the parameters needed to control can affect the long run product quality. 

Managers are interested in achieving quality at the minimum cost.  

The main factors that needed to concern when designing X-bar chart are sample 

size (n) and sampling frequency (f). Sample size and sampling frequency are normally 

determined based on quality criteria only. Increasing sample size and sampling 

frequency are necessary when we want to increase the ability of detection.  However, 

increasing sample size and sampling frequency results in an increase in cost of 

sampling, but cost of scrap and cost of rework can be reduced because we can detect 

the mean shift more quickly. The causes of variation can be fixed early. On the other 

hand, decreasing sample size and sampling frequency results in a decrease in 

probability of detection, causing higher cost of scrap and rework. However, the cost of 

sampling is reducing. 

The problem with the commonly used approach that considering only available 

aspect when designing control chart is that the cost effectiveness is not obtained. The 

problem is whether to take large samples at less frequent interval or small samples at 

more frequent interval (Goel, Jain, and Wu, 1968). Determining sample size and 

sampling frequency is important for minimizing the costs related. Many researchers 

have proposed economic models for designing of control chart which give the guideline 

to answer those questions.  

However, Saniga and Shirland (1977) showed that very few economic models for the 

design of control charts have implemented. The economic models are not widely used 

because the models are quite complex, and difficult to evaluate and optimize 

(Alexander et al., 1995). The economic models usually use complex mathematic and 

statistic, which are hard to understand and applied in real case. Woodal (1986) stated 

that control chart based on economically optimal design generally have poor statistical 

properties. Moreover, Montgomery (1980) also stated that the proposed models did not 
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consider all relevant costs and no formal optimization techniques applied to the total 

cost function. 

Hence, this project aims to solve these problems by developing understandable 

economic mathematical model using both quality and cost criteria. The model is used to 

determine the control chart parameters which are sample size (n) and sampling 

frequency (f) that minimizing the total cost of quality while the quality level remains the 

same. The economic mathematical model will be developed under the real situation of 

the case study company to make the model realistic.  

 

1.3 Background of the Case Study Company 

The case study company is an electronic company that produces specific parts in a 

motor for hard disk drive (HDD). The production of the product consists of turning 

process, internal process quality assurance (IPQA), and outgoing quality assurance 

(OQA). The turning process is a process that turns an internal diameter (ID) of the 

product. This process is considered to be a long run production process and has a 

steady standard deviation (SD). The IPQA process is a quality control process which 

monitors the ID parameter in production line. At the present, the company is using X-bar 

control chart to monitor the ID as a variable data in IPQA process. The OQA process is 

the final quality control process before delivering the product to the customer. This 

thesis will use the ID of the product as a variable data to monitor an X-bar chart.  

 

 

 

 

 

 

 Figure 1.1: Inside Diameter of the Product Studied 

Inside Diameter 



4 
 

1.4 Thesis Objective 

1. To develop economic mathematic model by integrating quality costs related to the 

implementation of control chart.  

2. To find the appropriate sample size and sampling frequency for the case study 

company. 

 

1.5 Scope of the Thesis 

1. The scope of the thesis focuses on developing economic mathematical model for 

the process in the case study company which produces parts in HDD. The thesis uses 

X-bar chart for monitoring the inside diameter of the product.  

2. Constraints about statistical quality are type 1 error (α ) and type 2 error (β ). 

Type 1 error and type 2 error can also be illustrated in forms of ARL0 (α
1 ) and ARL1           

(
β−1

1 ) respectively. 

3. The developed model can be used to determine sample size and sampling 

frequency that minimize total quality costs with statistical quality constraints.  

4. Costs in the model consist of Appraisal costs and Failure costs. Prevention costs 

are excluded from the model because they are not dependent on sample size and 

sampling frequency. 

5. The production process is considered to be a long run steady process and the 

measured value is considered to be variable data with normal distribution. 
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1.6 Methodology 

1.6.1 Exploratory Research from Literatures, Books, and Journals  

This phase focuses on researching relevant literatures, books, and journals about 

the design of control chart and costs of quality. Data from the research will be analyzed 

and identified to set a scope and arrange a schedule for the thesis. The objective of the 

thesis and its expected benefit are also settled in this phase. 

 

1.6.2 Collect All Related Information from the Case Study Process 

The case study process will be used to make the study more realistic and 

practicable. There are two main data that will be collected from the case study process, 

which are quality cost and quality characteristic. 

1.6.2.1 Quality Cost 

There are many costs that related to the control chart and its usage. These 

related costs will be studied and collected to make the mathematic model precise as 

much as possible.  

 

1.6.2.2 Quality Characteristic 

Quality characteristic measured from the product will be collected and used 

for designing X-bar control chart. 

 

1.6.3 Develop the Mathematical Model 

The economic mathematical model will be developed based on theory, literature, 

and case study data. The model will include related appraisal and failure costs and 

statistical quality criteria to determine sample size and sampling frequency. Sample size 

and sampling frequency are the variables affect both costs and statistical quality of the 

control chart. 
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1.6.4 Improve the Mathematical Model 

The collected data will be applied in the model for validating and improving the 

model. The impractical issues and drawbacks in the economic mathematical model will 

be analyzed and improved to make the effective model. Literature will also be reviewed 

to ensure that the improvement is in the right direction. 

 

1.6.5 Summarize the Results 

Results, advantages, and disadvantages of the economic mathematical model and 

its application will be illustrated and concluded. Also, limitations and assumptions will be 

discussed and suggested. 

 

1.7 Research Schedule 

Table 1.1: Research Schedule 

 
 
 
 
 

  

Oct 

09 

Nov 

09 

Dec 

09 

Jan 

10 

Feb 

10 

Mar 

10 

Apr 

10 

May 

10 

Jun 

10 

July 

10 

Aug 

10 

1. Study 

research                      

2. Collect data                       

3. Develop the 

model                       

4. Improve the 

model                       

5. Summarize                       
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1.8 Expected Benefits  

1. Costs of quality will be identified and analyzed about their relationship with the 

control chart implementation and statistical quality criteria. 

2. Developed mathematical model can determine the appropriate sample size and 

sampling frequency for minimizing total quality costs. 

3. After using the new developed model, costs will be reduced while statistical 

quality is retained. 
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CHAPTER II 

RELATED THEORETICAL STUDIES AND LITERATURE REVIEWS 
 

2.1 Related Theoretical Studies 

2.1.1 Statistical Quality Control (Montgomery, 2005) 

2.1.1.1 Causes of Quality Variation 

A. Chance Causes 

In any production process, regardless of how well designed or 

carefully maintained it is a certain amount of inherent or natural variability that always 

exists. This natural variability or “background noise” is the cumulative effect of many 

small, basic unavoidable causes.  

In the framework of statistical quality control, this natural variability is 

often called a “stable system of chance causes”.  

A process that is operating with only chance causes of variation 

present is said to be in statistical control. In other words, the chance causes are an 

inherent part of the process. 

 

B. Assignable Causes 

Another kind of variability may occasionally present in the output of the 

process. This variability in key quality characteristics usually arises from three sources: 

improper machines control or adjustment, operator errors, or defective raw material.  

Such variability is generally large when compared to the background 

noise, and it usually represents an unacceptable level of process performance. These 

sources of variability that are not part of the chance cause pattern are called 
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“assignable causes”. A process that is operating in the presence of assignable causes 

is said to be out of control. 

 

2.1.1.2 The Design of the Control Chart 

A. Identify What to Control or the Control Objective 

The selected characteristic has to be controlled should be a major 

characteristic that plays an important role in the product quality. The major characteristic 

should be controlled rather than a minor characteristic. 

 

B. Specify the Sample Size and the Sampling Frequency.  

The sample size and the sampling frequency depend on the following 

factors: 

1. The constancy of production ex. more sampling frequency is 

required if the production is the new one. 

2.  The rate of production. 

3.  Cost of sampling. 

 

C. Collect Sample Data 

Gathering the sample data uses different type of data record 

depending on the type of control chart. After collecting all data, the result is used to 

formulate control chart from each sample to find sample mean, sample distribution and 

sample sensitivity. 
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D. Calculate Control Limits and Develop the Control Chart 

Control chart consists of: 

1) Upper Control Limit: UCL 

σμ ˆˆ LUCL +=  

2) Centerline: CL 

μ̂=CL  

3) Lower Control Limit: LCL 

σμ ˆˆ LLCL −=  

Where   
∧

μ   = the mean of sample 

 
∧

σ  = the standard deviation of sample 

  L  = the distance of control limits from the center line, 

expressed in standard deviation units 

 

Figure 2.1: UCL, CL, and LCL of the Control Chart 
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E. Plot and Analyze the Control Chart 

Plot the points that have been computed based on measurement on 

the control charts and then analyze the distribution of the points whether the process is 

in in-control state or not. The characteristics of in-control state are as follows: 

1. Most of the points are near the center line. 

2. The points near the upper and the lower limit are in small quantity. 

3. Nearly all of the sample points fall between the upper and the lower 

control limits. 

4. The distribution of the points is random. 

Using Western Electric Rule to determine the deviation of the process. 

 

F. Improve the Control Chart 

If there is a point exceeding the UCL or LCL, the investigation has to 

be established to fix the causes. After the causes were found, eliminate all the points 

that plotted outside the control limits and develop new control chart using the points 

inside the control limits. Use the new control chart to control the process. The important 

factors are: 

1. The center line and the control limits must be computed from in-

control state process. 

2. The assumption in developing the control chart is that the sample 

data has to have normal distribution.  
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G. Use Control Chart to Improve Product Quality 

The improvement of product quality is necessary for the competition. 

Besides, when the process is improved ex. the center line or the sensitivity is change in 

the better way, the new control limits must be computed to make the control chart 

conform to the present situation. 

 

2.1.1.3 The X-bar Control Charts 

The X-bar charts are among the most important and useful on-line statistical 

process monitoring and control techniques. Control of the process average or mean 

quality level is usually done with the control chart of means, called the X-bar chart.  

 

2.1.1.4 Development of X-bar Control Charts 

There are 4 important factors in developing X-bar and R charts which are 

control limit width, sample size, sampling frequency, and method of subgroup selection. 

A. Control Limit Width 

Control limit width is depended on the value of L since σ̂ is a value that 

derived from the process variability which cannot be adjusted. Normally, the L value is 

set to be 3.   

σμ ˆˆ LUCL +=  

σμ ˆˆ LLCL −=  

The main considerations when developing control chart are lost due to 

nonconformance, cost of adjusting machine, type 2 error (β ), and type 1 error (α ).  
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Figure 2.2: X-bar Control Chart Limits and the Shift of the Process Mean from 0μ to 

1μ (Engin, 2008) 

 

B. Sample Size (n) 

Sample size is the number of products which will be formed to be one 

sample group. There are two aspects of the quantity of sample size as follows. 

1. We want a small sample size because we want to save the sampling 

cost. 

2. We want a large sample size because we want the mean sample to 

distribute as a normal distribution and increase the power of the 

detection. 

Normally, the sample size is around 4-6 pieces. 
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Sample size and type 2 error (β ). 

)()( nkLnkL −−Φ−−Φ=β  
 

Where  β   is the function of sample size which can detect the 

magnitude of the shift in various sample sizes (n) 

  Φ  is the standard normal cumulative distribution function 

 k  is the magnitude of the shift from the normal state 

process expressed in standard deviation units 

L    is the multiple of standard error in the control limits 

ARL (Average Run Length) is the performance measurement of control 

chart in terms of the expected number of samples taken in order to detect the shift. The 

large value of ARL means that the large number of samples is required for detection, 

which resulted in higher cost since a large number of defect products have been 

produced. ARL is preferred to be small in order to detect the shift early. 

ARL = 
β−1

1

 
 

C. Sampling Frequency (f or 1/h) 

The frequency of sampling should be at least equal to the frequency 

that the special cause variation may arise and also consider about the sampling cost. 

High sampling frequency is required when the production is new since it can reduce the 

time required to detect the causes resulting in less defect product produced. However, 

this can increase the sampling cost due to the fact that it needs more resources to 

operate. The sampling frequency can be lower when the production is stable.  
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D. Method of Subgroup Selection 

The samples should be selected by an appropriate method so that the 

common-cause variation can be well-detected and also increase the opportunity to 

detect the special cause variation. There are two methods of subgroup selection as 

shown below. 

1) Consecutive Sampling 

Each sample is randomly tested at the same time (or as closely 

together as possible) creating higher chance to detect the common-cause variation. 

2) Distributed Sampling 

Each sample is tested comprehensively from the beginning to the end 

of the process. This method is popular for stable process since it can detect immediate 

and short time variance which well-detected in R-chart and also has the ability to detect 

gradual variance, but faster than Consecutive sampling.  

 

2.1.1.5 Pitfalls in Subgroup Selection 

A. Stratification 

The samples are from the same process, but different machines 

resulting in high range of data since the mean from each of the machines are not the 

same. The control looks like an effective process since the distribution of the mean on X-

bar chart is narrow comparing with the width of control limits, but actually it is wider than 

normal. 

 

B. Mixing 

The samples are combined from all machines and then randomly 

tested. More than one distribution mode might be happened on X-bar chart. 
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2.1.2 Quality Costs 

Since financial costs take an important part in business management, it is essential 

to integrate financial controls in every department or function including in quality 

function. Quality costs are emerged into financial control tool so that the company can 

specify chances to reduce quality costs and consequently reduce overall costs in the 

company. The main concept of quality costs is to quantify the total cost of quality-related 

efforts and deficiencies that normally associated with producing, identifying, avoiding, or 

repairing products that do not meet requirements.  

Quality costs can be divided into 3 main categories which are Prevention costs, 

Appraisal costs, and Failure costs described as follows:  

2.1.2.1 Prevention Costs 

Prevention costs are costs that a company spends to prevent an error or make 

it right first time. The company needs to pay attention essentially on the prevention cost 

because the costs of preventing errors are much cheaper than the costs of fixing errors 

which might happen later if the prevention is not good enough. The important prevention 

cost which likely to happen is described as followed: 

A. Quality Planning 

This cost is related to the creation of the plans involved with the quality 

such as inspection plan and specialized plans of the quality-assurance function. 

 

B. Investment in Quality-related Information Systems 

This cost is involved with acquiring data on product performance and 

process efficiency and also analyzing these data to identify the problems.  
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C. Quality Training and Workforce Development 

The cost of training consists of developing, preparing, executing, 

operating, and maintaining quality training program. 

 

D. Process Design 

The cost of process design is occurred in order to improve the overall 

quality of the process and product. 

 

E. Process Control 

Costs associated with process control techniques which has the main 

function to monitor the process in order to reduce variation and improve the product 

quality. 

 

2.1.2.2 Appraisal Costs 

Appraisal costs include all activities associated with measuring, evaluating, 

and testing products, processes, and services in order to determine whether they 

conform to the standards or not. This type of quality cost is used to check the products, 

processes, and services in term of quality to ensure that they can conform to 

specifications. The major appraisal costs are described below: 

A. Test and Inspection of Purchased Materials 

Costs occurred from inspecting and testing of all materials to ensure 

that there is no defect in those incoming materials. 
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B. Test and Inspection of Products 

The cost involved with checking the conformance of the products in 

each stage of production from the manufacturing through the shipping. 

 

C. Test and Inspection of Equipments 

Costs in this section are concerned with maintaining the accuracy and 

efficiency of equipment in order to keep the equipment in good condition. 

 

D. Quality Audits 

Costs associated with a periodic audit of quality-assurance system to 

ensure that everything is running smoothly. 

 

2.1.2.3 Failure Costs 

Failure costs are costs that a company spends to correct products, processes, 

and services that fail to meet the requirements of the customers. Failure costs can be 

divided into two types, which are internal failure costs and external failure costs. An 

internal failure is the failure that happens before the product or service is delivered to 

the customer, while an external failure is the failure that happens after the product or 

service is delivered to the customer already. Both internal failure and external failures 

would disappear if there are no defects in the product.  
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The major internal failure costs are described as followed: 

1. Scrap before Reaching Customers 

Scrap cost is loss including labor cost and raw material cost from defective 

products that cannot be repaired or used. 

2. Rework before Reaching Customers 

Rework cost is associated with correcting the nonconformance products to 

make them conform as the specification. 

3. Internal Process Failure 

This cost deals with internal process failure. It includes the cost of idle 

production process from machine downtime due to the nonconformance to 

requirements. 

 

The major external failure costs are described as followed: 

1. Cost of Dealing with Customer Complaints 

This cost associates with the investigation and adjustment of customers’ 

complaints from the nonconforming products. 

2. Product Recall 

This type of cost includes costs that involved with returning of nonconforming 

products including transportation cost and product replacement cost. 

3. Indirect Costs 

This type of costs involves an indirect cost that arisen from product failure 

such as customer dissatisfaction and loss of reputation. 
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Table 2.1: Quality Costs 

Type of quality costs Examples 

  Quality planning 

  Investment in quality-related information systems 

Prevention costs Quality training and workforce development 

  Process design 

  Process control 

 

Appraisal costs 

 

Test and inspection of purchased materials 

Test and inspection of products 

Test and inspection of equipments 

Quality audits 

    Scrap before reaching customer 

  Internal failure costs Rework before reaching customer 

Failure costs   Internal process failure 

    Cost of dealing with customer complaints 

  External failure costs Product recall 

    Indirect costs 
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2.2 Literature Review 

2.2.1 Development of Economic Statistical Design of Control Chart  

2.2.1.1 Statistical Design of Control Chart  

Control charts were firstly established in 1924 by Walter A. Shewhart 

(Shewhart, 1931) as a mean to discriminate between the normal expected random 

causes and the special assignable causes of the measured values. This Shewhart 

control chart is called X-bar control chart. In an X- bar control chart, the control limit 

coefficient (L) is equivalent to 3 based on the normal distribution theory while the sample 

size (n) is usually around 4 to 5. However, there are no general guidelines for the 

sampling interval (h). 

The design of the control chart will affect directly to the performance and the 

cost of the control chart. Traditionally, control chart has been designed only by statistical 

criteria. The type 1 error probability and power are usually specified at the desired level 

while the sample size (n) and control limits coefficient (L) can be specifically 

determined. However, the high quality criteria may result in high performance control 

chart since it can detect an assignable cost early, but it may cause more false alarms 

and in higher operation cost.  Thus, the design of the control chart is very important to its 

performance in terms of quality and cost criteria. 

 

2.2.1.2 Semi Economic Design of Control Chart  

The first work about economic design is done by Girshick and Rubin (Girshick 

and Rubin, 1952). They proposed in an area of cost modeling of quality control system 

and also analyze a process model that a machine produces items with a quality 

characteristic (x). The machine production can be divided in to four stages. Stage 1 and 

2 are production stages and the output quality characteristic is described by the 

probability density function fi(x) where i = 1, 2. Stage 1 is an in-control stage which has a 

constant probability of a shift into stage 2 which is an out-of-control stage. The process 

is not self-correcting so repairing is required to bring the process back to stage 1 or an 



22 
 

in-control stage. Stages 3 and 4 are repair stages. They also discussed about 100% 

inspection and periodic inspection rules. The economic criterion is to maximize 

expected net income from the process. Since the optimal control rules are hard to derive 

due to complex integral equations, the usage in practice has been limited. However, 

they were the first who proposed the expected cost per unit of time which is beneficial to 

the following researchers which have used this criterion to further development. Bather 

(1963), Savage (1962), White (1974), and Ross (1971) have investigated generalized 

formulations of the Girshick and Rubin model, but their results do not lead to practical 

process control rules. There are also several early researchers proposed their economic 

design of conventional Shewhart control chart. Weiler (1952) proposed that, for an X-bar 

chart, the optimum sample size (n) should minimize the total amount of inspection. If 

there is a shift from an in-control state (μ0) to an out of control stage μ1 = μ0 +δ σ , Weiler 

illustrated that the optimal sample size can be calculated from 2/δdn = where 

d depends on the control limits width. However, Weiler did not formally concern about 

costs but his work aimed for minimizing total inspection resulting in minimizing total 

costs implicitly. Taylor (1965) showed that control procedures based on fixed sample 

size (n) and sampling frequency (f) are not optimal. He suggested that these variables 

should be determined based on posterior probability which the process is in an out-of-

control stage. However, in practice, fixed sample size (n) and sampling frequency (f) are 

widely used because of their administrative simplicity. In conclusion, these economic 

designs can be classified in the semi-economic design because the proposed models 

do not consider all related costs or there is no formal optimization techniques applied to 

the cost function. 

 

2.2.1.3 Economic Models of the X-bar Control Chart  

Duncan (1956) proposed the first paper dealing with fully economic model of 

the Shewhart control chart and incorporating formal optimization methodology to 

determine the control chart parameters. The design criterion is to maximize the 

expected net income per unit of time.  
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There are many assumptions needed to be applied when using the Duncan’s 

model which are as follows:  

1.  The control chart is used to detect a random single assignable cause. 

2. Actions are taken when any point exceeds the control limits since the 

process is not self-correcting. 

3.  The process begins from an in-control stage. 

4.  The distribution of the quality characteristic of the process output is normal. 

5. The assignable cause occurs according to a Poisson process and the 

occurrence time of the assignable cause is an Exponential distribution with 

parameter 0>λ , where λ/1 is the mean time that the process is in the in-control stage. 

6. The process is allowed to operate during the search for an assignable 

cause (continuous process). 

7. The rate of production is high so that the occurrence of change in the 

process during the sample taking is neglected. 

8.  The process is characterized by an in-control stage 0μ  and the assignable 

cause occurs at random at magnitudeδ  which resulted in the mean from 0μ  to either 

δμ +0  or δμ −0 . The process is monitored by an X-bar chart with centerline 0μ  and 

upper and lower control limits )/(0 nk σμ ± . 

A production cycle consists of four periods which are in-control period, out-of-

control period, time to take a sample and interpret the result, and time to find an 

assignable cause. The expected length of the control period is λ/1 . The number of 

samples required to produce an out-of-control state is a geometric random variable with 

mean )1/(1 β−  so the expected length of the out of control period is τβ −− )1/(h  where 

τ  is the expected time of occurrence within the interval of adjacent samples. The time 

required to take a sample and interpret the results is a constant g  which is proportional 
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to the sample size (n) while the time required to find the assignable cause is a constant 

D. Hence, the expected length of the cycle is 

DgnhTE ++−
−

+= τ
βλ 1

1)( . 

The net income per hour when the process is in the in-control state is 0V  while 

the net income per hour when the process is in the out-of-control state is 1V . The cost of 

taking sample size (n) is naa 21 +  where 1a  is a fixed cost of sampling and 2a is a 
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The objective is to maximize the expected net income per hour [ )(AE ] with 

respect to sample size (n), interval between sample (h), and multiple of sigma used in 

control limits (k). There are several numerical approximations are applied in the structure 

and optimization of the model. An optimization method needs numerical approximation 

and repetitious procedure to solve for the optimal sample size (n) and multiple of sigma 

used in control limits (k). However, this is not really a practical optimization method so 

there are several authors reported optimization methods for the Duncan’s model. Goel, 

Jain, and Wu (1968) devised an iterative procedure that will produce the exact optimum 

solution which is superior to Duncan’s optimization method in some situations. 
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Although the Duncan’s model is the model that integrates fully economic 

design of the control chart, but there are many unrealistic assumptions and limitations in 

the model as follows: 

1. The Duncan’s model does not concern about statistical properties since 

there is only an economic objective without statistical constraints in the model (Saniga, 

1989).  

2. The process is allowed to continue in operation during the search for an 

assignable cause which may be unrealistic in case that the process has to halt to search 

for an assignable cause (Montgomery, 1980).  

3. The cost of eliminating an assignable cause is not charged against the net 

income for the period (Montgomery, 1980). 

4. The cost elements are quite rough since it is hard to value the cost elements 

in practice (Montgomery, 1980).  

5. The optimization method is complicated with no general solving method 

(Alexander et al., 1995). 

These disadvantages and limitations of the Duncan’s model persuade many of 

researchers to develop their models based on Duncan’s model for specific usages and 

assumptions. There are many issues that can be developed from the Duncan’s model 

such as assumptions, actions occurred in the cycle time, cost elements, optimization 

methods, related control charts, and sampling plans. These issues will be illustrated 

further. 

 

2.2.1.4 Economic Statistical Design  

Both statistical designs and economic designs have strengths and 

weaknesses (Zhang and Berardi, 1997). The advantage of statistical designs are that 

they give low error rate both in type 1 and type 2, but may cost more than economic 

designs due to its strict quality criteria. On the other hand, economic designs focus on 

cost and ignore statistical properties resulting in low quality criteria level. The economic 

statistical design was first developed by Saniga (1989) which aimed to integrate 
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advantages from both statistical and economic designs and reduces disadvantages 

from them. The main objective of economic statistical design is to minimize the expected 

cost per unit of time as in economic design, but also consider type 1error, type 2 error, 

and ATS as the constraints (Saniga, 1989). Alternatives and additional constraints can 

be added depending on the objective of each design. Even though economic statistical 

design generally cost more than normal economic design, the output qualities or quality 

statistic properties are better.  

 

2.2.2 Economic and Economic Statistical Design of X-bar Chart with Different 

Adaptation 

2.2.2.1 Weibull Failure Rate Assumption   

Most of the previous process models assumed that the process failure 

mechanism follows a Poisson process and the time that the process is in the in-control 

state follows an exponential distribution. However, these assumptions may not be 

suitable for every process. Baker (1971) reported that the optimal economic control 

chart is sensitive to the process failure mechanism assumption. Hu (1984) discussed an 

economic design of an X-bar control chart with non-Poisson process. An economic 

design of an X-bar control chart under a Weibull failure mechanism was proposed by 

Banerjee and Rahim (1988). Weibull failure mechanism can be generally used in any 

system with a constant, increasing, or even decreasing failure rate. Thus, the usage of 

Weibull failure mechanism is wider than Poisson failure mechanism with a constant 

failure rate. Zhang and Berardi (1997) proposed economic statistical design of X-bar 

control chart with Weibull in-control time and also added statistical constraint to previous 

economic design with Weibull in-control time. 
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2.2.2.2 Multiple Assignable Causes Assumption  

The assumption for most of previous models is a single assignable cause 

assumption. However, many of production processes have several assignable causes. 

Duncan (1971) extended his single assignable cause model to be a multiple assignable 

causes model. The occurrence times of the assignable causes assumed to be 

independently exponentially distributed with mean times 
jλ

1 where j is a number of 

occurrences. It is assumed that after an initial shift occurred, the second occurrence of 

an assignable cause is allowed. The shift has been assumed to be at constant 

magnitude regardless of what the causes are. A new probability ( jp ) represents a 

probability that a point falls outside the control limits after the occurrence of cause jA . 

Knappenberger & Grandage (1969) also purposed economic design of the X-bar chart 

for multiple assignable causes. They assumed that the process can be stopped while 

action signals are investigated and there are no constraints that limit the number of 

assignable cause occurrence which is considered to be more realistic assumption and 

more practical than Duncan’s model. A Markov chain model structure is used. In 

conclusion, multiple assignable cause models are more complex than single assignable 

cause models and there are more unknown parameters that must be specified in order 

to determine the optimum control chart design. Duncan (1971) and Knappenberger & 

Grandage (1969) reported that a single assignable cause model that match the true 

multiple assignable cause system in certain important ways produces very good results 

(Montgomery, 1980). Thus, it is reasonable to conclude that a model which contains only 

a few stages can approximately substitute very complex multistage processes. 

 

2.2.2.3 Joint Economic Design of X-bar and R Control Chart  

Saniga (1989) developed an economic statistical model for the joint economic 

design of X-bar and R control charts. He divided the process into three stages. 

However, there are statistical constraints on the economic model. In the in-control state, 

the mean of the process is 0μ  and the standard deviation is 0σ . Two assignable causes 

can cause an out-of-control-stage. The first assignable cause creates a shift in the 
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process mean to 1μ  while the second assignable cause creates a shift in process 

standard deviation to 1σ . Since the X-bar and R control charts are statistical 

independent, the X-bar chart monitors process mean, while the R chart monitors 

process standard deviation. The design parameters are sample size (n), sampling 

frequency (f), multiple of sigma used in control limits ( barxK − ), and upper control limit 

factor on the R chart ( RK ). This design is a design for two assignable causes so the 

general modeling is quite similar to Knappenberger and Grandage model. The result 

from the joint optimized of X-bar and R charts, in general, is that it requires less frequent 

samples than those in only X-bar chart. This is because the power of the test is 

increased from using both X-bar and R control chart.  

 

2.2.2.4 Economic Design of Control Chart Using the Taguchi Loss Function 

Duncan has roughly defined cost elements in his model but he did not 

propose how to estimate the cost elements. For example, Duncan integrated a penalty 

cost for operating out of control in his model but he did not illustrate how this cost 

element can be obtained and quantified (Alexander et al., 1995).  Alexander et al. 

(1995) proposed the algorithm to estimate costs with Taguchi loss function. The Taguchi 

loss function gives a mean of considering the loss due to process variability caused by 

both chance and assignable causes. The Taguchi loss function is defined below. 

Expected loss/ unit 2
2 νΔ

=
A  

Where A   is a cost to society for manufacturing a product out of specification 

Δ   is a bilateral tolerance of equal value 

2ν  is a mean squared deviation of the process 

In this research, the cycle time is similar to Duncan’s model and the process is 

allowed to operate during the investigation and fixing the assignable causes. 
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2.2.2.5 Minimum-loss Design of X-bar Charts for Correlated Data  

In general, the assumption when measuring within a sample is usually 

assumed to be independent. However, this assumption may not always be realistic for 

some processes. For example, the process consists of multiple but similar units on a 

single part. Liu, Chou, and Chen (2002) developed the economic design of X-bar charts 

for correlated measurements within a sample with Taguchi’s loss function. They used 

correlation model developed by Yang and Hancock (1990) and the loss model from 

Alexander et al. (1995). The objective function is to minimize the costs in the loss model. 

Average of the correlation coefficient among the measurements ( ρ ) was set for the 

correlation assumption. They implied that positively correlated data resulted in a smaller 

sample size and a frequent sampling interval. The power of the chart decreases when 

the correlation coefficient increases. On the contrary, negatively correlated data has a 

smaller sample size with narrower control limits. 

 

2.2.3 Other Control Charts 

2.2.3.1Economic-statistical Design of an Adaptive X-bar Chart   

Prabhu, Montgomery, and Runger (1994) proposed an adaptive X-bar chart in 

year 1994. They called this control procedure a combined adaptive chart. An X-bar 

chart with adaptive design parameter outperforms a traditional fixed sample size (n) and 

sampling interval (h) X-bar chart (Prabhu, Montgomery, and Runger, 1997). Moreover, 

Taylor (1965) stated that a constant sample size (n) and a sampling frequency (f) are not 

optimal. The adaptive X-bar chart can detect the shift faster because of larger sample 

size (n) and more sampling frequency (f) when the process is running off-target. 

However, an adaptive chart uses more resources because it uses a frequent sampling 

rate and a large sample size to improve its performance. Afterward, Prabhu et al. (1997) 

proposed an economic-statistical design for adaptive X-bar chart with dual sample sizes 

(n) and dual sampling interval (h). The objective is to minimize the cost function along 

with a statistical constraint which is Average time to signal (ATS). The adaptive control 

chart allows the sample size (n) and sampling interval (h) vary over time in order to be 
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consistent with the present situation which is chosen by threshold limits ( w  and w− ). 

The choosing criterion is illustrated below. 

                                   (n2, t1) if UCLZw i << −1  

n(i), t(i)  =   (n1, t2) if wZw i ≤≤− −1  

                       (n2, t1) if wZLCL i −<< −1  

Where  
)(/

0

in
XZ i

i σ
μ−

=  

n1, t2 is a pair of minimum sample size and longest sampling interval 

n2, t1 is a pair of maximum sample size and shortest sampling interval 

Lorenzen and Vance (1986) economic model was extended to an adaptive 

scheme. A general cycle time contains an in-control state, an out-of-control state, and 

an investigation & repair period. Moreover, they stated that the average sample size (n) 

and average sampling interval (h) of the adaptive chart remain identical to the normal 

chart if the process is running on-target. On the other hand, if the process is running off-

target, the adaptive procedure might use more samples and more frequency to make an 

effective detection of a shift resulting in higher operation costs. However, the adaptive 

control chart is quite complex and hard to implement in application because of its 

adaptation procedure. 

 

2.2.3.2 Economic Design of Fraction Defective Control Chart  

Most of the previous papers concern about control chart for variable data. 

However, the control chart can be used for attribute data also. In the economic design 

of fraction defective control chart, the type 1 and type 2 errors will be computed from a 

binomial distribution. Further study in the economic design of fraction defective control 

chart is also interested such as C and U chart. There are several authors who have 

developed economic design of attribute control chart. Ladany and Alperovitch (1975) 
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proposed an economic model of the fraction defective control chart based on Duncan’s 

model and he assumed that only a single assignable cause can exists. His model 

consists of cost of sampling, cost of searching for assignable causes, process 

adjustment, and production in an out-of-control state, but he reported no numerical 

result. Chiu (1977) purposed his model with a sensitivity analysis. He concluded that the 

model is insensitive to errors in estimating the cost parameters but requires more 

precise estimation of the fraction defective in the in-control and out-of-control states. 

Montgomery, Heikes, and Mance (1975) purposed an economic design of fraction 

defective control chart with multiple assignable causes. This fraction defective control 

chart has a fraction defective which calculated from 

n
Dp =ˆ  

Where D is the number of defective units found in the sample and n is the 

sample size 

The model consists of cost of sampling, cost of investigating and correcting 

the process when an out-of-control state occurred, and cost of defective product. The 

objective is to determine sample size (n), interval between sample (h), and multiple of 

sigma used in control limits (k). Direct search techniques are used in order to optimize 

the expected cost function. The sensitivity also presented and the result is that the 

model is not sensitive to the number of out-of-control state. Montgomery (1980) stated 

that a proper chosen single assignable cause model would be a suitable approximation 

for a multiple cause model.  Using a single assignable cause will reduce the complexity 

of the model with an acceptable approximation to multiple assignable causes. 

 

2.2.3.3 An Economic-statistical Design of Double Sampling X-bar Control  

Chart 

Daudin (1992) applied double sampling plans concept to Shewhart’s X-bar 

chart and also adopted two stages Shewhart’s X-bar control chart for monitoring 

process mean. A double sampling X-bar control chart can maintain the advantages of 
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Shewharts’s control chart and improve the abilities to detect mean shift and reducing 

sample size as well (Torng, Lee, and Liao, 2009) . This is because the double sampling 

plan X-bar chart is quicker and more sensible to detect a mean shift than Shewhart’s X-

bar control chart. Torng et al. (2009) developed an economic-statistical design of 

double sampling X-bar control chart based on Duncan’s economic model. Average run 

length (ARL) is used as a constraint for the economic statistical model.  

 

2.2.3.4 Economic Design of Control Charts with Two Control Limits  

Schmidt, Bennett and Case (1980) proposed the control chart with two pairs of 

control limits for acceptance sampling by variables. Chung (1995) proposed an 

economic design with two control limits control chart. In the literature review, there are 

two out-of control states called state 1 and state 2 which assumed to be the 

independent assignable causes and exponentially distributed with each own means. 

State 1 represents an out-of-control state caused by a minor assignable cause 1 while 

state 2 represents an out-of-control state that the process mean is shifted by a major 

assignable cause. The process standard deviation is assumed to be constant when the 

process is out-of-control. The correction procedure for operating is designed specifically 

for this control chart. The authors also proposed a procedure which can be 

implemented in real time on a personal computer. However, the procedure needs a 

certain procedure search technique which is hard to implement in practice. 

 

2.2.3.5 Weakness of the Economic Design Control Chart  

Saniga and Shirland (1977) reported that only few practitioners have 

implemented economic model to design their control charts. This is quite strange 

because most practitioners claim that a major objective in the use of statistical process 

control procedures is to reduce the costs (Montgomery, 1980). There are major reasons 

for the lack of practical implementation of economic design. First, the models are 

complex, difficult to be evaluated, and optimized (Saniga, 1989) which suitable only for 

research but difficult to implement. Moreover, there is no general solution to optimize the 
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cost function. Some model needs manual computation to solve the model. Second, the 

cost elements need to be evaluated but most of the presented models do not describe 

them thoroughly. Although costs do not have to be estimated with high precision 

(Montgomery, 1980), explicating cost is a very important factor for minimizing cost which 

is the major objective of the model. The practitioners have to understand deeply about 

their economic model in order to develop the model effectively.  

 

2.3 Research Plan  

This thesis will develop an understandable economic mathematical model for X-bar 

chart using both quality and cost criteria. The weak points of previous economic designs 

will be solved, while the strengths will be applied in order to reduce total quality costs. 

The disadvantages of economic design that it usually ignores statistical properties will 

be solved by adding more statistical quality constraints to the model to retain quality of 

the control chart. Also, the advantages of the economic design will be used to help 

reducing total quality costs. Besides, the mathematical model will be developed in an 

understandable method which requires non-complex model and optimization method. 

The assumptions will be established for a practical situation. The costs related to the 

control chart will be described in details so that the approximation of costs will be more 

precise. This thesis will decrease the weaknesses of complex specific economic model 

by providing more understandable and practical model. 

The next step of the thesis is to collect related data for the economic mathematical 

model. Costs related to the control chart will be collected and analyzed about their 

relationship to the control chart. Appraisal and failure costs are the cost of quality 

involved in this research. Examples of Appraisal costs are sampling cost, false alarm 

cost, and true alarm cost. Examples of Failure costs are cost of failure product both 

occurred in internal and external. These quality costs will be analyzed and applied in the 

model to create total quality costs function. In order to make the model more effective, 

the case study data will be collected and studied. Also, the related procedures that 

affect costs and statistical quality criteria will be studied. The statistical quality 
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constraints are type 1 error and type 2 error. These constraints will be considered in the 

model to retain the power of the control chart. 

In developing the model, cycle time of the control chart will be established. The 

cycle time will include necessary points of action occurred during the process. The 

process failure mechanism of the assignable causes will be created as an assumption 

along with other necessary assumptions. Time of in control period, out of control period, 

and correcting period will be collected from the case study company. The costs and 

their causes will be formed in mathematic model. However, the objective of the thesis is 

to develop economic mathematic model that can be used in general so some procedure 

and statistical quality criteria will be established in order to acquire a realistic model.  

In an improvement step, the collected data will be applied to the model and then the 

improvement will be executed. The developed model will be validated and the 

drawback of the model will be improved. 

The result will be summarized in the final phase. Advantages, disadvantages, and 

limitations of the model will be notified. Sensitivity analysis will help to see how the model 

responds to different values of input parameters.  
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CHAPTER III 

CASE STUDY 
 

Many researchers have proposed economic model under their specific 

assumptions. However, Saniga and Shirland (1977) showed that very few economic 

models for the design of control charts have been implemented. The economic models 

are not widely used because the models are quite complex, and difficult to evaluate and 

optimize (Alexander et al., 1995). 

This thesis aims to solve these problems by developing an understandable 

economic mathematical model that was generated from realistic assumptions based on 

case study processes and procedures.  

Case study is very crucial to make a realistic economic mathematical model since it 

can give an important data to formulate quality costs such as sampling plan, probability 

of defective product, procedure, and penalty cost. Parameters of the developed model 

can be changed in order to fit various applications.    
 

3.1 Current Problems of the Case Study 

The main factors that needed to be concerned when designing X-bar chart are 

sample size and sampling frequency. Sample size and sampling frequency play an 

important role in the statistical performance and costs related to the control chart. For 

example, increasing sample size and sampling frequency is necessary when we want to 

increase the ability of detection.  However, increasing sample size and sampling 

frequency results in an increase in cost of sampling, but cost of scrap and cost of 

rework can be reduced because we can detect the mean shift quicker which means that 

the causes of variation can be fixed early. On the other hand, decreasing sample size 

and sampling frequency results in a decrease in probability of detection causing higher 

cost of scrap and rework. However, the cost of sampling is reduced.  At the present, the 



36 
 

case study company designs the sampling plans of control charts by considering only 

statistical performance. The costs associated with the implementation of the design 

sampling plans are not considered.   
 

3.2 Case Study Process Chart 

The case study company produces specific parts in a motor for hard disk drive. The 

production processes consist of turning process, internal process quality assurance 

(IPQA), and outgoing quality assurance (OQA). The turning process is a process that 

turns an internal diameter (ID) of the product. This process is considered to be a long 

run production process which has a steady standard deviation (SD). The IPQA process 

is a quality control process which monitors the straightness of ID parameter in the 

production line using x-bar control chart. At the present, the company is using X-bar 

control chart to monitor the straightness of ID as a variable data in IPQA process. The 

OQA process is the final quality control process before delivering the product to the 

customers. The customers are using the variable sampling plan to test the incoming lot. 

In order to make the model more effective, the case study data will be collected and 

studied. Also, the related procedures that affect costs and statistical quality criteria will 

be studied. 

 

 

Figure 3.1: Case Study Process Chart 
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3.3 Turning Process 

Turning process is considered to be a steady state production. The quality 

characteristic of measured value is normally distributed and the standard deviation is 

known. Details about the turning process will be described by 4M method as followed. 

3.3.1 Man 

There are the engineer and the technician who responsible for turning machines and 

also cooperate closely with the quality control staff. When the out-of-control signal is 

detected in the control chart noticed by the quality control staff, the technician will be 

called to investigate an assignable cause. Then, if there is an assignable cause, the 

engineer is required to repair the process. 

 

3.3.2 Machine  

There are several turning machines (MC) for each type of product. The machine 

duty is to turn the ID of the product which has to be controlled the quality in straightness. 

The turning process is considered to be a steady state with known variance (σ ). The 

probability of defective product produced during in-control and out-of-control periods 

are γ 1 and γ 2 respectively. The machine needs to be stopped in order to be repaired 

after the out-of-control situation occurs. Reworking for defective product is also being 

done by these machines. The probability of defect which occurs in reworking process is 

assumed to be equal to the in-control period (γ 1). 

 

3.3.3 Material 

There are three types of products which required three types of turning machines. 

The products are M1, M2, and M3.  
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3.3.4 Method 

The machine is automatically run 24 hours with steady production rate (Pr).  

However, the machine has to be stopped in order to be repaired after an assignable 

cause had occurred. 
 

3.4 IPQA Process 

The IPQA process uses only single upper control limit (UCL) in the control chart to 

monitor the straightness of the product ID in real time. The product ID straightness has 

to be controlled within the UCL in the control chart. There are also variable sampling 

plans to test the product which are IPQA variable sampling plan and IPQA after rework 

variable sampling plan. IPQA variable sampling plan is the testing process to test the 

hold product that produced while the process is out-of-control while IPQA after rework 

variable sampling plan is the testing process to test the product from rework process. 

Each of the variable sampling plans has each own statistical criteria that can be 

determined separately. Details about the IPQA process will be described by 4M method 

as followed. 

3.4.1 Man 

There are staffs who are responsible for picking up the samples from the production 

line. These staffs will only pick a sample and then deliver it to the testing staffs. The 

testing staffs are responsible for all testing activities including control chart testing and 

variable sampling plan testing. 

 

3.4.2 Machine 

There are several testing machines, which measure the straightness of the product 

ID. Three types of products use the same testing machine, but the machine can test 

only one piece of product at a time. Hence, these testing machines are considered to be 
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one of the constraints in the model. Investing in the new testing machine will result in 

more capability of testing. Therefore, this topic will be considered in this thesis. 

 

3.4.3 Material 

In this case study, the testing is a non-destructive testing. Therefore, the tested 

product will be in the same conditions like other products that have not been tested.  

 

3.4.4 Method 

Staffs collect the sample with specific amount (n) at specific time (f).If there is an 

assignable cause detected in the control chart, the technician will be called to search 

for an assignable cause which takes T1 time. After that, if there is an affirmation of the 

occurrence of an assignable cause, the production process will be stopped and the 

engineer will take T2 time for repairing the machine to be back to an in-control state 

again. The production will be resumed as soon as the assignable cause is fixed. The 

produced lot during the out-of-control period (Z) will be held for further testing by IPQA 

variable sampling plan. Reworking process will be applied to the lot that fails to the test. 

The reworked lot will be tested again by IPQA after rework variable sampling plan to 

check whether the defect has been corrected or not. If the tested lot still fails, the fail lot 

will be turned to be a scrap. On the other hand, the lot will be transferred to OQA 

process if it passed the test. 
 

3.4.5 IPQA Procedure 

1. Staffs pick the samples n pieces from each production machine every 1/f 

hour. 

2. Staffs test the ID straightness of those samples with testing machine.  

3. If the samples passed the test, the production process is allowed to run 

continually with γ1 probability of defect.  
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4. If the samples fail the test (the measured value is outside the control limits), 

the production process will be checked by the technician within T1 time without any 

stoppage of the production process.  

5. If there is no abnormality found by the checking process, it means that there 

is no assignable cause and the false alarm occurred so the production process is 

allowed to run continuously. 

6. If there is an abnormality found by the checking process, true alarm 

occurred and there is an assignable cause in the production process. The products 

produced during an out-of-control period will have γ2 probability of defect. The process 

is stopped for repairing by an engineer. 

7. The production process is repaired by an engineer within T2 time. 

8. The production process is restarted and allowed to run with γ1 probability of 

defect. 

9. The defective product that produced while the process is out-of-control with 

γ2 probability of defect will be held for further testing by the variable sampling plan. 

10. If the testing by IPQA variable sampling plan passed, the hold lot is 

allowed to pass with 1-Y probability (accept lot). However, the products in this hold lot 

still have γ2 probability of defect.  

11. If the testing by IPQA variable sampling plan failed, the hold lot will be 

reworked with Y probability (reject lot).  

12. Reworking on the hold lot. The reworked products will have γ1 probability 

of defect.  

13. The reworked lot will be tested again by IPQA after rework variable 

sampling plan. 
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14. If the testing by IPQA after rework variable sampling plan passed, the 

reworked lot is allowed to pass with (1-H) probability (accept lot). These products will 

have γ 1 probability of defect.  

15. If the testing by IPQA after rework variable sampling plan fails, the 

reworked lot will be turned to be a scrap with H probability (reject lot).  
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Figure 3.2: IPQA Process Chart 

1 
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Figure 3.2: IPQA Process Chart (Cont.) 

 

 

 

 

 

 

 

1 
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3.5 OQA Process 

OQA is the final quality control process which uses variable sampling plan to test the 

lot before delivering to the customer. The first variable sampling plan in OQA process is 

OQA variable sampling plan. The second variable sampling plan in OQA process is the 

variable sampling plan for after rework process called OQA after rework variable 

sampling plan. Each of the OQA variable sampling plans has its own statistical criteria. 

Details about the OQA process will be described by 4M method as followed. 

3.5.1 Man 

Staffs will have responsibility to test the samples using variable sampling plan. 

 

3.5.2 Machine 

The testing machines used in OQA process are the same machines that used in 

IPQA process. The capacity of the testing machines has to be shared for both OQA and 

IPQA processes. There are no dedicated testing machines for each process.   

 

3.5.3 Material 

The testing is a non-destructive testing. The passed samples will be loaded with the 

other good products waiting for delivering to the customer. 

 

3.5.4 Method 

The product will be divided in lot amount OSize waiting for testing with OQA variable 

sampling plan before delivering to the customer. If the tested lot fails, the fail lot will be 

reworked 100%. Then, the reworked lot will be tested again by OQA after rework 

variable sampling plan. If the lot fails again, the lot will be turned to be a scrap. 

Contrarily, the pass lot will be delivered to the customer as a lot. 

 



45 
 

3.5.5 OQA Procedure 

1. Finished products from IPQA process with P probability of defect are 

divided into lots.  

2. Each lot will be tested by OQA variable sampling plan before delivering to 

the customers. 

3. If the testing by OQA variable sampling plan passed, the lot is allowed to 

pass with 1-P0 probability (accept lot) while the products have P probability of defect. 

4. If the testing by OQA variable sampling plan fails, the lot will be reworked 

with P0 probability (reject lot).  

5. Reworking the whole lot. The reworked products will have γ1 probability of 

defect. 

6. The reworked lot will be tested again by OQA after rework variable sampling 

plan. 

7. If the testing by OQA after rework variable sampling plan passed, the 

reworked lot is allowed to pass with 1-Pd probability (accept lot) while the products have 

γ 1 probability of defect. 

8. If the testing by OQA after rework variable sampling plan fails, the lot will be 

turned to be a scrap with Pd probability (reject lot).  
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Figure 3.3: OQA Process Chart 
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3.6 Customer Process 

Customer is one of the main factors that influences to the cost related to the control 

chart. This cost will be described further in term of external failure cost. The company 

has to deliver the lot of finished product to the customer as a routine process. The 

customer will check the product lot by using customer variable sampling plan. If the lot 

is rejected by the customer, the customer will claim the company and request for 

replacement. If the testing by customer variable sampling plan passes, the product will 

be allowed to enter to the customer manufacturing process. In the customer 

manufacturing process, if the product fails to assembly, the customer will also claim for 

the new product from the company. In addition, the customer will charge for a penalty 

from the company for the product that fails to assembly with agreed rate. The company 

will deliver the product for replacement every specific interval. The entire products that 

are delivered and rejected by the customer are considered to be worthless. The 

customer will not accept the old rejected products again. 

3.6.1 Customer Procedure 

1. The product lots are delivered to the customer with P’ probability of 

defective from OQA process. 

2. Each of the product lot will be tested by customer variable sampling plan 

before delivering to the customer manufacturing process. 

3. If the testing by customer variable sampling plan fails, the lot will be turned 

to be a scrap with Prej probability (reject lot)  

4. If the testing by customer variable sampling plan passed, the lot is allowed 

to pass with 1-Prej probability (accept lot). The product will have P’ probability of defect. 

5. The pass lot will be delivered to the customer manufacturing process to 

assemble the product with other components in their manufacturing process. 
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6. If the assembly fails with probability Pm, the product and other components 

will be turned to be scraps. The penalty will be charged from the case study company 

with determined rate per piece (Pen). 

7. If the assembly passed with probability 1-Pm, the product is definitely 

accepted. 

8. The case study company has to deliver the new product for replacement to 

the customer every specific interval (IT).  

 

 

 
 

Figure 3.4: Customer Process Chart 
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CHAPTER IV 

ECONOMIC MATHEMATIC MODEL 
 

 Due to the importance of knowing assumptions and theories involved with the 

model, the derivation of the proposed model starting from previous models that had 

been carried out is illustrated in this chapter. The scopes, assumptions, cycle time, and 

variables and parameters used in this thesis are also described. 

 

4.1 Previous Models 

The first work about economic design is done by Girshick and Rubin (Girshick and 

Rubin, 1952). They proposed economic design in an area of cost modeling of quality 

control system and also analyzed the process model that a machine produces items 

with a quality characteristic (x). The machine production can be divided into four stages. 

Stage 1 and 2 are production stages and the output quality characteristic is described 

by the probability density function f(x) where i = 1, 2. Stage 1 is an in-control stage 

which has a constant probability of a shift into stage 2 which is an out-of-control stage. 

Stages 3 and 4 are repair stages. 

Duncan (1956) proposed the first paper dealing with fully economic model of the 

Shewhart control chart and incorporating formal optimization methodology to determine 

the control chart parameters. A production cycle consists of four periods which are in-

control period, out-of-control period, time to take a sample and interpret the result, and 

time to find an assignable cause. 

Although the Duncan’s model is the model that integrates fully economic design of 

the control chart, but there are many unrealistic assumptions and limitations in the model 

as follows: 
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1. The Duncan’s model does not concern about statistical properties since there is 

only an economic objective without statistical constraints in the model (Saniga, 1989).  

2. The process is allowed to continue in operation during the search for an 

assignable cause which may be unrealistic in case that the process has to halt to search 

for an assignable cause (Montgomery, 1980).  

3. The cost of eliminating an assignable cause is not charged against the net 

income for the period (Montgomery, 1980). 

4. The cost elements are quite rough since it is hard to value the cost elements in 

practice (Montgomery, 1980).  

5. The optimization method is complicated with no general solving method 

(Alexander et al., 1995). 

These disadvantages and limitations of the Duncan’s model persuade many of 

researchers to develop their models based on Duncan’s model for specific usages and 

assumptions. 

Knappenberger & Grandage (1969) also proposed economic design of the X-bar 

chart for multiple assignable causes. Duncan (1971) and Knappenberger & Grandage 

(1969) reported that a single assignable cause model that match the true multiple 

assignable cause system in certain important ways produces very good results 

(Montgomery, 1980). 

Duncan integrated a penalty cost for operating out of control in his model but he did 

not illustrate how this cost element can be obtained and quantified (Alexander et al., 

1995).  Alexander et al. (1995) proposed the algorithm to estimate costs with Taguchi 

loss function. The Taguchi loss function gives a mean of considering the loss due to 

process variability caused by both chance and assignable causes. 

Chung (1995) proposed an economic design with two control limits control chart. In 

the literature review, there are two out-of control states called state 1 and state 2 which 

assumed to be the independent assignable causes and exponentially distributed with 
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each own means. State 1 represents an out-of-control state caused by a minor 

assignable cause while state 2 represents an out-of-control state that the process mean 

is shifted by a major assignable cause. 

Although there are many model proposed, only few practitioners have implemented 

economic model to design their control charts. This may be because the models are 

complex, difficult to be evaluated, and optimized (Saniga, 1989) which suitable only for 

research but difficult to implement. For example, the cost elements are quite rough since 

it is hard to value the cost elements in practice (Montgomery, 1980) and the optimization 

method is complicated with no general solving method (Alexander et al., 1995). 

Moreover, there is no general solution to optimize the cost function. Some model needs 

manual computation to solve the model. Second, there are many cost elements 

occurred and need to be evaluated on order to minimize them but most of the presented 

models do not describe them thoroughly. Although costs do not have to be estimated 

with high precision (Montgomery, 1980), explicating cost is a very important factor for 

minimizing cost which is the major objective of the model. 
 

4.2 The Proposed Model 

The main objective of economic statistical design is not only minimize the expected 

cost per unit of time as in economic design, but also consider type 1error, type 2 error, 

and ATS as the statistical quality constraints (Saniga, 1989). This thesis will develop an 

understandable economic mathematical model for X-bar chart using both quality and 

cost criteria. Besides, the developed mathematical model is non-complex and easily 

solved by Solver function in Microsoft Excel and doesn’t require complex optimization 

method to solve for solution.  
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4.3 Model Assumptions  

To develop the model, specific assumptions are necessary to be specified. For 

example, certain assumptions about the behavior of the production process are 

required to formulate an economic model for the design of a control chart (Montgomery, 

1980). The model in this thesis will be developed based on the assumptions which 

gained from both previous research and the case study company.  

4.3.1 Control Chart Assumptions 

1. The model parameters are deterministic.  

2. Assignable cause will occur seemingly at random  

3. The X-bar control chart is used to monitor a process mean which is subject 

to an assignable cause (Chiu and Huang, 1996). 

4. The distribution of quality characteristic of measured value is normal. 

Applying the central limit theorem, this result is still approximately correct for the X- bar 

chart even if the underlying distribution is nonnormal (Chiu and Huang, 1996). 

5. Taking action only when a point exceeds the control limits (Duncan, 1956). 

6. Rate of production is sufficiently high which we can neglect the possibility of 

a change in the process occurring during the taking of a sample (Duncan, 1956).  

7. There will be no repeatable assignable cause occurring again before the 

current assignable cause is identified and removed. 

8. The process is not self-correcting. 

9. Measurements within a sample are independent. 

10. The standard deviation is assumed to be stable even though the process 

mean may change. (Gibra, 1971) 
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11. The process is subject to the occurrence of a single assignable cause of 

variation which takes the form of a shift of known magnitude δσ± in the process mean. 

(Gibra, 1971) 

12. The production process is allowed to stop while repairing an assignable 

cause. 

 

4.3.2 General Assumptions 

1. Production rate equals export rate and customer production rate. 

2. Probability of defective product after rework assumed to be equal to the 

probability of the product that is in-control (γ 1). 
 

4.4 The Cycle Time 

In order to develop the model, the cycle time and actions that occur in each stage 

have to be generated. Duncan (1956) proposed a production cycle which consists of 

four periods which are in-control period, out-of-control period, time to take a sample and 

interpret the result, and time to find an assignable cause. He also assumed that at the 

start, the control chart is maintained to detect a single assignable cause that occurs at 

random and results in a change in the process of known proportions. However, 

Duncan’s model does not allow the process to be shut down when a search for the 

assignable cause is being carried out and it does not include the time and cost of 

repairing the process if it is found to be out-of-control (Chiu, 1975). 

In this thesis, the cycle time is divided into four stages illustrated below. 

1. The in-control stage in T0 period. Also as Duncan’s model, it will be presumed that 

the process begins in a state of control at the level indicated by the standard values. In 

this stage, the process is allowed to operate continuously with γ 1 probability of defect. 

The samples are collected by specified sample size and sampling frequency. False 

alarm can occur in this stage with α probability. 
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2. The delay detection stage in ATS period. The ATS is the mean time the control 

scheme takes to detect an out-of-signal condition from the time of occurrence of the 

assignable cause (Prabhu, Montgomery, and Runger, 1997). After the production 

process goes from an in-control stage to an out-of-control stage at the mean shift point, 

it takes ATS time to detect an assignable cause in the control chart. In this period, the 

defective products are produced with γ 2 probability.  

3. The finding an assignable cause stage in T1 period. The process is searched for 

an assignable cause in order to stop and repair if there is an assignable cause 

occurred. At this stage, the process is still allowed to run and the defective products are 

produced with γ2 probability. 

4. The repairing stage in T2 period. The process is allowed to stop for repairing in T2 

period. After the repairing stage, the process is then resumed to run in an in-control 

stage again and a new cycle begins. However, T2 value can be equal to zero to 

represent the continuous process. 

 
Figure 4.1: The Cycle Time 

T0  : Time period that the process is in an in-control stage 

ATS  : Average Time to Signal. ATS will represent the average time between the shift  

and its detection (Montgomery, 2005).  

T1 : Time period for finding an assignable cause 

T2 : Time period that the process is stopped for repairing 

TCycle  : The cycle time  

TCycle = T0+ATS+T1+T2 

Start Mean shift Detect Start Find Special cause 

(Stop) 

T0  ATS T1 

TCycle 

T2 
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4.5 Variables and Parameters 

J  : Product set = {M1, M2, M3} 

  Ji∈∀  

4.5.1 Variables 

ni : Sample size  Piece/Time 

fi : Sampling frequency  Times/Hour 
 

4.5.2 Primary Parameters 

4.5.2.1 Control Chart Related Parameters 

αi : Probability of type I error 

βi : Probability of type II error 

 )()( iii nkLnkL −−Φ−−Φ=β ,  

 where L = 3 and k = 2 (Montgomery, 2005)  

γ1i  : Probability of defect occurs when the process  

is in-control 

γ2i  : Probability of defect occurs when the process  

is out-of-control 

T0i : Time period that the process is in an in-control  Hour/Time 

stage 

ATSi : Average Time to Signal Hour/Time 

  ATSi = 
⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
×

− ii f
1

1
1
β

 

T1i : Time period for finding an assignable cause Hour/Time 
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T2i : Time period that the process is stopped for  Hour/Time 

repairing  

TCyclei  : The cycle time  Hour/Time 

 TCycle = T0+ATS+T1+T2 

Pr i  : Production rate for each product Piece/hour 

Mi  : Testing machine operating rate  Baht/Hour/Machine 

Ri : Rework rate Baht/Piece 

Pni  : Product profit Baht/Piece 

CTi : Cost of transportation to the customer Baht/Time 

OTi : Transportation lot size Piece/Time 

ITi : Transportation interval Hour 

CP IPQAi: Product cost in IPQA process Baht/Piece 

CP OQAi: Product cost in OQA process Baht/Piece 

CP Cusi : Product cost when delivered to the customer Baht/Piece 

Peni : Customer penalty rate Bath/Piece 

LM : Staff labor rate Baht/Hour/Person 

TPick    : Time for collecting samples from each machine Hour person/Time 

TTesti  : Time for testing a sample per piece Hour person/Piece 

Ki  : Testing machine capacity     Piece/Machine/Hour 

Ki = 
testiT
1  
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Di  : Cost of destructed product Baht/Piece 

S1  : Engineer labor rate Baht/Hour 

S2  : Technician labor rate Baht/Hour 

MCi : Number of production machine  Machine  

OSizei : OQA variable sampling plan lot size Piece/Time 

OCusti  : Customer variable sampling plan lot size Piece/Time 

Fi : Number of testing machine in the present Machine 

Gi : Number of testing machine allowed Machine 

Wi : Working hour per year Hour/Year 

 

4.5.2.2 New Testing Machine Investment 

PV : Testing machine in present value Baht 

a : Testing machine operating life Year   

r : Interest rate in the business Percent/Year 

AV : Testing machine in annual value Baht/Year 

 

4.5.2.3 Variable Sampling Plan 

USLi  : Upper specification limit for every variable sampling plan 

iσ  : Standard deviation for each product   
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4.5.2.4 IPQA Variable Sampling Plan 

AQLIPQAi  : Acceptable quality level in IPQA variable sampling plan 

LTPDIPQAi : Lot tolerance percent defective in IPQA variable sampling plan 

AlphaIPQAi : Type I error in IPQA variable sampling plan 

BetaIPQAi : Type II error in IPQA variable sampling plan  

nIPQA i : Sample size in IPQA variable sampling plan 

KIPQAi : Critical distance in IPQA variable sampling plan 

Yi : Probability of rejecting the lot in IPQA variable sampling plan 

1-Yi : Probability of accepting the lot in IPQA variable sampling plan 

 

4.5.2.5 IPQA After Rework (AR) Variable Sampling Plan 

AQLIPQA ARi  : Acceptable quality level in IPQA AR variable sampling plan 

LTPDIPQA ARi: Lot tolerance percent defective in IPQA AR variable sampling plan 

AlphaIPQA ARi: Type I error in IPQA AR variable sampling plan 

BetaIPQA ARi : Type II error in IPQA AR variable sampling plan  

nIPQA ARi : Sample size in IPQA AR variable sampling plan 

KIPQA ARi : Critical distance in IPQA AR variable sampling plan 

Hi : Probability of rejecting the lot in IPQA AR variable sampling plan 

1-Hi : Probability of accepting the lot in IPQA AR variable sampling plan 
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4.5.2.6 OQA Variable Sampling Plan 

AQLOQAi  : Acceptable quality level in OQA variable sampling plan 

LTPDOQAi : Lot tolerance percent defective in OQA variable sampling  

plan 

AlphaOQAi : Type I error in OQA variable sampling plan 

BetaOQAi : Type II error in OQA variable sampling plan  

nOQAi : Sample size in OQA variable sampling plan 

KOQAi : Critical distance in OQA variable sampling plan 

P0i : Probability of rejecting the lot in OQA variable sampling plan 

1-P0i : Probability of accepting the lot in OQA variable sampling plan 

 

4.5.2.7 OQA After Rework (AR) Variable Sampling Plan 

AQLOQA ARi   : Acceptable quality level in OQA AR variable sampling plan 

LTPDOQA ARi : Lot tolerance percent defective in OQA AR variable sampling plan 

AlphaOQA ARi : Type I error in OQA AR variable sampling plan 

BetaOQA ARi : Type II error in OQA AR variable sampling plan  

nOQA ARi : Sample size in OQA AR variable sampling plan 

KOQA ARi : Critical distance in OQA AR variable sampling plan 

Pdi : Probability of rejecting the lot in OQA AR variable sampling plan 

1-Pdi : Probability of accepting the lot in OQA AR variable sampling plan 
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4.5.2.8 Customer Variable Sampling Plan 

AQLCUSi  : Acceptable quality level in customer variable sampling plan 

LTPDCUSii : Lot tolerance percent defective in customer variable sampling plan 

AlphaCUSi : Type I error in customer variable sampling plan 

BetaCUSi : Type II error in customer variable sampling plan  

nCUSi : Sample size in customer variable sampling plan 

KCUSi : Critical distance in customer variable sampling plan 

Preji : Probability of rejecting the lot in customer variable sampling plan 

1-Preji : Probability of accepting the lot in customer variable sampling plan 
 

4.5.2.9 Customer Manufacturing 

Pmi : Probability of defective found in the customer manufacturing process 

1-Pmi : Probability of defective not found in the customer manufacturing      

process 
 

4.5.3 Secondary Variables 

Pi :  Percentage of defective product produced from IPQA process 

iiCycle

iiiiiiiii
i TT
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−
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The percentage of defective product produced from IPQA process can be obtained 

from three sources which are in-control stage, out-of-control stage, and after rework 

process. The defective product will occur with γ1 probability during T1 time in an in-

control period and γ 2i probability during ATS +T1 time in an out-of-control period. The 
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defective product produced during ATS+T1 period will pass from IPQA when it passes 

the test by variable sampling plan with 1-Y probability. The product after rework will 

have γ1 probability of defect as in an in-control stage. The defective product occurs 

during reworking process will pass IPQA after rework sampling plan with 1-H probability. 

(See Figure 4.2: IPQA Process Chart)  

 



62 
 

 
 

 

Figure 4.2: IPQA Process Chart  

1 
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Figure 4.2: IPQA Process Chart (Cont.) 

 

 Zi : Amount of product that has to be held for checking Piece/Time 

)(Pr 1iiii TATSZ +×=    

The amount of product that will be held is the product produced during the process 

is out-of-control during ATS+T1 time. 

 

 

1 
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P’i : Percentage of defective product produced from OQA process 

)1()1(' 100 diiiii PPPPP −××+−×= γ  

The percentage of defective product produced from OQA process can be obtained 

from two sources which IPQA process and after rework process. The defective product 

that passes OQA variable sampling plan with 1-P0 probability will have P defective as it 

passed from IPQA process. The product after rework will have γ1 probability of defect. 

The defective product occurs during reworking will pass OQA after rework sampling 

plan with 1-Pd probability. (See figure 4.3: OQA Process Chart) 
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Figure 4.3: OQA Process Chart 
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ATU : All testing machine used in the process Machine 
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ATU is a number of testing machine used in all processes which consist of control 

chart sampling, OQA variable sampling plan, IPQA variable sampling plan, IPQA after 

rework variable sampling plan, and OQA after rework variable sampling plan. This 

parameter will be used as a constraint due to the fact that ATU has to be less than or 

equal to the number of machines allowed (G).
 

 

4.6 Economic Model Criteria 

Girshick and Rubin (Girshick and Rubin, 1952) set the economic criterion to 

maximize expected net income from the process. Duncan (1956) also proposed design 

criterion which is to maximize the expected net income per unit of time. Nevertheless, 

since net income considered being independent of the variables, the criteria of optimum 

design will therefore be minimum cost (Duncan, 1956).Thus, maximum net income will 

be equal to the minimum cost since the net income is a constant value. Economic model 

are generally formulated using a total cost per unit time function (Montgomery, 1980). 

This thesis will develop the economic mathematical model that consists of costs 

related to the implementation of control chart. Then, the model will be optimized by 

finding the appropriate sample size and sampling frequency that minimize total costs.  
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4.7 Cost Occurred from Each Stage in the Cycle Time 

In order to make a clear picture of costs related to the control chart, it is necessary 

to describe costs that occur from each stage defined earlier. The cost elements will be 

generated from each stage both directly and indirectly.  

1. Stage 1 

In this stage, costs occur from sampling activity and defective product with γ1 

probability of defect. 

2. Stage 2 

Costs occur from sampling activity and defective product with γ2 probability of 

defect. 

3. Stage 3 

Costs occur from sampling activity, finding assignable cost, and defective product 

with γ2 probability of defect. 

4. Stage 4 

Costs occur from opportunity lost which arising from ceasing the production process 

and repairing an assignable cost. 
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CHAPTER V 

ECONOMIC MATHEMATICAL MODEL’S COST ELEMENTS & 
OPTIMIZATION 

 

In this chapter, the cost elements in the economic mathematical model are 

described about their relationship with the control chart. The cost formula, objective 

function, constraints, optimization technique, input parameters, and scenarios studied 

are also illustrated. 

 

5.1 Economic Mathematical Model’s Cost Elements 

Duncan’s cost model includes the cost of sampling and inspection, the cost of 

defective products, the cost of false alarm, the cost of searching an assignable cause, 

and the cost of process correction (Liu, Chou, and Chen, 2002). However, the cost 

elements of Duncan’s are quite rough since it is hard to value the cost elements in 

practice (Montgomery, 1980).  

In this thesis, all cost elements will be classified by quality cost concept to make the 

model more understandable. The model will use cost per hour unit which is calculated 

from the cost per cycle time divided by the cycle time.  

Costs in the model consist of appraisal costs and failure costs. Prevention costs are 

excluded from the model because they are not depended on sample size and sampling 

frequency. Improvement from prevention investment will lead to the next scenario of the 

model by changing parameters such as in-control time period. For example, if the 

turning machine is improved by investing the new high precision turning machine, the 

in-control time period will be changed in the model and the sampling plan will also be 

changed because of the new value of parameter (T0). 

Appraisal costs are costs occurred from routine sampling activities. The appraisal 

costs consist of control chart sampling cost, false alarm cost, and OQA sampling cost. 

Control chart sampling cost is a cost that occurs during the usage of control chart in 
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IPQA process. False alarm cost is a cost of investigating process when there is an alarm 

in the control chart even though the process is still in-control. OQA sampling cost occurs 

from sampling activities before delivering finished products to the customer. 

Failure costs consist of internal and external failure costs. Internal failure costs occur 

from defective products and their sequences of creating loss in the company process. 

Internal failure costs consist of retest cost, defect cost, cease cost, and true alarm cost. 

Retest cost occurs from retesting activities. The retest cost is considered to be one of 

the failure costs since retesting can only occur from the defective products that have to 

be reworked. Defect cost is a cost that occurs from defective products and activities 

needed for repairing them. Cease cost is a cost that occurs from an opportunity lost due 

to the stoppage of production process needed for repairing the process. True alarm is a 

cost that occurs from activities needed for repairing an assignable cause in the 

production process.  

External failure costs are costs that occur after the products are delivered to the 

customer already. The external failure costs consist of transportation cost and 

replacement cost. Replacement cost is a cost of replacing the defective products with 

the new products and also the penalty cost to the customer. Transportation cost is a 

cost of transporting new products to replace the rejected defective products.  

These costs elements and their formula will be described in details in the Figure 5.1: 

Total Cost Elements. 
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Figure 5.1: Total Cost Elements 
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5.2 Appraisal Costs 

Appraisal costs are costs that occur from testing activities in order to determine 

whether the products conform to the specification or not. These costs occur by routine 

testing procedure which do not caused from defect products or processes. The 

company uses the control chart to monitor the straightness of ID of the product as a 

process control tool in IPQA process while variable sampling plan testing is used to test 

the product lot in OQA process. Therefore, there will be control chart sampling cost and 

false alarm cost occur in control chart activity and OQA sampling cost occurs in OQA 

variable sampling activity. 

5.2.1 Control Chart Sampling Cost 

Control chart sampling cost is arisen from sampling and testing activities in IPQA 

process which directly related to the use of the control chart. It is considered to be an 

appraisal cost because it is a routine testing to monitor the process. Duncan (1956) 

assumed that the time to take and inspect a sample and to compute is proportional to 

the sample size. In this model, the sampling cost is proportional to both sample size and 

sampling frequency. This sampling cost occurs only when the sampling activity 

occurred with f frequency. 

Control chart sampling cost consists of labor cost, testing machine cost, and 

material cost. 

5.2.1.1 Labor Cost 

Labor cost is a cost of labor that used to pick the samples from the production 

line and test those samples.  There are two activities in the control chart sampling which 

are picking and testing the samples. In picking sample activity, it is assumed that the 

staff uses the same amount of time (TPick) to pick the sample for all sample size. 

However, testing time (TTest) is varied with the size of sample because the staff has to 

test the sample one by one. The more sample size has to be tested, the more testing 

time spent.  
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Labor cost = Labor rate x Labor used 

∑
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5.2.1.2 Machine Cost 

Machine cost is a machine operating cost such as electricity cost and 

maintenance cost. This cost is depending on the sample size and sampling frequency. 

Machine cost = Machine operating rate x Machine used 

∑
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Since Ki is a testing machine capacity and ni x fi is a number of pieces needed 

to be tested in one hour so ∑
=

×m

i i

ii

K
fn

1
)(  will represent the number of machine used in 

this testing activity. 

 

5.2.1.3 Material Cost 

Material cost is a cost of product destroyed in testing activity. However, the 

testing in this case study is a non-destructive testing so the material cost is none. This 

cost is also depending on the sample size and sampling frequency. 

Material cost = Cost of product destroyed x Number of product destroyed 
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5.2.2 False Alarm Cost  

False alarm cost is a cost of investigating an assignable cause which does not really 

exist. The false alarm will occur with α probability only during an in-control period of the 

process. When the in-control ARL (ARL0) increases, it indicates there is a smaller 

probability for the occurrence of false alarms (Torng, Lee, and Liao, 2009). However, 

this cost cannot be denied since there is a probability of false alarm occurrence. The 

probability of false alarm is depended on the control limit coefficient (L) which set to be 

3 in order to remain the standard statistical property. The company uses the technician 

to investigate an assignable cause. Thus, the cost of investigation will come from 

technician labor rate (S2) multiply by time period used to find an assignable cause (T1). 

The in-control time is T0, thus the fraction of time that this cost can occur in one cycle 

is
Cyclei

oi

T
T . 

False alarm cost = Cost of investigation per hour x investigation time x probability of 

false alarm x time that false alarm can occur (in-control time) 
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5.2.3 OQA Sampling Cost 

OQA sampling cost is a cost that occurs in a routine OQA variable sampling plan 

process which is the first variable sampling plan in OQA process. This cost is 

considered to be an appraisal cost because it occurs from a routine testing activity that 

used to test the product lot before delivering to the customer. Since the production rate 

is Pr and the OQA sampling cost occurs in every lot amount (OSize), this cost will occur 

with 
SizeO

Pr frequency in order to test every produced lot. 

OQA sampling cost consists of labor cost, testing machine cost, and material cost. 
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5.2.3.1 Labor Cost 

Labor cost is a cost of labor that used to test the sample in OQA process with 

variable sampling plan. Staff will collect the sample with designed amount (nOQA ) from 

every product lot amount Osize before delivering to the customer.  

Labor cost = Labor rate x Labor used 

∑
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5.2.3.2 Machine Cost 

Machine cost is a machine operating cost such as electricity cost and 

maintenance cost. 

Machine cost = Machine operation rate x Machine used 

∑
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Since Ki is a testing machine capacity and (ni x Pri)/ Osize is a number of sample 

needed to be tested in one hour, thus ∑
= ×

×m

i Sizeii

iOQAi

OK
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1
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(  will represent the number of 

machine used in this testing activity. 

 

5.2.3.3 Material Cost 

Material cost is a cost of product destroyed in testing activity. However, the 

testing in this case study is a non-destructive testing, thus the material cost is none. 

Material cost = Cost of product destroyed x Number of product destroyed 
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5.3 Failure Costs 

Failure costs are costs that occur from defective products and processes both 

directly and indirectly. In control chart implication, there are many costs occurred as a 

sequence of defective products and processes such as retesting and repairing cost. 

Whereas Duncan (1956) applied a penalty cost for operating out of control, he did not 

show how this cost can be obtained or quantified (Alexander et al., 1995). This thesis 

will illustrate the failure costs and their relation to the control chart using realistic case 

study. 

Failure cost consists of internal failure costs and external failure costs. Internal failure 

costs occur within the company before delivering products to the customer while 

external failure costs occur after delivering products to the customer. 

 

5.4 Internal Failure Costs 

Internal failure costs occur from defective products and their consequences which 

consist of true alarm cost, cease cost, retest cost, and defect cost. 

5.4.1 True Alarm Cost 

Duncan (1956) assumed that the cost of repair and the cost of bringing the process 

back to a state of control subsequent to the discovery of the assignable cause will not 

be charged. However, this assumption of Duncan is not realistic for the real case 

because there must be an activity needed to bring the process back to the normal stage 

and its cost is undeniable. 

True alarm cost is the cost of investigating and repairing the out-of-control stage 

process to be back into in-control stage again. The investigation will be done by the 

technician while repairing will be done by the engineer. In one cycle time, the true alarm 

can occur only one time because an assignable cause is allowed to occur once for each 

cycle. 
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True alarm cost = Technician labor rate x Technician time used + Engineer labor 

rate x Engineer time used 

∑
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5.4.2 Cease Cost  

Duncan (1956) assumed that the process is not shut down while the search for the 

assignable cause is in progress. However, there are many production processes that 

needed to be shut down in order to repair the assignable cause. Knappenberger & 

Grandage (1969) made an assumption where the process is stopped while out-of-

control signals are being investigated. In this thesis, the model allows the process to be 

shut down for T2 period to repair the assignable cause. Cease cost is a cost occurred 

from an opportunity loss since the production process has to be stopped for repairing 

an assignable cause. There will be cease cost once in a cycle time because the 

process is allowed to stop once in a cycle time. 

Cost of cease = Production rate x Profit per product x Time that process stopped 
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5.4.3 Retest Cost 

Retest cost is a cost that occurs by retesting suspicious product lots that might have 

defective product so it is considered to be a failure cost. The testing activity in this 

process is not a routine testing, but it occurs because the previous testing indicated that 

there is a defective product.  
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5.4.3.1 IPQA Hold Lot Test Cost 

After products produced during the out-of-control process are held, the testing 

is needed to determine whether the lot should be reworked or not. IPQA hold lot test 

cost is a cost that occurs from testing samples from the hold lot (Z) that produced 

during an out-of-control period. There will be IPQA hold lot test cost once in a cycle 

time. 

IPQA hold lot test cost consists of labor cost, testing machine cost, and 

material cost. 

A. Labor Cost 

Labor cost is a cost of labor that used to test the sample in IPQA hold 

lot with variable sampling plan. Staff will collect the sample with designed amount (nIPQA ) 

from the hold lot. 

Labor cost = Labor rate x Labor used 

)(cos
1
∑
=

×
×=

m

i Cyclei

IPQAiTesti
m T

nT
LtLabor

 
 

B. Machine Cost 

Machine cost is a machine operating cost such as electricity cost and 

maintenance cost. 

Machine cost = Machine operation rate x Machine used 

∑
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Since Ki is a testing machine capacity and ni / TCycle is a number of 

sample needed to be tested in one hour so ∑
= ×

m
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)(  will represent the number of 

machine used in this testing activity. 
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C. Material Cost 

Material cost is a cost of products destroyed in testing activity. 

However, the testing in this case study is a non-destructive testing so the material cost is 

none.  

Material cost = Cost of product destroyed x Number of product 

destroyed 
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5.4.3.2 IPQA after Rework Test Cost 

After the hold lot fails to pass variable sampling plan testing, the hold lot will be 

reworked with Y probability. Then, the reworked lot will be tested by IPQA after rework 

variable sampling plan to check the rework process quality. IPQA after rework test cost 

will occur with Y probability once in a cycle time. 

IPQA after rework test cost consists of labor cost, testing machine cost, and 

material cost. 

A. Labor Cost 

Labor cost is a cost of labor that used to test the sample in IPQA after 

rework hold lot with variable sampling plan. Staff will collect the sample with designed 

amount (nIPQA AR ) from the hold lot. 

Labor cost = Labor rate x Labor used 
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B. Machine Cost 

Machine cost is a machine operating cost such as electricity cost and 

maintenance cost. 

Machine cost = Machine operation rate x Machine used 

∑
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Since Ki is a testing machine capacity and (Yi x ni) / TCycle is a number of 

sample needed to be tested in one hour so ∑
= ×
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will represent the number 

of machine used in this testing activity. 

 

C. Material Cost 

Material cost is a cost of products that destroyed in testing activity. 

However, the testing in this case study is a non-destructive testing so the material cost is 

none. 

Material cost = Cost of product destroyed x Number of product 

destroyed 
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5.4.3.3 OQA after Rework Test Cost 

After the product lot fails to pass OQA variable sampling testing, the lot will be 

reworked with P0 probability. Then, the reworked lot will be tested by OQA after rework 

variable sampling plan to check the rework process quality. 
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OQA after rework test cost is a cost that occurs when there is a testing of the 

sample from the reworked lot in OQA process. OQA after rework test cost will occur with 

P0 probability. 

OQA after rework sampling cost consists of labor cost, testing machine cost, 

and material cost. 

A. Labor Cost 

Labor cost is a cost of labor that used to test the sample in OQA after 

rework process with variable sampling plan. Staff will collect the sample with designed 

amount (nOQA AR ) from the product lot amount (Osize). 

Labor cost = Labor rate x Labor used 

∑
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B. Machine Cost 

Machine cost is a machine operating cost such as electricity cost and 

maintenance cost. 

Machine cost = Machine operation rate x Machine used 

∑
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Since Ki is a testing machine capacity and (P0i x Pri)/ O sizei is a number 

of samples needed to be tested in one hour so∑
= ×

××m
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 will represent the 

number of machine used in this testing activity. 
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C. Material Cost 

Material cost is a cost of product that destroyed in testing activity. 

However, the testing in this case study is a non-destructive testing so the material cost is 

none. 

Material cost = Cost of product destroyed x Number of product 

destroyed 
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5.4.4 Defect Cost 

The defect cost in the model consists of rework cost and scrap cost. These costs 

occur because the production has produced defective products especially when the 

process is out-of-control (with γ 2i probability of defect).  In general, the sooner we find 

that the process is out-of-control, the lower the cost of repairing it will be. On the other 

hand, the longer the process remains in the out-of-control state, the more defective 

items will be produced (Chiu and Huang, 1996). The defect cost can be decreased by 

decreasing delay detection period (ATS + T1). If the out-of-control ARL (ARL1) 

decreases, it means that the process variation will be detected faster (Torng, Lee, and 

Liao, 2009).  

5.4.4.1 IPQA Rework Cost 

IPQA rework cost is a cost of reworking the hold defective product lot in IPQA 

process. The product produced while the production process is out-of-control (Z) will be 

held for the test. Then, if the test fails with probability Yi, the hold lot will be reworked. 

The IPQA rework cost is depended on the amount of product produced from an out-of-

control period. . IPQA after rework cost will occur with Y probability once in a cycle time. 
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Rework cost = Rework rate x Number of product reworked 
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5.4.4.2 IPQA Scrap Cost 

IPQA scrap cost is a cost of scrap product that occurs from an IPQA process. 

IPQA scrap cost occurs when the defective product lot failed to pass the IPQA after 

rework variable sampling plan testing. IPQA scrap cost will occur with Hi probability after 

the rework process occurs. 

∑
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5.4.4.3 OQA Rework Cost 

OQA rework cost is a cost of reworking defective product lot in OQA process. 

Product lot amount (Osize) will be tested before delivering to the customer. Then, if the 

test fails with probability P0, the lot will be reworked. 

Rework cost = Rework rate x Number of product reworked 
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5.4.4.4 OQA Scrap Cost 

OQA scrap cost is a cost of scrap product that occurs from an OQA process. 

IPQA scrap cost occurs when the reworked lot failed to pass the OQA after rework 

variable sampling plan testing. OQA scrap cost will occur with Pd probability after OQA 

rework process occurs. 
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5.5 External Failure Costs 

5.5.1 Transportation Cost 

Transportation cost occurs when the defective products are rejected by the 

customer and the company has to transport the new products to replace those amounts 

of rejected products. There are two causes that the product can be rejected. First, the 

products are rejected with PReji probability after the customer tested the product lot by 

customer variable sampling plan. Second, the products are rejected after they fail to 

assembly with Pmi probability in customer manufacturing process. The company will 

transport the new product for replacement every IT interval (in this case study is a week 

or 168 hours). The number of defective products found in each interval will be summed 

and then replaced by the new products. The transportation cost is CT per transportation 

lot (OT). The 
T

T

O
I will represent the number of lot required to transport the entire products 

found in the period. 

Transportation cost = Cost of transport per lot x Number of product lot transported 
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5.5.2 Replacement Cost 

Woodall noted that economic models assign a cost to customer dissatisfaction and 

liability claims among other costs (Saniga, 1989). In this model, replacement cost 

consists of two costs which are a cost of product that rejected by the customer and a 

penalty cost. The company will be charged for the penalty amount (Pen) for each product 

if the product fails to assembly in customer manufacturing process with Pm probability. 
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Replacement cost = Cost of product x Number of product rejected + Penalty rate x 

Number of product fail to assembly 
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5.6 Machine Investment Cost 

This cost is a cost of machine that the company has to invest in order to increase the 

number of the testing machine. This cost is not included in the model because it does 

not relate to the control chart directly. It is a cost that the company has to pay in order to 

increase the number of testing machine which is one of the constraints in the model. 

However, this investment option and its cost will be considered in order to find the best 

solution that minimizes the total cost and the machine investment cost.  

The machine present value is PV and the machine operating life is a year. The 

interest rate in the business is r per year. Therefore, the annual value (AV) for the testing 

machine will gain from the PV, a, and r parameter. The AV can be considered to be the 

machine depreciation per year because at the end of year a, the machine value is 

assumed to be zero. The AV is the machine depreciation for a year so the cost of 

investing machine per hour can be obtained by dividing the AV by working hour per 

year (W). The number of current machine is F and the maximum number of machine 

allowed in the model is G so G-F will represent the number of the new invested machine. 

The machine has certain operating life time which is about a year no matter how 

much the machine has been used. Therefore, the machine investment cost is 

considered to be a fixed cost which does not depend on the sample size and sampling 

frequency, but it depends on the number of machines invested. On the other hand, the 

machine operating rate (M) is the cost that depends on the usage of the machine. The 

more the sample size and sampling frequency are, the more the machine operating rate 

is. 
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Machine investment cost = Machine cost per hour x Number of new machine 

invested 

)(cos FG
W
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5.7 Objective Function 

The objective function in this model is to minimize the total cost function by finding 

optimum sample size and sampling frequency. The main objective of this economic 

statistical design is to minimize the expected cost per unit of time by considering type 

1error, type 2 error, and ATS as the constraints (Saniga, 1989).  

Objective function  =  min Total cost (n, f) 

Where Total cost  =  Appraisal cost + Failure cost 

=  Control chart sampling cost + False alarm cost + OQA 

Sampling cost + True alarm cost + Cease cost + IPQA hold lot 

test cost + IPQA after rework test cost + OQA after rework test 

cost + IPQA rework cost + IPQA scrap cost + OQA rework cost 

+ OQA scrap cost + Transportation cost + Replacement cost 

= ∑
=

××+×××
m

i
iiTestiiPickm fnTfTL

1
)( + ∑

=

×
×

m

i i

ii

K
fnM

1
)( +

∑
=

××
m

i
iii fnD

1
)( +∑

=

××××
m

i Cyclei

oi
iii T

TfTS
1

12 )( α +

∑
=

××
×

m

i Sizei

iOQAiTesti
m O

nT
L

1

)Pr(
+ ∑

= ×

×
×

m

i Sizeii

iOQAi

OK
n

M
1

)
Pr

( +

∑
=

×
×

m

i Sizei

iOQAi
i O

n
D

1

)Pr(
+∑

=

×+×m

i Cyclei

ii

T
TSTS

1

2112 )(
+

)Pr(
1

2∑
=

××m

i Cyclei

iii

T
PnT

+ )(
1
∑
=

×
×

m

i Cyclei

IPQAiTesti
m T

nT
L +

∑
= ×

×
m

i Cycleii

IPQAi

TK
n

M
1

)( +∑
=

×m

i Cyclei

IPQAii

T
nD

1
)( +

)(
1
∑
=

××
×

m

i Cyclei

ARiIPQATestii
m T

nTY
L + ∑

= ×

×
×

m

i Cycleii

ARiIPQAi

TK
nY

M
1

)( +



86 
 

∑
=

××m

i Cyclei

ARiIPQAii

T
nDY

1
)( + ∑

=

×××
×

m

i Sizei

iARiOQATesti
m O

nTP
L

1

0 )Pr(
+

∑
= ×

××
×

m

i iSizei

iARiOQAoi

KO
nP

M
1

)Pr(
+∑

=

×××m

i Sizei

iARiOQAioi

O
nDP

1

)Pr(
+

∑
=

+×××m

i Cyclei

iiiii

T
TATSRY

1

1 )(Pr
+

∑
=

+××××m

i Cyclei

iiiIPQAiPii

T
TATSCHY

1

1 )(Pr
+ ∑

=

××
m

i
ioiPR

1
)Pr( +

∑
=

×××
m

i
iiOQAPdioi CPP

1
)Pr( +

)
)))')()(1(((Pr

(
1
∑
=

×−+×
×

m

i Ti

Ti

Ti
imirejirejii

Ti I
O
IPPPProundup

C +

)))()1('((Pr
1

Re∑
=

+×−××+××
m

i
ieniPcusrejiimiPcusijii PCPPPCP

 
 

5.8 Constraints 

Traditionally, control chart has been designed only by statistical criteria. The type 1 

error probability and power are usually specified at the desired levels while the sample 

size (n) and control limits coefficient (L) usually be specifically determined.  

In economical design, Woodal (1986) stated that control chart based on 

economically optimal design generally have poor statistical properties. The Duncan’s 

model does not concern about statistical properties since there is only an economic 

objective without statistical constraints in the model (Saniga, 1989).  

In order to create the economic statistical design, statistical constraints are added to 

the economic model. The metric used to evaluate the statistical performance of a control 

chart is generally either the average run length (ARL) or the average time to signal 

(ATS). As Celeno and Fichera (1999) said that the objective function must be minimized 

in order to pursue the economic goal, whereas the statistical objectives are reached by 

minimizing the α value and maximizing the 1-β value. 
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In this thesis, the control limit coefficient (L) is set to be 3 which is the standard use 

as Montgomery (2005) said that the multiple usually chosen is three; hence, three-sigma 

limits are customarily employed on control chart, regardless of the type of chart 

employed. Therefore, with 3 control limit coefficient, the α value will be 0.0027 and ARL0 

will be 370 to retain the standard statistical property.  

Another crucial statistical constraint in this thesis is β value. The β can be 

expressed as ARL ⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
− iβ1
1 or ATS

⎟⎟
⎠

⎞
⎜⎜
⎝

⎛
×

− ii f
1

1
1
β

. The defective products produced during 

an out-of-control period can be reduced significantly by reducing the ATS. The 

significant variables that affect the ATS in the model are β and f while the significant 

variable that affects β is n since β is a function of sample size. 

The constraints are 

βi ≤  0.2 Ji∈∀   (i) 

βi ≥  0 Ji∈∀   (ii) 

ni ≥  1 Ji∈∀   (iv) 

fi ≤  
pickiT
1  Ji∈∀   (v) 

fi >  0 Ji∈∀   (vi) 

ATUi      ≤  Gi Ji∈∀   (vi) 

Constraint (i): β value has to be less than or equal to 0.2 or ARL1 is less than 1.54. 

This constraint will significantly control the statistical property of the control chart to 

ensure that the solution of the model will meet the statistical criteria. However, this 

constraint value can be changed in order to satisfy the company policy. 

Constraint (ii): β value has to be more than or equal to 0. This constraint is added 

due to the fact that the β value cannot be negative. 
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Constraint (iii): n value has to be more than or equal to 1 because the least sample 

size allowed is 1. 

Constraint (iv): f value has to be less than or equal to the capability of picking 

samples.  This is because staff has to use TPick time to pick the sample so there will be 

limited frequency of picking the samples. 

Constraint (vi): f value has to be more than 0. This is because the sampling activity 

has to be done at least one time.  

Constraint (vii): All testing machine used has to be less than or equal to testing 

machine     allowed. The machine allowed (G) can be increased if the company buys the 

new testing machine. The ATU value can be increased also. 

 

5.9 Optimization Technique 

Montgomery (1980) states that the mathematical models and their associated 

optimization schemes are relatively complex and are often presented in a manner that is 

difficult for the practitioner to understand and use.  The main difficulties in the use of 

economic design are the computations involved (Chung, 1995).The availability of 

computer programs for these models and the development of simplified approximate 

optimization procedures suitable for manual computation would help alleviate this 

problem.  

The economic mathematical model in this thesis consists of mathematical formulas 

that can be solved by Solver function in Microsoft Excel. This can help the practitioner 

solve their problems without the problem of using complex program.  
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5.10 Input Parameters 

The input parameters illustrated in Table. 5.1 are gained from the case study 

company as an example. The mathematical model allows parameter value to be 

changed so that the model can be applicable to many cases. Constraints, statistical 

criteria, probability, and cost can be modified to match each case. For example, if the 

production is a continuous process where there is no need to be stopped while 

repairing the process, the T2 value can be filled with zero to represent the continuous 

model.  

Table 5.1: Input Parameters Value 

Input value Source 

 M1 M2 M3 

n - - - Variable 

f - - - Variable 

α  0.0027 0.0027 0.0027 Determined by control limit 

coefficient = 3 

β  - - - f(n) 

γ1 0.0006 0.0023 0.0017 Control chart data 

γ2 0.0208 0.0554 0.0911 Control chart data 

T0 7.8853 19.0230 1222.2650 Process in-control time  

T1 0.0375 0.0375 0.05 Time for investigating process 

T2 0.4750 0.4750 0.4750 Time for repairing process 

ATS - - - f(β, f) 

TCycle - - - f(ATS,T1, T2) 

Pr 1205 3893 929 Production rate 

M 2.84 2.84 2.84 Machine operation rate 

R 2.18 1.32 1.04 Rework rate 

Pn 1.46 2.96 7.37 Product profit 

CT 1028 1028 1028 Transportation cost 

OT 10000 10000 10000 Transportation lot size 
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Table 5.1: Input Parameters Value (Cont.) 

Input value Source 

 M1 M2 M3 

IT 168 168 168 Transportation interval 

CP IPQA 10.83 9.43 6.9 Product cost in IPQA 

CP OQA 11.83 10.43 7.9 Product cost in OQA 

CP Cus 12.31 12.43 14.31 
Product cost when delivering to 

the customer 

Pen 123.10 124.30 143.10 Penalty rate for customer 

LM 25.18 25.18 25.18 Staff labor rate 

TPick 0.083 0.083 0.083 Time to pick samples 

TTest 0.0208 0.0208 0.0333 Time to test sample 

K 45.6007 45.6007 28.5000 f(TTest) 

D 0 0 0 Cost of destructed product 

S1 64.10 64.10 64.10 Engineer labor rate 

S2 35.26 35.26 35.26 Technician labor rate 

MC 16 57 19 Number of production machine 

OSize 1000 1000 1000 OQA variable sampling plan lot 

size  

OCust 1000 1000 1000 Customer variable sampling plan 

lot size 

F 5 Number of current testing machine  

G - Determined 

W 7488 7488 7488 Working hour per year 

PV 1,300,000 1,300,000 1,300,000 Testing machine in present value

  

A 10 10 10 Testing machine operating life 

R 0.12 0.12 0.12 Interest rate in the business  

AV - - - f(PV,r,a) 

USL 0.4 0.4 0.4 Determined 
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Table 5.1: Input Parameters Value (Cont.) 

Input value Source 

 M1 M2 M3 

σ  0.0421 0.0573 0.0524 Measured value standard 

deviation 

AQLIPQA 0.02 0.02 0.02 Determined 

LTPDIPQA 0.08 0.08 0.08 Determined 

AlphaIPQA 0.05 0.05 0.05 Determined 

BetaIPQA 0.2 0.2 0.2 Determined 

nIPQA - - - 
f(AQLIPQAi, LTPDIPQAi, AlphaIPQAi, 

BetaIPQAi) 

KIPQA - - - 
f(AQLIPQAi, LTPDIPQAi, AlphaIPQAi, 

BetaIPQAi, nIPQA) 

Y - - - f(USL, KIPQA, σ , γ2i, nIPQA ) 

1-Y - - - f(Y) 

AQLIPQA AR 0.02 0.02 0.02 Determined 

LTPDIPQA AR 0.08 0.08 0.08 Determined 

AlphaIPQA AR 0.05 0.05 0.05 Determined 

BetaIPQA AR 0.2 0.2 0.2 Determined 

nIPQA AR - - - 
f(AQLIPQA ARi, LTPDIPQA ARi,  

AlphaIPQA ARi, BetaIPQA ARi) 

KIPQA AR - - - 
f(AQLIPQA AR, LTPDIPQA AR,  

AlphaIPQA AR, BetaIPQA AR, n IPQA AR) 

H - - - (USL, KIPQA AR, σ , γ1i, nIPQA AR ) 

1-H - - - f(H) 

AQLOQA 0.02 0.02 0.02 Determined 

LTPDOQA 0.08 0.08 0.08 Determined 

AlphaOQA 0.05 0.05 0.05 Determined 

BetaOQA 0.2 0.2 0.2 Determined 
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Table 5.1: Input Parameters Value (Cont.) 

Input value Source 

 M1 M2 M3 

nOQA  - - - f(AQLOQAi, LTPDOQAi, AlphaOQAi, 

BetaOQAi) 

KOQA - - - f(AQLOQAi, LTPDOQAi, AlphaOQAi, 

BetaOQAi, nOQA) 

P0i - - - (USL, KOQA, σ ,Pi, nOQA ) 

1-P0i - - - f(P0) 

AQLOQA AR 0.02 0.02 0.02 Determined 

LTPDOQA AR 0.08 0.08 0.08 Determined 

AlphaOQA AR 0.05 0.05 0.05 Determined 

BetaOQA AR 0.2 0.2 0.2 Determined 

nOQA AR - - - 
f(AQLOQA ARi, LTPDOQA ARi, AlphaOQA 

ARi, BetaOQA ARi) 

KOQA AR - - - 
f(AQLOQA ARi, LTPDOQA ARi, AlphaOQA 

ARi, BetaIPQA ARi, nIPQA AR) 

Pd - - - (USL, KOQA AR, σ , γ1i, nOQA AR ) 

1-Pd - - - f(Pd) 

AQLCUS 0.02 0.02 0.02 Determined 

LTPDCUS 0.08 0.08 0.08 Determined 

AlphaCUS 0.05 0.05 0.05 Determined 

BetaCUS  0.2 0.2 0.2 Determined 

nCUS - - - f(AQLCUS, LTPDCUSi, AlphaCUSi, 

BetaCUSi) 

KCUS - - - f(AQLCUSi, LTPDCUSi, AlphaCUSi, 

BetaCUS, nCUS) 

Prej - - - (USL, KCUS, σ , P’, nCUS ) 

1-Prej - - - f(Preji) 
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Table 5.1: Input Parameters Value (Cont.) 

Input value Source 

 M1 M2 M3 

Pm 0.8 0.8 0.8 
Probability of defect found in 

customer manufacturing process 

1-Pm 0.2 0.2 0.2 f(Pm) 

P - - - f(ATS, T1, γ2i, Y, γ1i,H,T0,T2,TCycle) 

Z - - - f(Pr, ATS,T1) 

P’ - - - f(P, P0, γ1,Pd) 

ATU - - - 
f(n, f, K, nOQA, Pr, OSize, nIPQA, TCycle, 

Y, nIPQA AR, P0, nOQA AR) 

 

5.10.1 Primary Parameter 

α  : This parameter is set to be 0.0027 because the control limits coefficient is 

set to be 3.  

β  : This parameter is a function of control chart sample size. However, this 

value cannot exceed 0.2 to maintain the statistical property of the control 

chart. 

γ 1, γ 2 : These parameters can be gained from the historical data of the control 

chart.  

T0  : This parameter can be gained from an average in-control time period. 

T1  : This parameter can be obtained from an average time that the technician 

used to find an assignable cause for each product. 

T2  : This parameter can be obtained from an average time that the engineer 

used to repair the process. 
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Pr  : This parameter can be obtained from the production policy. It is assumed 

that the company has a steady production rate all day. Changing in 

production rate will result in the new sampling plan. 

M   : This parameter can be obtained from a testing machine operating rate. 

Changing type of testing machine will change this value. 

R  : This parameter can be obtained from a rework cost per piece. 

Pn  : This parameter can be obtained from a profit that the company gained 

from each product. 

Pce  : This parameter can be obtained from a product price that the company 

charges the customer per piece. 

CT  : This parameter can be obtained from a cost of transportation per lot size 

(OT). 

OT  : This parameter can be obtained from a transportation lot size. 

IT  : This parameter can be obtained from a transportation interval that the 

company and the customer agreed. 

CP IPQA  : This parameter can be obtained from a product cost in IPQA process. 

CP OQA  : This parameter can be obtained from a product cost in OQA process. 

The product cost in OQA process is higher than the product cost in IPQA 

process because the company has to put resources in OQA process 

more than that in IPQA process. 

CP CUS  : This parameter can be obtained from a product cost when delivered to 

the customer. This product cost can also considered as product price 

that the customer has to pay to the company. 
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Pen  : This parameter can be obtained from a penalty rate per piece that the 

customer charges the company. The penalty rate will depend on the cost 

of assembly parts in the customer manufacturing process. If the 

assembled parts are expensive, the penalty rate will be high. 

LM  : This parameter can be obtained from an average salary of staff in one 

month divided by working hour in a month.  

TPick  : This parameter can be obtained from a time that staff picks the samples 

from turning machine.  

TTest  : This parameter can be obtained from a time that staff tests the sample 

with testing machine. 

K  : This parameter is a function of Ttest. 

D  : This parameter can be obtained from a cost of product that destroyed in 

destructive testing. 

S1  : This parameter can be obtained from an engineer labor cost in turning 

process. 

S2  : This parameter can be obtained from a technician labor cost in turning 

process. 

MC  : This parameter can be obtained from a number of turning machine for 

each product. 

OSize  : This parameter can be obtained from a lot size in OQA variable sampling 

plan. 

OCust  : This parameter can be obtained from a lot size in customer variable 

sampling plan. 

F  : This parameter can be obtained from a number of current testing 

machines. 
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G  : This parameter can be obtained from a number of machine allowed 

included the new invested machine. This value can be changed for each 

design experiment. If the companies use the current number of machine, 

the G value will equal to F value. If the company invest more in testing 

machine, the G value will be greater than F value. 

W  : This parameter can be obtained from the company working hour per 

year. 

PV  : This parameter can be obtained from a new machine price in the present. 

a  : This parameter can be obtained from a machine operating life. 

r  : This parameter can be obtained from an interest rate in the business. 
 

5.11 Scenarios Studied 

There will be three scenarios for the model. Each of the scenarios will be illustrated 

about its sample size, sampling frequency, and costs. 

First, the present sampling plan will be used in the model to let the model illustrates 

the present cost and present quality statistical performance. After that, the alternatives 

will be illustrated.  

Second, the model will be solved under the statistical quality constraints and 

present resources to find the optimum sampling plan that minimizes total cost. The 

number of testing machine will be limited to the current number of machine that the 

company already has which is 5. 

Third, the additional new testing machine will be allowed in the model. The Number 

of testing machine allowed (G) in constraints will be allowed to increase by the new 

invested machine (G-F). There will be machine investment cost added since the 

company has to invest in new machines. Investing in the new testing machine will 

increase the testing capacity which may result in a decreasing of a failure cost. This is 
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because an assignable cause can be detected earlier by the sufficient testing capacity. 

This scenario will find the optimum sampling plan for each number of machines. After 

all, the sampling plan and the number of machine invested that minimize total cost will 

be illustrated. 
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CHAPTER VI 

RESULTS  
 

In this chapter, results for each scenario are shown including the statistical 

properties and costs. Also, discussion and conclusion about the results are illustrated. 

 

6.1 Present Sampling Plan 

At present the case study company has no formal methodology to design the 

sampling plan for its process. The company has designed the sample size and 

sampling frequency by the traditional routine. However, the company wants to increase 

the performance in its process by developing a methodology to design the sampling 

plan which can lower the costs involved and also satisfy the statistical constraints. 

The result of the present sampling plan is shown in order to demonstrate the present 

cost and the statistical performance before conducting the improvement. Since there is 

no further invested machine in the present sampling plan, the number of testing 

machine allowed (G) in the present sampling plan is 5 machines. 

The present sample size, sampling frequency, and other crucial parameters are 

illustrated in the table below. 
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Table 6.1: Present Sampling Plan Result 

  M1 M2 M3 

n 2 2 1 

f 0.25 0.25 0.25 

1/f 4 4 4 

β 0.57 0.57 0.84 

ATS 9.26 9.26 25.21 

P 0.011 0.010 0.002 

Z 11206 36202 23468 

P' 0.011 0.010 0.002 

ATU 4.48 

 

The sample size for product M1, M2, and M3 are 2, 2, and 1piece per time 

respectively. This causes the β value to exceed the constraint limit in this model. The β 

value considered to be high which means that there is a high probability that the 

defective products will be produced while the process is thought to be in-control despite 

the fact that it is already out-of-control. The sampling frequency is set to be the same for 

all products based on the operation is 0.25 time per hour. However, each product has 

its own details so the sampling frequency should be designed individually to create 

efficiency of using the control chart. The All testing machine used in the process (ATU) 

is 4.48 machines while the allowed number of machine is 5 machines. This means that 

there is an abandoned testing capacity which can be used if necessary. 
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Table 6.2: Present Sampling Plan Costs 

Appraisal Costs   
- Control chart sampling cost        31.91  1.73% 

- False alarm cost         0.06  0.00% 

- OQA Sampling cost        57.97  3.14% 

Sum appraisal costs        89.94  4.88% 

Internal failure costs   
- True alarm cost        92.16  5.00% 

- Cease cost      240.00  13.02% 

 - IPQA hold lot test cost        25.62  1.39% 

 - IPQA after rework test cost        10.18  0.55% 

 - OQA after rework test cost         0.18  0.01% 

- All retest cost        35.97  1.95% 

 - IPQA rework cost   1,003.59  54.43% 

 - IPQA scrap cost         0.01  0.00% 

 - OQA rework cost        31.57  1.71% 

 - OQA scrap cost         0.00  0.00% 

- All defect costs   1,035.17  56.15% 

External failure costs   
-Cost of replacement      332.13  18.01% 

-Cost of transport        18.36  1.00% 

Sum failure costs   1,753.79  95.12% 

Total cost   1,843.74  100.00% 

Machine investment cost            -     

Total cost + machine investment cost   1,843.74   

 

The failure cost is the major cost in the present sampling plan accounted for 95.12 

% while the appraisal cost is only 4.88 %. This means that the company pays large 

amount and also uses most of the resources to fix the defects that already occurred. The 

major defect cost is from IPQA rework cost which used for reworking the defective 
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products produced while the process is out-of-control. Cost of replacement is also 

considered to be the major cost which occurs when the defective products delivered to 

the customer. These failures costs can be reduced by improving the detection 

performance to detect the error earlier before the defective products are produced in a 

large amount. 

 

6.2 Optimum Sampling Plan under the Current Number of Testing Machines 

This experiment is done to find the optimum sample size and sampling frequency 

that can minimize the total cost in the model while the constraints are satisfied under the 

existing testing machines.  

Table 6.3: Optimum Sampling Plan under the Current Number of Testing Machines  

 Result 

  M1 M2 M3 

n 4 4 4 

f 0.13 0.22 0.03 

1/f 7.54 4.62 38.99 

β 0.16 0.16 0.16 

ATS 8.96 5.49 46.34 

P 0.011 0.008 0.002 

Z 10843 21531 43096 

P' 0.011 0.008 0.002 

ATU 5 

 

The sample size is increased to be 4 pieces per time in this solution. This sample 

size causes the β value to be 0.16 which can satisfy the constraint. The sampling 

frequency is decreased independently based on the characteristic of each product. The 

sampling frequency for product M3 is decreased significantly from 0.25 to 0.03 time per 

hour because the M3 has a high steady production resulted in longer in-control period 
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(T0). Thus, there is no need to collect the sample frequently. The ATU value is 5 

machines which mean that the testing machines are used in a full capacity. 

Table 6.4: Optimum Sampling Plan under the Current Number of Testing Machines  

 Costs 

Appraisal Costs   
- Control chart sampling cost        39.68  2.71% 

- False alarm cost          0.04  0.00% 

- OQA Sampling cost        57.97  3.96% 

Sum appraisal costs        97.69  6.68% 

Internal failure costs   
- True alarm cost      102.12  6.98% 

- Cease cost      269.39  18.42% 

 - IPQA hold lot test cost        28.37  1.94% 

 - IPQA after rework test cost        11.62  0.79% 

 - OQA after rework test cost          0.08  0.01% 

- All retest cost        40.08  2.74% 

 - IPQA rework cost      728.95  49.84% 

 - IPQA scrap cost          0.01  0.00% 

 - OQA rework cost        17.41  1.19% 

 - OQA scrap cost          0.00  0.00% 

- All defect costs      746.37  51.03% 

External failure costs   
-Cost of replacement      188.69  12.90% 

-Cost of transport        18.36  1.26% 

Sum failure costs   1,365.02  93.32% 

Total cost   1,462.70  100.00% 

Machine investment cost            -     

Total cost + machine investment cost   1,462.70   
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The total cost is reduced from 1,834.74 to 1,462.70 Baht per hour which arisen from 

a reduction of failure costs and an increasing of appraisal costs. IPQA rework cost is 

decreased from 1003.59 to 724.79 Baht per hour while the cost of replacement is 

decreased from 1,003.59 to 728.95 Baht per hour. The failure costs are reduced since 

an assignable cause can be detected faster. The appraisal costs are increased from 

89.94 to 97.69 Baht per hour due to the increasing activities in testing process. From the 

figure, it can be seen that increasing in appraisal costs has a highly effect to a reduction 

of the failure costs in this case. 

 

6.3 Optimum Sampling Plan under the Additional New Testing Machines 

This experiment allows the model to increase the number of testing machine in order 

to increase the testing capacity. As a consequence, the machine investment cost is 

added to the model as a machine investment cost separately. The optimum sample size 

and sampling frequency for each number of machines allowed (G) will be illustrated 

case by case. 

6.3.1 Optimum Sampling Plan under 6 Testing Machines 

Table 6.5: Optimum Sampling Plan under 6 Testing Machines Result 

  M1 M2 M3 

n 4 4 4 

f 0.20 0.35 0.04 

1/f 4.92 2.83 25.03 

β 0.16 0.16 0.16 

ATS 5.85 3.36 29.75 

P 0.009 0.006 0.002 

Z 7098 13225 27682 

P' 0.009 0.006 0.002 

ATU 6 
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The sample size is remained the same as in the optimum sampling plan under 5 

machines, but the sampling frequency is increased thoroughly. This means that the 

additional testing capacity is needed to lower the total cost which obviously seen from 

the increasing of all testing machine used in the process (ATU) value to be 6 instead of 

5 machines. This is because if the additional testing capacity is not necessary, the 

model will not use the additional capacity and have the same optimum sample size and 

sampling frequency. The average time to signal (ATS) value which is a function of β and 

f is reduced because the sampling frequency is increased. The amount of product that 

has to be held for checking (Z) value for every product is decreased since an 

assignable cause can be detected earlier resulting in a reduction amount of the hold lot. 
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Table 6.6: Optimum Sampling Plan under 6 Testing Machines Costs 

Appraisal Costs   
- Control chart sampling cost          64.16  5.33% 

- False alarm cost           0.07  0.01% 

- OQA Sampling cost          57.97  4.82% 

Sum appraisal costs        122.19  10.15% 

Internal failure costs   
- True alarm cost        115.26  9.57% 

- Cease cost        300.31  24.95% 

 - IPQA hold lot test cost          32.01  2.66% 

 - IPQA after rework test cost          12.75  1.06% 

 - OQA after rework test cost           0.03  0.00% 

- All retest cost          44.79  3.72% 

 - IPQA rework cost        498.38  41.40% 

 - IPQA scrap cost           0.00  0.00% 

 - OQA rework cost           6.34  0.53% 

 - OQA scrap cost           0.00  0.00% 

- All defect costs        504.73  41.93% 

External failure costs   
-Cost of replacement          98.13  8.15% 

-Cost of transport          18.36  1.52% 

Sum failure costs      1,081.57  89.85% 

Total cost      1,203.77  100.00% 

Machine investment cost          30.73   

Total cost + machine investment cost      1,234.49   

 

Comparing the results between using 5 testing machines and 6 testing 

machines, the total cost is reduced from 1,462.70 to 1,203.77 Baht per hour which 

arisen from a reduction in failure costs and an increasing in appraisal costs. The failure 

costs are reduced from 1,365.02 to 1,081.57 Baht per hour while the appraisal costs are 
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increased from 97.69 to 122.19 Baht per hour. The new added cost is a machine 

investment cost which is 30.73 Baht per hour. However, the sum of total cost and 

machine cost which is 1,234.49 Baht per hour is still lower than the total cost in the 

optimum sampling plan using 5 machines which is 1,462.70 Baht per hour. Thus, this 

can be concluded that the new additional machine is needed to lower the total cost. The 

new additional machine can help lower the total cost by increasing the testing capacity 

which resulted in lower failure costs. 

 

6.3.2 Optimum Sampling Plan under 7 Testing Machines 

Table 6.7: Optimum Sampling Plan under 7 Testing Machines Result 

  M1 M2 M3 

n 4 4 4 

f 0.26 0.51 0.06 

1/f 3.80 1.97 17.93 

β 0.16 0.16 0.16 

ATS 4.52 2.34 21.31 

P 0.008 0.005 0.002 

Z 5492 9241 19848 

P' 0.008 0.005 0.002 

ATU 7 

 

The sample size is remained the same as in the optimum sampling plan under 6 

machines, but the sampling frequency is increased in every product. This is because 

the further testing capacity is still needed in order to test the sample more frequently 

which leads to a reduction of total cost. The out-of control state can be detected earlier 

because of an enhancement of the testing capacity resulting in lower average time to 

signal (ATS) value in every product. Amount of product that has to be held for checking 

(Z) is decreased which leads to lower cost of rework. The percent of defective product 
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produced from IPQA process (P) is also reduced because the production process can 

be repaired quicker. 

 

Table 6.8: Optimum Sampling Plan under 7 Testing Machines Costs 

Appraisal Costs   
- Control chart sampling cost         90.92  8.28% 

- False alarm cost           0.10  0.01% 

- OQA Sampling cost         57.97  5.28% 

Sum appraisal costs       148.99  13.57% 

Internal failure costs   
- True alarm cost       122.64  11.17% 

- Cease cost       317.56  28.92% 

 - IPQA hold lot test cost         34.06  3.10% 

 - IPQA after rework test cost         13.37  1.22% 

 - OQA after rework test cost           0.01  0.00% 

- All retest cost         47.45  4.32% 

 - IPQA rework cost       371.73  33.86% 

 - IPQA scrap cost           0.00  0.00% 

 - OQA rework cost           3.08  0.28% 

 - OQA scrap cost           0.00  0.00% 

- All defect costs       374.82  34.14% 

External failure costs   
-Cost of replacement         68.14  6.21% 

-Cost of transport         18.36  1.67% 

Sum failure costs       948.96  86.43% 

Total cost     1,097.94  100.00% 

Machine investment cost         61.45   

Total cost + machine investment cost     1,159.39   
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Comparing the results between using 6 testing machines and 7 testing machines, 

the total cost is reduced from 1,203.77 to 1,097.94 Baht per hour. The failure costs 

which include IPQA rework cost and cost of replacement are reduced. The control chart 

sampling cost is increased from 64.16 to 90.92 Baht per hour which leads to an 

increasing in appraisal costs due to the further testing activity. The machine investment 

cost is increased because the model is allowed to invest in the new machine up to 2 

machines. Besides, the sum of total cost and machine investment cost which is 1,159.39 

Baht per hour is lower than the sum of total cost and machine investment cost in the 

optimum sampling plan using 6 machines (1,234.49 Baht per hour). 

 

6.3.3 Optimum Sampling Plan under 8 Testing Machines 

Table 6.9: Optimum Sampling Plan under 8 Testing Machines Result 

  M1 M2 M3 

n 4 4 4 

f 0.32 0.67 0.07 

1/f 3.17 1.49 13.80 

β 0.16 0.16 0.16 

ATS 3.77 1.77 16.40 

P 0.007 0.004 0.002 

Z 4584 7025 15283 

P' 0.007 0.004 0.002 

ATU 8 

 

The sample size is remained the same at 4 pieces per time while the sampling 

frequency is increased compared to the sampling frequency in the optimum sampling 

plan under 7 machines. The machine testing capacity is still needed in order to increase 

the sampling frequency to detect the out-of-control state earlier resulting in lower value 

of average time to signal (ATS) and amount of product that has to be held for checking 

(Z). The additional machine is used in full capacity which can be monitored in ATU. In 
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addition, the percent of defective both P and P’ are decreased which lead to a reduction 

in defective products.  

Table 6.10: Optimum Sampling Plan under 8 Testing Machines costs 

Appraisal Costs   
- Control chart sampling cost      118.78  11.29% 

- False alarm cost         0.14  0.01% 

- OQA Sampling cost        57.97  5.51% 

Sum appraisal costs      176.88  16.82% 

Internal failure costs   
- True alarm cost      127.29  12.10% 

- Cease cost      328.27  31.21% 

 - IPQA hold lot test cost        35.35  3.36% 

 - IPQA after rework test cost        13.74  1.31% 

 - OQA after rework test cost         0.01  0.00% 

- All retest cost        49.10  4.67% 

 - IPQA rework cost      295.47  28.09% 

 - IPQA scrap cost         0.00  0.00% 

 - OQA rework cost         1.78  0.17% 

 - OQA scrap cost         0.00  0.00% 

- All defect costs      297.26  28.26% 

External failure costs   
-Cost of replacement        54.56  5.19% 

-Cost of transport        18.36  1.75% 

Sum failure costs      874.84  83.18% 

Total cost   1,051.72  100.00% 

Machine investment cost        92.18   

Total cost + machine investment cost   1,143.90   
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Comparing the results between using 7 testing machines and 8 testing machines, 

the total cost is reduced from 1,097.94 to 1,051.72 Baht per hour. The failure costs are 

reduced from 948.96 to 874.84 Baht per hour while the appraisal costs are increased 

from 148.99 to 176.88 Baht per hour. There is a tradeoff between failure costs and 

appraisal costs. The testing capacity is needed to detect an assignable cause at the 

early stage which required the cost of machine investment due to the new additional 

testing machine. Nevertheless, the sum of total cost and machine investment cost which 

is 1,143.90 Baht per hour is still lower than those of using 7 machines which is 1,159.39 

Baht per hour. 
 

6.3.4 Optimum Sampling Plan under 9 Testing Machines 

Table 6.11: Optimum Sampling Plan under 9 Testing Machines Result 

  M1 M2 M3 

n 4 4 4 

f 0.36 0.84 0.09 

1/f 2.75 1.19 11.13 

β 0.16 0.16 0.16 

ATS 3.27 1.41 13.23 

P 0.006 0.004 0.002 

Z 3988 5645 12333 

P' 0.006 0.004 0.002 

ATU 9 

 

The sample size is still remained the same at 4 pieces per time while the sampling 

frequency is increased compared to the sampling frequency in the optimum sampling 

plan under 8 machines which enhances the ability to detect an assignable cause faster. 

The amount of product that has to be held for checking (Z) is also reduced continuously. 

The additional machines are used in full capacity which can be monitored in ATU.  
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Table 6.12: Optimum Sampling Plan under 9 Testing Machines Costs 

Appraisal Costs   
- Control chart sampling cost        147.22  14.24% 

- False alarm cost           0.18  0.02% 

- OQA Sampling cost         57.97  5.61% 

Sum appraisal costs        205.36  19.87% 

Internal failure costs   
- True alarm cost        130.50  12.63% 

- Cease cost        335.53  32.46% 

 - IPQA hold lot test cost         36.24  3.51% 

 - IPQA after rework test cost         13.99  1.35% 

 - OQA after rework test cost           0.01  0.00% 

- All retest cost         50.24  4.86% 

 - IPQA rework cost        245.44  23.75% 

 - IPQA scrap cost           0.00  0.00% 

 - OQA rework cost           1.15  0.11% 

 - OQA scrap cost           0.00  0.00% 

- All defect costs        246.59  23.86% 

External failure costs   
-Cost of replacement         47.04  4.55% 

-Cost of transport         18.36  1.78% 

Sum failure costs        828.26  80.13% 

Total cost     1,033.62  100.00% 

Machine investment cost        122.91   

Total cost + machine investment cost     1,156.53   

 

The solution in this model has an interesting point. Comparing the results between 

using 8 testing machines and 9 testing machines, the failure costs are reduced from 

847.84 to 828.26 Baht per hour while the appraisal costs are increased from 176.88 to 

205.36 Baht per hour. The total cost is still reduced from 1,051.72 to 1,033.62 Baht per 
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hour which means that the additional testing capacity helps to decrease the failure 

costs. However, the sum of total cost and machine investment cost which is 1,156.53 

Baht per hour is higher than those of using 8 machines which is 1,143.90 Baht per hour. 

Therefore, the optimum sampling plan under 8 testing machine can give the minimum of 

summed of total cost and machine investment cost and it is also the best solution in this 

experiment. This is because investing in the new machines costs more than the saving 

from a decreasing in failure costs. 

 

6.3.5 Optimum Sampling Plan under 10 Testing Machines 

Table 6.13: Optimum Sampling Plan under 10 Testing Machines Result 

  M1 M2 M3 

n 4 4 4 

f 0.40 0.97 0.10 

1/f 2.52 1.03 9.68 

β 0.16 0.16 0.16 

ATS 3.00 1.22 11.51 

P 0.006 0.004 0.002 

Z 3654 4915 10736 

P' 0.006 0.004 0.002 

ATU 9.75 

 

The sample size is still remained the same at 4 pieces per time while the sampling 

frequency is increased compared to the sampling frequency in the optimum sampling 

plan under 9 machines. The average time to signal (ATS) is reduced from the increasing 

in sampling frequency. The percent of defective product is the same of those using 9 

machines. The all testing machine used in the process (ATU) is 9.75 machines while the 

number of machine allowed (G) is 10 machines. This means that the testing capacity is 

not used in full capacity. 
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Table 6.14: Optimum Sampling Plan under 10 Testing Machines Costs 

Appraisal Costs   
- Control chart sampling cost 168.80 16.38% 

- False alarm cost 0.21 0.02% 

- OQA Sampling cost 57.97 5.63% 

Sum appraisal costs 226.97 22.03% 

Internal failure costs   
- True alarm cost 132.34 12.84% 

- Cease cost 339.64 32.96% 

 - IPQA hold lot test cost 36.75 3.57% 

 - IPQA after rework test cost 14.13 1.37% 

 - OQA after rework test cost 0.00 0.00% 

- All retest cost 50.88 4.94% 

 - IPQA rework cost 218.06 21.16% 

 - IPQA scrap cost 0.00 0.00% 

 - OQA rework cost 0.86 0.08% 

 - OQA scrap cost 0.00 0.00% 

- All defect costs 218.93 21.25% 

External failure costs   
-Cost of replacement 43.30 4.20% 

-Cost of transport 18.36 1.78% 

Sum failure costs 803.45 77.97% 

Total cost 1,030.42 100.00% 

Machine investment cost 153.63  

Total cost + machine investment 
cost 

1,184.06  
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Comparing the results between using 9 testing machines and 10 testing machines, 

the total cost is slightly reduced from 1,033.62 to 1,030.42 Baht per hour due to the fact 

that the amount of failure costs reduced almost equals to the amount of appraisal costs 

increased. The sum of total cost and machine investment cost which is 1,184.06 Baht 

per hour is higher than those of using 9 machines which is 1,156.53 Baht per hour. This 

is because the new machines can save about 3 Baht per hour, but it costs more about 

30 Baht per hour. Thus, investing in the new machine is not a good solution anymore. 

 

6.3.6 Optimum Sampling Plan under 11 Testing Machines  

Table 6.15: Optimum Sampling Plan under 11 Testing Machines Result 

  M1 M2 M3 

n 4 4 4 

f 0.40 0.97 0.10 

1/f 2.52 1.03 9.68 

β 0.16 0.16 0.16 

ATS 3.00 1.22 11.51 

P 0.006 0.004 0.002 

Z 3654 4915 10736 

P' 0.006 0.004 0.002 

ATU 9.75 

 

From the table, there is no difference in optimum sampling plan between using 10 

machines and 11 machines. The sample size and sampling frequency is also the same. 

The all testing machine used in the process (ATU) value is 9.75 while the machine 

allowed (G) is 11 machines. This is because the number of testing machine beyond 9.75 

is not significant to the reduction of the total cost anymore.  
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Table 6.16: Optimum Sampling Plan under 11 Testing Machines Costs 

Appraisal Costs   
- Control chart sampling cost        168.80  16.38% 

- False alarm cost           0.21  0.02% 

- OQA Sampling cost          57.97  5.63% 

Sum appraisal costs        226.97  22.03% 

Internal failure costs   
- True alarm cost        132.34  12.84% 

- Cease cost        339.64  32.96% 

 - IPQA hold lot test cost          36.75  3.57% 

 - IPQA after rework test cost          14.13  1.37% 

 - OQA after rework test cost           0.00  0.00% 

- All retest cost          50.88  4.94% 

 - IPQA rework cost        218.06  21.16% 

 - IPQA scrap cost           0.00  0.00% 

 - OQA rework cost           0.86  0.08% 

 - OQA scrap cost           0.00  0.00% 

- All defect costs        218.93  21.25% 

External failure costs   
-Cost of replacement          43.30  4.20% 

-Cost of transport          18.36  1.78% 

Sum failure costs        803.45  77.97% 

Total cost     1,030.42  100.00% 

Machine investment cost        184.36   

Total cost + machine investment cost     1,214.78   

 

The total cost is the same as in the optimum sampling plan under 10 machines. This 

is because increasing in appraisal costs cannot reduce the failure costs in significant 

level due to the fact that increasing in appraisal costs may cost more than those savings 

from failure costs. Therefore, there is no need to invest in the testing capacity anymore 
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since it does not help to reduce the total cost. Moreover, the sum of total cost and 

machine investment cost is much higher than those of using 10 machines. This is 

because the total cost is the same, but there is an investment cost which is about 30 

Baht per hour added. 
 

6.3.7 Optimum Sampling Plan under 12 Testing Machines 

Table 6.17: Optimum Sampling Plan under 12 Testing Machines Result 
 

 

Again, the result is the same as using 10 and 11 machines. There is no need to 

invest in the testing capacity anymore since it does not help to reduce the total cost. 
 
 
 
 
 
 
 
 
 
 

  M1 M2 M3 

n 4.00 4.00 4.00 

f 0.40 0.97 0.10 

1/f 2.52 1.03 9.68 

β 0.16 0.16 0.16 

ATS 3.00 1.22 11.51 

P 0.006 0.004 0.002 

Z 3654 4915 10735 

P' 0.006 0.004 0.002 

ATU 9.75 
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Table 6.18: Optimum Sampling Plan under 12 Testing Machines Costs 

Appraisal Costs   
- Control chart sampling cost        168.80  16.38% 

- False alarm cost           0.21  0.02% 

- OQA Sampling cost          57.97  5.63% 

Sum appraisal costs        226.97  22.03% 

Internal failure costs   
- True alarm cost        132.34  12.84% 

- Cease cost        339.64  32.96% 

 - IPQA hold lot test cost          36.75  3.57% 

 - IPQA after rework test cost          14.13  1.37% 

 - OQA after rework test cost           0.00  0.00% 

- All retest cost          50.88  4.94% 

 - IPQA rework cost        218.06  21.16% 

 - IPQA scrap cost           0.00  0.00% 

 - OQA rework cost           0.86  0.08% 

 - OQA scrap cost           0.00  0.00% 

- All defect costs        218.93  21.25% 

External failure costs   
-Cost of replacement          43.30  4.20% 

-Cost of transport          18.36  1.78% 

Sum failure costs        803.45  77.97% 

Total cost      1,030.42  100.00% 

Machine investment cost        215.08   

Total cost + machine investment 
cost 

     1,245.51   
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All costs including total cost are the same as the optimum sampling plan under 10 

and 11 machines. This is because the sampling plan is the same as those of using 10 

and 11 machines. The total cost cannot be reduced by increasing in the activity of 

testing. Moreover, there is an increasing in machine investment cost due to the 

additional number of testing machines. Therefore, the sum of total cost and machine 

investment cost is higher than others. 

 

6.4 Discussion 

In this session, all results including the present sampling plan, the optimum 

sampling plan under the current number of testing machines, and the optimum sampling 

plan under the additional new testing machines will be presented in graphs and tables. 

The Figure 6.1 shows the cost trend under numbers of machine. Also, the Table 6.19 

shows the details of results under numbers of machine. 

 

 
 

Figure 6.1: Cost Trend under Numbers of Machine  
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The total cost in the optimum sampling plan under 5 machines is lower than the 

present sampling plan in significant level even though the number of machines used in 

both sampling plan are the same. This is because the failure costs are reduced 

abundantly while the appraisal costs are increased slightly. These effects are caused by 

an increasing in sample size which affects directly to the β value. The testing capacity is 

utilized in full capacity to screen the defective product before delivering to the customer 

resulting in lower failure costs. There is no additional new testing machine so the 

machine investment cost is none. 
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Table 6.19: Optimum Sampling Plan under the Additional New Testing Machines Result Conclusion 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

No. of Machines n f β P P' 

M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3 M1 M2 M3 

5 2 2 1 0.25 0.25 0.25 0.57 0.57 0.84 0.011 0.010 0.002 0.011 0.010 0.002 

5 4 4 4 0.13 0.22 0.03 0.16 0.16 0.16 0.011 0.008 0.002 0.011 0.008 0.002 

6 4 4 4 0.20 0.35 0.04 0.16 0.16 0.16 0.009 0.006 0.002 0.009 0.006 0.002 

7 4 4 4 0.26 0.51 0.06 0.16 0.16 0.16 0.008 0.005 0.002 0.008 0.005 0.002 

8 4 4 4 0.32 0.67 0.07 0.16 0.16 0.16 0.007 0.004 0.002 0.007 0.004 0.002 

9 4 4 4 0.36 0.84 0.09 0.16 0.16 0.16 0.006 0.004 0.002 0.006 0.004 0.002 

10 4 4 4 0.40 0.97 0.10 0.16 0.16 0.16 0.006 0.004 0.002 0.006 0.004 0.002 

11 4 4 4 0.40 0.97 0.10 0.16 0.16 0.16 0.006 0.004 0.002 0.006 0.004 0.002 

12 4 4 4 0.40 0.97 0.10 0.16 0.16 0.16 0.006 0.004 0.002 0.006 0.004 0.002 

13 4 4 4 0.40 0.97 0.10 0.16 0.16 0.16 0.006 0.004 0.002 0.006 0.004 0.002 

14 4 4 4 0.40 0.97 0.10 0.16 0.16 0.16 0.006 0.004 0.002 0.006 0.004 0.002 
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Table 6.20: Optimum Sampling Plan under the Additional New Testing Machines Costs Conclusion 

No. of Machines Appraisal cost Failure cost Total cost Machine investment cost Total cost + machine investment cost 

5 89.94 1,753.79 1,843.74 - 1,843.74 

5 97.69 1,365.02 1,462.70 - 1,462.70 

6 122.19 1,081.57 1,203.77 30.73 1,234.49 

7 148.99 948.96 1,097.94 61.45 1,159.39 

8 176.88 874.84 1,051.72 92.18 1,143.90 

9 205.36 828.26 1,033.62 122.91 1,156.53 

10 226.97 803.45 1,030.42 153.63 1,184.06 

11 226.97 803.45 1,030.42 184.36 1,214.78 

12 226.97 803.45 1,030.42 215.08 1,245.51 

13 226.97 803.45 1,030.42 245.81 1,276.24 

14 226.97 803.45 1,030.42 276.54 1,306.96 
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The failure costs are reduced significantly. This is because the testing capacity is 

more sufficient for testing the product before the failure costs occurred. The trend of the 

failure costs are shown in Figure 6.1: Cost Trend under Numbers of Machines .The 

failure costs are reduced continuously until the number of machines is 10. From that 

point, the failure costs are steady without any declining trend. The more decreasing the 

failure costs is, the more effort the testing activity had to be put. However, higher level of 

testing activity requires higher appraisal costs also. As a consequence, a lot amount of 

appraisal costs will result in higher optimum total cost so the model does not allow that 

consequence to be happened. 

The appraisal costs are higher due to the improvement of testing activity by an 

increasing in testing machine investment. The rising amount of appraisal costs is 

considered to be small compared to the saving from failure costs. This is why the total 

cost can be reduced. The appraisal costs are increased continuously until the number 

of testing machine is 10 machines. From that point, an increasing in testing activity 

cannot reduce the total cost anymore. This is because the increasing amount of 

appraisal costs is more than the saving from failure costs reduction. 

Without considering the machine investment cost, the total cost is decreased 

continuously until it reaches its optimum solution in using 10 machines. The reason why 

there is the point which the total cost will not be decreased anymore is that the testing 

activity also costs money even it can help reduce some failure costs. Nevertheless, the 

model already found its optimum sample size and sampling frequency that can minimize 

the total cost so the sampling plan is not changed afterwards. 

The lowest total cost is done by the optimum sampling plan using 10 machines. 

However, the additional new testing machines also cost money. This issue is turned to 

be the main concern that has to be considered further.  

Truly, the model can be optimized by using the optimum sample size and sampling 

frequency under the 10 machines. However, the company does not already own 10 

machines at the present. The company has to invest for those new machines. Thus, the 
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sum of total cost and machine investment cost has the lowest value in 8 machines 

solution. After that, the sum value of total cost and machine investment cost is 

continuously increased due to the fact that the amount of total cost saved is not enough 

to cover the cost of machine investment. Therefore, the 8 machine solution can give the 

optimum summed of total cost and machine investment cost which is the best solution 

for the company. 

In statistical quality perspective, the β value is decreased significantly from 0.57and 

0.84 to 0.16 when using the new optimum sampling plan. This is because increasing in 

sample size will reduce the β value directly. This means that defective products will be 

produced in smaller amount resulting in lower failure cost. Percentage of defective 

product produced from IPQA process (P) and Percentage of defective product 

produced from OQA process (P’) are also decreased along with the failure cost.  

 

6.5 Conclusion 

6.5.1 Present Number of Testing Machine 

The optimized model can find the sample size and sampling frequency that reduce 

the total cost while there is no need to invest in an additional testing machine. This can 

be done by reducing the failure costs which arisen from an increasing in the testing 

activity. However, increasing in the testing activity will affects the appraisal costs also. 

The sample size should be increased to satisfy the statistical constraint because the 

present β values are considered to be high at present (0.57 and 0.84). The high value of 

type two error (β) resulted in large amounts of defective products produced before the 

control chart can detect. The defective products require many processes to repair them 

such as retesting and reworking process. The sampling frequency is adjusted 

individually in the optimum sampling plan model according to the characteristic of each 

product. The sampling frequency is decreased because increasing in sample size can 

bring about more benefits than increasing in sampling frequency in this case. However, 

the sampling frequency will be increased if the testing capacity is escalated by investing 

in the additional new testing machine. The appraisal costs are increased because of an 
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increasing in testing activities. Nevertheless, the increasing amount of the appraisal 

costs is much less than the saving amount from the failure costs.        

Table 6.21: Optimum Sampling Plan under the Current Number of Testing Machines  

 Conclusion 

  M1 M2 M3 

n 4 4 4 

f 0.13 0.22 0.03 

1/f 7.54 4.62 38.99 

β 0.16 0.16 0.16 

ATS 8.96 5.49 46.34 

P 0.011 0.008 0.002 

Z 10843 21531 43096 

P' 0.011 0.008 0.002 

ATU 5.00 

Appraisal costs 97.69 

Failure costs 1,365.02 

Total cost 1,462.70 

 

6.5.2 Investing Machine Solution 

Investing in the additional new testing machine can reduce the total cost because 

the new testing machine can increase the current testing capacity. The failure costs can 

be reduced significantly by trading off with the slightly additional appraisal costs which 

caused by the testing activity.  

From the optimized models under the additional new testing machines, the question 

is what amount of the new testing machine will deliver the best benefits to the company. 

After developing all of the optimum sampling plans, the best result is from 10 machines 

solution which can minimize the total cost. However, there is a machine investment cost 

occur from every number of the new invested machine. This is because the company 

has owned only 5 machines so it has to invest for the extra machine. The sum of total 
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cost and machine investment cost has the lowest value in 8 machines solution. Since the 

2 more added machines from 8 machines can reduce the total cost in fewer amounts 

than their machine investment cost, the sum of total cost and machine investment cost 

for 10 machines is not the best solution. Therefore, the 8 machines solution is the best 

solution that can provide minimum sum of total cost and machine investment cost. From 

the model, the company should investing in 3 more machines to increase the number of 

machine to be 8 machine and apply the purpose sampling plan to minimize the summed 

of total cost and machine investment cost. 

Table 6.22: Optimum Sampling Plan under 8 Testing Machines Conclusion 

  M1 M2 M3 

n 4 4 4 

f 0.32 0.67 0.07 

1/f 3.17 1.49 13.80 

β 0.16 0.16 0.16 

ATS 3.77 1.77 16.40 

P 0.007 0.004 0.002 

Z 4584 7025 15283 

P' 0.007 0.004 0.002 

ATU 8.00 

Appraisal cost 176.88 

Failure cost 874.84 

Total cost 1,051.72 

Machine investment cost 92.18 

Total cost + machine 

investment cost 1,143.90 
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CHAPTER VII 

SENSITIVITY ANALYSIS 
 

This chapter represents the model sensitivity analysis. This chapter consists of 

objective of the sensitivity analysis and all of the sensitivity analysis designed. 

 

7.1 Objective of the Sensitivity Analysis 

In previous research, a sensitivity analysis is performed to examine the cost effect of 

changing the controlled properties such as type I error rate, power, average time to 

signal (ATS) (Zhang and Berardi, 1997). The new optimum sampling plan for changed 

parameters is developed along with the new total cost. 

In this thesis, there will be three designed sensitivity analysis to illustrate how 

sensitive of each variable and parameter over the total cost is. The sensitivity analysis 

will be applied on the optimum sampling plan under eight machines which can deliver 

the best solution to minimize the sum of total cost and machine investment cost. The 

sensitivity analysis is applied on the optimum sampling plan under eight machines 

because it is the best solution that the company should apply it in real case. 

The first designed sensitivity analysis is to vary the sample size and sampling 

frequency to see the change of the total cost. The objective of this sensitivity analysis is 

to analyze the effect of the changed value of sample size and sampling frequency over 

the total cost. Knowing the effect in changing the value of sample size and sampling 

frequency beforehand is beneficial for the company since the unexpected circumstance 

such as testing machine error and human error can occur all the time. In addition, the 

company can decide whether to reduce the sample size or the sampling frequency if 

the testing capacity is limited. However, the machine investment cost will not be 

considered in this sensitivity analysis since the machine investment cost is not a function 

of sample size and sampling frequency and it is a fixed cost that the company already 

invested. Changing in sample size and sampling frequency will not affect the machine 



127 
 

investment cost. Therefore, the cost considered in this sensitivity analysis is the total 

cost, not the sum of total cost and machine investment cost. 

The second designed sensitivity analysis is to vary some selected parameter values 

up to 50% change to see the change of the total cost by supposing that the user 

incorrectly estimates any of the values by up to 50 % and the values of the parameters 

given in the example are assumed to be the basic case (Yu and Chen, 2005). The 

objective of this sensitivity analysis is to analyze the effect of the changed value of 

parameters over the total cost. The new sample size and sampling frequency for 

changed parameter values will be illustrated along with the new total cost. For example, 

the total cost and the new sampling plan will be calculated in case that the labor rate is 

changed up to 50%. 

The objective of the third designed sensitivity analysis is to classify the parameters 

that have a crucial effect to the total cost in order to control them. The methodology in 

analyzing which parameter has a crucial effect to the total cost is to change the value of 

parameter one by one until the total cost is changed 10% higher than the optimum total 

cost. The optimum total cost is 1,052 Baht per hour so the maximum limit of cost is 1,157 

Baht per hour which is higher than the optimum total cost 10%. For example, the labor 

rate (Lm) has to increase up to 52% from the normal rate to reach the cost limit which 

means that the labor rate can increase up to 52% before it exceeds the cost limit. 
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7.2 Sample Size Sensitivity Analysis 
 

 
 

Figure 7.1: Cost Trend under Varied Sample Size 

 

The total cost is reduced dramatically when the sample size is increased from 1 to 4 

pieces per time especially from 1 to 2 pieces per time. This is because the failure costs 

are reduced rapidly while the appraisal costs are increased slightly. The total cost starts 

to rise from its lowest value where the sample size is 4 pieces per time due to the fact 

that the appraisal costs are higher along with the sample taken while the failure costs 

are reduced in a smaller value compared to those increased in appraisal costs. Further 

increasing in sample size from 4 pieces per time will give no satisfied solution in term of 

cost. 
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7.3 Sampling Frequency Sensitivity Analysis 
 

 

Figure 7.2: Cost Trend under Varied Sampling Frequency 

 

The total cost is reduced rapidly when there is an increasing in sampling frequency 

during 20% to 80% of the optimum sampling frequency. This is because more frequency 

of sampling activity can reduce the failure costs by detecting an assignable cause 

quicker. However, the more frequency the sampling activity is, the more the appraisal 

costs increased. Increasing in sampling frequency more than 140% of the optimum 

sampling frequency will make the total cost higher. 

 

7.4 Parameter Sensitivity Analysis 

The parameters will be classified into 4 categories in this parameter sensitivity 

analysis which are time, production, labor and machine, and product cost category. 

Time category consists of time period that the process is in an in-control stage (T0), time 

period for finding an assignable cause (T1), time period that the process is stopped for 

repairing (T2), time for collecting samples from each machine (TPick), and time for testing 
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a sample per piece (TTest). Production category consists of probability of defect occurs 

when the process is in-control (γ1), probability of defect occurs when the process is out-

of-control (γ2), and production rate (Pr). Labor and machine category consists of 

engineer labor rate (S1), technician labor rate (S2), staff labor rate (Lm), testing machine 

operating rate (M), and rework rate (R). Product cost category consists of product profit 

(Pn), product cost in IPQA process (CP IPQA), product cost in OQA process (CP OQA), 

product cost when delivered to the customer (CP Cus), cost of transportation to the 

customer (CT), and customer penalty rate (Pen). 

The parameters value will be varied up and down 50% to illustrate the changed 

sampling plan and the total cost. 
 

7.5 Time Category Sensitivity Analysis 

7.5.1 Time Period that the Process Is in an In-control Stage (T0) 

Table 7.1: Time Period that the Process Is in an In-control Stage (T0) Sensitivity 

  T0 Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 3.94 9.51 611.13 4 4 4 0.27 0.47 0.06 1,852 

Case2 100% 7.89 19.02 1,222.26 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 11.83 28.53 1,833.40 4 4 4 0.35 0.76 0.08 794 

 

The total cost can be reduced significantly when the time period that the process is 

in an in-control stage (T0) is increased. This is because the defective products produced 

while the process is in-control are much lower than those produced when the process is 

out-of-control. Longer T0 means that the process is in an in-control stage longer before 

the failure occurs. On the other hand, the lower the T0 value, the higher the total cost. 

The sample size is remained the same but the sampling frequency is decreased in case 

1 and increased in case 3. 
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7.5.2 Time Period for Finding an Assignable Cause (T1) 

Table 7.2: Time Period for Finding an Assignable Cause (T1) sensitivity 

  T1 Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 0.02 0.02 0.02 4 4 4 0.32 0.67 0.07 1,047 

Case2 100% 0.04 0.04 0.05 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 0.06 0.06 0.07 4 4 4 0.32 0.67 0.07 1,057 

 

Changing in time period for finding an assignable cause (T1) value has a slight effect 

to the total cost and has no effect to the optimum sampling plan. The lower in T1 value 

can reduce the total cost because the T1 parameter has direct effect to the amount of 

hold product (Z). If the technician can find an assignable cause quicker, the amount of 

hold product will be lower and the amount of defective product that may be reworked 

further will be lower also. 

 

7.5.3 Time Period that the Process Is Stopped for Repairing (T2) 

Table 7.3: Time Period that the Process Is Stopped for Repairing (T2) Sensitivity 

  T2 Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 0.24 0.24 0.24 4 4 4 0.35 0.66 0.07 834 

Case2 100% 0.48 0.48 0.48 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 0.71 0.71 0.71 4 4 4 0.28 0.69 0.08 1,263 

 

The total cost can be reduced significantly by the reduction in time period that the 

process is stopped for repairing (T2) value. This is because T2 parameter directly affects 

to the cease cost which is considered to be a high portion in failure costs. On the other 

hand, increasing in T2 value can increase the total cost apparently. Therefore, the sooner 
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the engineer can repair the process, the lower the cease cost caused from an 

opportunity lost occurs. Also, the sampling frequency is changed by changing in T2 

value. 

 

7.5.4 Time for Collecting Samples from Each Machine (TPick) 

Table 7.4: Time for Collecting Samples from Each Machine (TPick) Sensitivity 

  TPick Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 0.042 0.042 0.042 4 4 4 0.32 0.67 0.07 1,046 

Case2 100% 0.083 0.083 0.083 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 0.125 0.125 0.125 4 4 4 0.32 0.67 0.07 1,058 

 

Changing in time for collecting samples from each machine value has a slight effect 

to the total cost and has no effect to the optimum sampling plan. Reduction in time for 

collecting samples from each machine (TPick) can reduce the total cost because staff 

can use less time for sampling activity resulting in lower cost of labor.  
 

7.5.5 Time for Testing a Sample per Piece (TTest) 

Table 7.5: Time for Testing a Sample per Piece (TTest) Sensitivity 

  TTest Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 0.010 0.010 0.017 4 4 4 0.48 1.33 0.14 888 

Case2 100% 0.021 0.021 0.033 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 0.157 0.259 0.030 4 4 4 0.32 0.67 0.07 1,419 
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Changing in time for testing a sample per piece (TTest) has a high effect to the total 

cost and the sampling plan. The total cost can be reduced significantly if there is a 

reduction in time for testing a sample per piece (TTest). This is because the testing 

machine capacity (K) which is a function of TTest (
testiT

K 1
= ) can be increased in high 

level due to the reduction in  time for testing a sample per piece (TTest) without any 

investment in the new testing machine. Also, the sampling frequency can be increased 

significantly because of an increasing in the testing machine capacity. 
 

7.6 Production Category Sensitivity Analysis 

7.6.1 Probability of Defect Occurs when the Process Is In-control (γ1) 

Table 7.6: Probability of Defect Occurs when the Process Is In-control (γ1) Sensitivity 

  γ1 Optimized n Optimized f 

 Total 

cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 0.0003 0.0012 0.0009 4 4 4 0.31 0.67 0.07 1,040 

Case2 100% 0.0006 0.0023 0.0017 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 0.0009 0.0035 0.0026 4 4 4 0.32 0.67 0.07 1,068 

 

The lower the defective products produced, the lower the failure costs occur. The 

total cost can be reduced by the reduction in the probability of defect occurs when the 

process is in-control (γ1). Turning machine quality has direct effect to the γ1 value. 

However, changing in γ1 value has a slight effect to the total cost and the sampling 

frequency because the γ1 value is considered to be small compared with the γ2 value. 
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7.6.2 Probability of Defect Occurs when the Process Is Out-of-control (γ2) 

Table 7.7: Probability of Defect Occurs when the Process Is Out-of-control (γ2)  

 Sensitivity 

  γ2 Optimized n Optimized f 

 Total 

cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 0.0104 0.0277 0.0456 4 4 4 0.03 0.43 0.07 723 

Case2 100% 0.0208 0.0554 0.0911 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 0.0312 0.0831 0.1367 4 4 4 0.48 0.57 0.05 1,298 

 

The probability of defect occurs when the process is out-of-control (γ2) has more 

influence to the total cost than γ1. This is because the value of γ2 is more than the value 

of γ1 which resulted in more defective products produced. Therefore, increasing in γ2 

will increase the total cost and the amount of defective product significantly. On the 

other hand, decreasing in γ2 will lower the total cost significantly. The sampling 

frequency is affected by changing in γ2 value. In product M1, the sampling frequency is 

increased significantly because the increasing in γ2 value. 

 

7.6.3 Production Rate (Pr) 

Table 7.8: Production Rate (Pr) Sensitivity 

  Pr Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 603 1,947 465 4 4 4 0.28 0.66 0.07 682 

Case2 100% 1,205 3,893 929 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 1,808 5,840 1,394 4 4 4 0.26 0.49 0.05 1,517 
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The production rate (Pr) is one of the major parameters that influence the total cost in 

the high degree. Increasing in Pr will increase the total cost significantly. This is because 

the total cost is the cost that paid for checking and repairing the product and process so 

if the amount of product is high, the total cost is high also. The sampling frequency is 

changed if the Pr changed due to the fact that the sampling frequency has to be high in 

order to check the process sufficiently. As Alexander et al. (1995) stated that the 

sampling interval is generally based on the production rate and familiarity with the 

process. However, even Pr will increase the total cost, the profits from selling more 

product will be increased also. 
 

7.7 Labor and Machine Category Sensitivity Analysis 

7.7.1 Engineer Labor Rate (S1) 

Table 7.9: Engineer Labor Rate (S1) Sensitivity 

  S1 Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 32.05 32.05 32.05 4 4 4 0.33 0.67 0.07 991 

Case2 100% 64.10 64.10 64.10 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 96.15 96.15 96.15 4 4 4 0.30 0.68 0.07 1,113 

 

Changing in engineer labor rate (S1) has a direct effect to the total cost. The total 

cost can be reduced when the engineer labor rate is reduced. This is because the 

engineer has to be used to repair an assignable cause which resulted in an occurrence 

of true alarm cost. The sampling frequency is changed also by changing in S1 value. 
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7.7.2 Technician Labor Rate (S2) 

Table 7.10 Technician Labor Rate (S2) Sensitivity 

  S2 Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 17.63 17.63 17.63 4 4 4 0.32 0.67 0.07 1,049 

Case2 100% 35.26 35.26 35.26 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 52.88 52.88 52.88 4 4 4 0.31 0.67 0.07 1,054 

 

Changing in technician labor rate (S2) has a slight effect to the total cost. The total 

cost can be reduced when the technician labor rate is reduced. However, changing in 

the total cost from the technician labor cost is considered to be less compared to the 

engineer labor cost. The sampling frequency is slightly changed in case 3. 

 

7.7.3 Staff Labor Rate (Lm) 

Table 7.11 Staff Labor Rate (Lm) Sensitivity 

  Lm Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 12.59 12.59 12.59 4 4 4 0.32 0.67 0.07 950 

Case2 100% 25.18 25.18 25.18 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 37.77 37.77 37.77 4 4 4 0.32 0.67 0.07 1,153 

 

The total cost is increased significantly when the staff labor rate (Lm) increased. This 

is because staff plays an important role in picking and testing the products. An 

increasing in Lm can affect the total cost since the company has to pay for its labors in a 

higher rate. However, the sampling frequency and sample size are considered to be the 

same even though the Lm value is changed.  
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7.7.4 Testing Machine Operating Rate (M) 

Table 7.12 Testing Machine Operating Rate (M) Sensitivity 

  M Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 1.42 1.42 1.42 4 4 4 0.32 0.67 0.07 1,040 

Case2 100% 2.84 2.84 2.84 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 4.26 4.26 4.26 4 4 4 0.32 0.67 0.07 1,063 

 

Testing machine operating rate (M) has a slight influence to the total cost. 

Decreasing in testing machine operating rate can reduce the total cost. However, the 

sampling frequency is not changed by changing in M value.  

 

7.7.5 Rework Rate (R) 

Table 7.13: Rework Rate (R) Sensitivity 

  R Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 1.09 0.66 0.52 4 4 4 0.31 0.65 0.07 903 

Case2 100% 2.18 1.32 1.04 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 3.27 1.98 1.56 4 4 4 0.32 0.67 0.07 1,200 

 

The rework rate (R) has a significant influence to the total cost. The total cost can be 

reduced by the reduction in rework rate (R). This is because every defective product 

needed to be reworked so the lower the rework rate, the lower the failure costs and total 

cost. The sampling frequency is decreased in case 1 and remained the same in case 3.  
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7.8 Product Cost Sensitivity Analysis 

7.8.1 Product Profit (Pn) 

Table 7.14: Product Profit (Pn) Sensitivity 

  Pn Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 0.73 1.48 3.69 4 4 4 0.34 0.66 0.07 887 

Case2 100% 1.46 2.96 7.37 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 2.19 4.44 11.06 4 4 4 0.29 0.68 0.08 1,215 

 

Changing in product profit (Pn) has a significant effect to the total cost. The total cost 

has direct variation to the product profit. This is because Pn parameter directly affects to 

the cease cost which is considered to be a high portion in failure costs. However, the 

company may not want to reduce the value of this parameter since everyone usually 

prefers having high profit. The sampling frequency also changed by changing the value 

of Pn. 

 

7.8.2 Product Cost in IPQA Process (CP IPQA) 

Table 7.15: Product Cost in IPQA Process (CP IPQA) Sensitivity 

  CP IPQA Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 5.42 4.72 3.45 4 4 4 0.32 0.67 0.07 1,052 

Case2 100% 10.83 9.43 6.90 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 16.25 14.15 10.35 4 4 4 0.32 0.67 0.07 1,052 
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Changing in product cost in IPQA process (CP IPQA) has an insignificant effect to the 

total cost. This is because the amount of the product that turned to be a scrap is 

considered to be low. The reworking process is efficient enough to repair the defective 

product. The sampling frequency and sample size are the same also.  

 

7.8.3 Product Cost in OQA Process (CP OQA) 

Table 7.16: Product Cost in OQA Process (CP OQA) Sensitivity 

  CP OQA Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 5.92 5.22 3.95 4 4 4 0.32 0.67 0.07 1,052 

Case2 100% 11.83 10.43 7.90 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 17.75 15.65 11.85 4 4 4 0.32 0.67 0.07 1,052 

 

Also, changing in product cost in OQA process has an insignificant effect to the total 

cost as changing in CP IPQA. The amount of the defective product that turned to be a 

scrap is low. Hence, the sampling plan and the total cost still equal to the original value. 

 

7.8.4 Product Cost when Delivered to the Customer (CP Cus) 

Table 7.17: Product Cost when Delivered to the Customer (CP Cus) Sensitivity 

  CP Cus Optimized n Optimized f  Total cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 6.16 6.22 7.16 4 4 4 0.27 0.69 0.07 1,045 

Case2 100% 12.31 12.43 14.31 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 18.47 18.65 21.47 4 4 4 0.34 0.66 0.07 1,057 
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Product cost when delivered to the customer (CP Cus) has a slight effect to the 

total cost and the optimum sampling plan. The total cost is higher if the CP Cus is 

increased. This is because the cost of replacement is the function of CP Cus. If CP Cus is 

higher, the company has to pay for the replacement cost in a higher amount in case that 

there is an external failure occurred. However, the CP Cus is one of the values that cannot 

be improved or changed to reduce the total cost. The sampling frequency is changed 

by changing in CP Cus value. 

 

7.8.5 Customer Penalty Rate (Pen) 

Table 7.18: Customer Penalty Rate (Pen) Sensitivity 

  Pen Optimized n Optimized f 

 Total 

cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 50% 61.55 62.15 71.55 4 4 4 0.31 0.68 0.07 1,030 

Case2 100% 123.10 124.30 143.10 4 4 4 0.32 0.67 0.07 1,052 

Case3 150% 184.65 186.45 214.65 4 4 4 0.32 0.67 0.07 1,073 

 

Changing in customer penalty rate (Pen) has an effect to the total cost in 

moderate degree. The total cost will be increased if the customer penalty rate is 

increased. This is because the company has to pay the higher penalty charge to the 

customer for each defective product. However, the effect is not very high due to the fact 

that the number of the product needed to be replaced is limited due to the low rate of 

defective products delivered. This can be implied that the company is now having high 

quality control procedure so that it can screen the defective product quite well resulting 

in a low amount of the defective product rejected. The sampling frequency is changed 

when the Pen is reduced in case1. 
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7.8.6 Cost of Transportation to the Customer (CT) 

Table 7.19: Cost of Transportation to the Customer (CT) 

  CT Optimized n Optimized f 

 Total 

cost 

  M1 M2 M3 M1 M2 M3 M1 M2 M3   

Case1 

50% 514.00 514.00 514.00 4 4 4 0.32 0.67 0.07 1,043 

Case2 

100% 1,028.00 1,028.00 1,028.00 4 4 4 0.32 0.67 0.07 1,052 

Case3 

150% 1,542.00 1,542.00 1,542.00 4 4 4 0.32 0.67 0.07 1,061 

 

The change in cost of transportation to the customer (CT) has a slight effect to 

the total cost. This is because the number of the product that needed to be replaced is 

limited due to the low rate of defective product delivered. An increasing in CT can 

increase the total cost because the company has to pay more in transportation cost 

which is considered to be an external failure cost. The sampling frequency and the 

sample size are remained the same because the number of defective products 

delivered to the customer is consider to be small so changing in cost of transportation to 

the customer (CT) has no significant effect to the sampling plan solved. 

 
7.9 Parameter Sensitivity Analysis Conclusion  

Table 7.20 illustrated the changed value of each parameter that leads the total cost 

to be in a higher direction. Time period that the process is in an in-control stage (T0) is 

the only one parameter that has opposite direction with the total cost. Furthermore, it can 

be seen that some of the parameter can change the total cost significantly while some 

cannot change the total cost even the percentage of the changed value is the same. 

The optimal total cost is 1,052 Baht per hour. Therefore, the parameters which have a 
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crucial effect to the total cost will be studied further in the next section in order to help 

the company control the factors that influence the total cost crucially. 

Table 7.20: Parameter Sensitivity Conclusion 

Categories Parameters Changed value Total cost  % change from 

optimum total cost 

Time category 

T0 50% 1,852 76% 

T1 150% 1,057 0% 

T2 150% 1,263 20% 

TPick 150% 1,058 1% 

TTest 150% 1,419 35% 

Production category 

γ1 150% 1,068 2% 

γ2 150% 1,298 23% 

Pr 150% 1,517 44% 

Labor and machine 

category 

S1 150% 1,113 6% 

S2 150% 1,054 0% 

Lm 150% 1,153 10% 

M 150% 1,063 1% 

R 150% 1,200 14% 

Product cost 

category 

Pn 150% 1,215 15% 

CPIPQA 150% 1,052 0% 

CPOQA 150% 1,052 0% 

CPCUS 150% 1,057 0% 

Pen 150% 1,073 2% 

CT 150% 1,061 1% 
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7.10 Parameter which Has a Crucial Effect to the Total Cost 

The objective of this sensitivity analysis is to classify the parameters that have a 

crucial effect to the total in order to control them. The way to justify whether the 

parameter has a crucial effect to the total cost or not is to vary each parameter with the 

same optimum plan until it reach the cost limited of the total cost which is 10% change. 

The table below shows the percentage of each parameter that changed from the 

optimum total cost to the cost limited. Therefore, the lower the percentage, the higher 

effect to the total cost. 

Table 7.21: Parameter which Has a Crucial Effect to the Total Cost 

Parameters Percentage changed 

T0 13% 

Pr 14% 

γ 2 20% 

T2 25% 

Pn 32% 

R 36% 

TTest 49% 

Lm 52% 

S1 86% 

γ1 178% 

Pen 240% 

M 460% 

CT 570% 

TPick 900% 

CPCUS 940% 

T1 1060% 

S2 1930% 

CPIPQA - 

CPOQA - 
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From the table above, it can be seen that the time period that the process is in an 

in-control stage (T0) has an effect to the total cost the most. Its value can be changed up 

to 13% before the cost limited is reached. The production rate (Pr) has a high effect to 

the total cost. However, reducing the production rate (Pr) may not considered being a 

good choice for the company since a high production rate can create more money due 

to higher amount of products produced resulting in higher profits given to the company. 

Probability of defect occurs when the process is out-of-control (γ2) also has a high effect 

to the total cost since it makes defective products produced in a high amount while the 

process is out-of-control. Time period that the process is stopped for repairing (T2), 

product profit (Pn), rework rate (R), time for testing a sample per piece (TTest), staff labor 

rate (LM), and engineer labor rate (S1) also have a significant effect to the total cost. 

Changing in these parameters has to be monitored since it can make the total cost over 

the cost limited easily. Product cost in IPQA process (CP IPQA) and product cost in OQA 

process CP OQA have very few effects to the total cost so that its effect is unable to see. 

This is because the product that needed turned to be a scrap is very low. 

 This sensitivity analysis is used to identify which parameter has a high effect to the 

total cost in percentage. However, the possibility of changing each parameter is also 

considered to be the main consideration. For example, time for testing a sample per 

piece (TTest) can be changed up to 49% before it reaches the cost limit. Nevertheless, the 

possibility for this parameter to be changed up to 49% is considered to be low since the 

testing machine is an automatic operation. Therefore, analyzing historical data and also 

considering about the possibility of changing along with the sensitivity analysis result is 

important in order to create the feasible solution that can control the total cost below the 

cost limit. 
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CHAPTER VIII 

DISCUSSION AND CONCLUSION  
 

Every mathematical model has to be generated based on specific assumptions so 

the model can be applied with specific circumstances also. In the same way as every 

mathematical model, the economic mathematical model in this thesis was developed 

based on many assumptions. For example, the production process has to be a steady 

state production so that the X-bar control chart can be applied. The standard deviation 

(SD) has to be known and stable even the process mean changed. Rate of production is 

sufficiently high which we can neglect the possibility of a change in the process 

occurred during the period of taking samples. Truly, these assumptions are used widely 

in this field of research, but some might not be compatible when using the model in the 

realistic way. For example, the production process may not be considered to be a 

steady state production and the process standard deviation may change. The testing 

may have an error which resulted in an error in interpreting the results. Therefore, it 

should be concerned that the assumptions should be satisfied before using the model. 

Although the model already included many costs related to the implementation of 

the control chart, some costs and loss are still missing in the real case due to the fact 

that the missing costs and loss are considered to be difficult to estimate in the model. 

This model has considered an opportunity loss from the ceasing in production and 

generated it as a cease cost. Cease cost is calculated from the profits that should be 

gained during the production stoppage. However, opportunity loss may be generated 

from many reasons and the effect of the opportunity loss may cause more than what we 

called cease cost considered in this model. Opportunity loss may occur from losing its 

market due to the failure in delivery and customer dissatisfaction. These loss and effects 

are difficult to estimate and apply in a model. However, the user can put the opportunity 

loss in the model in another way by changing Pn parameter which is a cost per product 

from an opportunity loss. The user has to evaluate the effect and then applied in Pn 

parameter by themselves. The accuracy of the model depends on the accuracy in 

estimating this loss. Moreover, the developed model can be extended to cover other 
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external costs, which are costs of investigating causes of defects, cost of complaints in 

warranty, and loss of reputation. 

The probability of defect occurs when the process is in an in-control state (γ1) and 

an out-of-control state (γ2) can be obtained from the control chart data which calculated 

from USL, LSL,μ  and σ . They can also represent the process capability since the 

process capability ratio can be calculated from  
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The probability of defect occurs when the process in control and out-of-control plays 

a significant role in both quality and cost criteria. High probability of defect means that 

the process has low process capability resulting in higher amount defective products 

produced and cost of quality. The user should improve the process quality until the 

process capability is satisfied and stable before using the control chart to monitor the 

process. 

The economic mathematical model in this thesis considered to be a deterministic 

model. Its solution is calculated based on the historical data which contain no 

forecasting method. Therefore, accuracy in collecting parameters in the past is very 

important to the solution of the model. The real process and cost parameters can 

change with time so the parameters should be updated regularly. The user should keep 

collecting parameters and monitoring the process closely. Once the parameter 

changed, the model should be optimized with the latest value of the changed 

parameters.  

The mathematical model in this thesis is developed to help the user to determine the 

sample size and sampling frequency that can minimize total cost with statistical quality 

constraints. However, the user should concern about the assumptions that needed to be 

satisfied before using the model. There can be some inaccuracy when the model 

applied in realistic situation mentioned above. Therefore, the user should continuously 

analyze the real historical data along with the usage of the model.   
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Economic statistical designs are economic designs which included statistical 

constraints. Economic statistical designs are generally more costly than economic 

designs due to the added constraints (Zhang and Berardi, 1997). There are many 

researchers have purposed their economic model. However, Saniga and Shirland 

(1977) showed that very few economic models for the design of control charts have 

implemented. The economic models are not widely used because the models are quite 

complex, and difficult to evaluate and optimize (Alexander et al., 1995). Woodal (1986) 

stated that control chart based on economically optimal design generally have poor 

statistical properties. Moreover, Montgomery (1980) also stated that the proposed 

models did not consider all relevant costs and no formal optimization techniques 

applied to the total cost function. This thesis proposes an economic statistical design of 

the x-bar control chart by integrating quality costs related to the implementation of the 

control chart. The proposed model is used to determine the control chart parameters 

which are sample size (n) and sampling frequency (f) that minimize the total cost of 

quality while the quality level remains satisfactory. The economic mathematical model is 

developed under the real situation of the case study company. 

Costs in the model consist of appraisal costs and failure costs. Prevention costs are 

excluded from the model because they are not depended on sample size and sampling 

frequency. The cost elements are classified by quality cost concept to make the model 

more understandable. Total cost of quality is optimized, where the cost per hour unit is 

calculated from the cost per cycle time divided by the cycle time. 

The cycle time in this thesis consists of four stages which are in-control stage, delay 

detection stage, finding an assignable cause stage, and repairing stage. The production 

process is allowed to operate continuously and the sample are collected with specific 

sample size and sampling frequency in the in-control stage. The delay detection stage 

is a time that the control scheme takes to detect an out-of-signal condition from the time 

of occurrence of the assignable cause. The process is searched for an assignable 

cause in finding-an-assignable-cause stage. Then, the process is allowed to stop when 

the process is repaired in repairing stage. 
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Appraisal costs are costs occurred from routine sampling activities. The appraisal 

costs consist of control chart sampling cost, false alarm cost, and OQA sampling cost. 

Control chart sampling cost is a cost that occurs during the usage of control chart in 

IPQA process. False alarm cost is a cost of investigating process when there is an alarm 

in the control chart even though the process is still in-control. OQA sampling cost occurs 

from sampling activities before delivering finished products to the customer. 

Failure costs consist of internal and external failure costs. Internal failure costs occur 

from defective products and their sequences of creating loss in the company process. 

Internal failure costs consist of retest cost, defect cost, cease cost, and true alarm cost. 

Retest cost occurs from retesting activities. Defect cost is a cost that occurs from 

defective products and activities needed for repairing them. Cease cost is a cost that 

occurs from an opportunity loss due to the stoppage of production process needed for 

repairing the process. True alarm is a cost that occurs from activities needed for 

repairing an assignable cause in the production process.  

External failure costs are costs that occur after the products are delivered to the 

customer already. The external failure costs consist of transportation cost and 

replacement cost. Replacement cost is a cost of replacing the defective products with 

the new products and also the penalty cost from the customer. Transportation cost is a 

cost of transporting new products to replace the defective products rejected.  

In this thesis, the control limit coefficient (L) is set to be 3 which is the standard use 

as Montgomery (2005) said that the multiple usually chosen is three; hence, three-sigma 

limits are customarily employed on control chart, regardless of the type of chart 

employed.  Another crucial statistical constraint in this thesis is β value. The β can be 

expressed as ARL ⎟⎟
⎠
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There are three scenarios for the model. First, the present sampling plan is used in 

the model to let the model illustrates the present cost and present statistical quality 

performance. Second, the model is solved to find the optimum sampling plan that 

minimizes total cost under the statistical quality constraints and present resources. The 
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number of testing machine is limited to the current number of machine that the company 

already own which is 5 machines. Third, the additional new testing machine is allowed in 

the model. Investing in the new testing machine will increase the testing capacity which 

may result in a decreasing of failure costs. This scenario will provide the number of 

machines and its sampling plan that deliver the minimum cost. 

At the present number of testing machine, the result shows that the optimized model 

can find the sample size and sampling frequency that can minimize the total cost while 

the number of testing machine is the same. The sample size is increased to satisfy the 

statistical constraints since the β values are considered to be high at present. The high 

value of type two error (β) resulted in large amount of defective products produced 

before the control chart can detect the out-of-control pattern. Instead of wasting the 

money in repairing the defective products, the company should focus on an increasing 

of the testing activity to help reduce the number of defective products. An appraisal 

costs are increased due to an increasing of testing activities. However, the increasing 

amount of appraisal costs is much less than the saving amount from the reduction of 

failure costs.  

Investing in the additional new testing machine can reduce the total cost because it 

can enhance the testing capacity. The failure costs can be reduced significantly while 

the appraisal costs are increased slightly due to an increasing of the testing activity. 

From the model, the best solution that minimizes the total cost is 10 machines solution. 

However, there is a machine investment cost that has to be added since the company 

has only 5 machines currently. The best solution that minimizes the summed of total cost 

and machine investment cost is 8 machines solution. Therefore, the optimum solution 

under 8 machines solution is the best solution that can minimize the cost that the 

company has to pay. The 2 more machines which are added from 8 machines can 

reduce the total cost in fewer amounts than their investment costs. Further investment in 

the testing machine cannot reduce the total cost anymore. This is because the appraisal 

costs will be increased in a higher amount than the saving from the failure costs. 

Therefore, an appraisal action has the limit on reducing the total cost since the appraisal 

itself also costs money. Preventive action may be the solution to reduce the failure costs. 
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However, the preventive action would change the model parameters such as time 

period that the process is in an in-control stage and probability of defect occurs when 

the process is in-control. Changing these parameters will reduce the total cost 

apparently as shown in the sensitivity analysis. Nevertheless, the cost of preventive 

action should be concerned about its advantages and disadvantages. 

A sensitivity analysis is performed to show the effects of variables and parameters 

on the total cost of quality in the economic mathematical model of the control chart. 

There will be 3 designed sensitivity analysis in this thesis to illustrate how sensitive of 

each variable and parameter over the total cost. The parameter sensitivity analysis will 

classify the parameters into 4 categories which are time, production, labor and machine, 

and product cost category. The sensitivity analysis will be applied on the optimum 

sampling plan under 8 machines which is the one that delivers the best solution to 

minimize the sum of total cost and machine investment cost.  

The first designed sensitivity analysis is to vary the sample size and sampling 

frequency to see the change of the total cost. The objective of the first designed 

sensitivity analysis is to analyze the effect of the changed value of sample size and 

sampling frequency over the total cost while the objective of the second design 

sensitivity analysis is to analyze the effect of the changed values of parameters over the 

total cost and sampling plan. For the third design sensitivity analysis, the objective is to 

classify the parameters that have a crucial effect to the total cost in order to control 

them. The way to justify whether the parameter has a crucial effect to the total cost or not 

is to vary each parameter with the same optimum sampling plan until it reach the cost 

limit of the total cost which is 10% change. Therefore, the maximum changed value for 

every parameter that makes the total cost reach the cost limited will be calculated. 

From the sensitivity analysis, we can find that changing variables which are sample 

size and sampling frequency can affect the total cost directly. Insufficient sample size 

and sampling frequency can cost a lot of money due to an increasing amount of 

defective products occurred. Increasing in sample size and sampling frequency can 

reduce the total cost significantly. However, the reduction of the total cost by an 
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increasing in sample size and sampling frequency is not continuously decreased 

because there is an optimum point. After reaching the optimum point, the total cost 

started to rise due to the significant portion of appraisal costs. 

Parameters also have significant effect to the total cost and sampling plan. From the 

sensitivity analysis, we can find that the total cost is sensitive to many parameters such 

as time period that the process is in an in-control stage (T0), time period that the process 

is stopped for repairing (T2), probability of defect occurs when the process is out-of-

control (γ2), rework rate (R), time for testing a sample per piece (TTest), and staff labor 

rate (Lm). Product costs in each process has a slight effect to the total cost since the 

amount of products that turned to be a scrap is considered to be low and the amount of 

defective products delivered to the customer is low also. The sampling plan can be 

affected by changing in many parameters as well. 

From the third designed sensitivity analysis, there are many parameters that needed 

to be controlled otherwise the total cost will be increased rapidly. From the calculation, 

the first top 5 parameters that needed to be controlled are time period that the process 

is in an in-control stage (T0), production rate (Pr), probability of defect occurs when the 

process is out-of-control (γ2), time period that the process is stopped for repairing (T2), 

and product profit (Pn) respectively. This sensitivity analysis identified which parameter 

has a high effect to the total cost in percentage. However, the possibility of changing 

each parameter is also considered to be the main consideration. Therefore, analyzing 

historical data and also considering about the possibility of changing each parameter 

along with the sensitivity analysis result is important in order to create the feasible 

solution that can control the total cost below the cost limit. 

The sensitivity analysis can also indicate the way to reduce the total cost further. For 

example, the further reduction can be done by improving the turning process to 

increase the time period that the process is in an in-control stage (T0) resulting in lower 

total cost. This preventive action can be applied in the model as well by changing 

related parameters which is considered to be the new scenario for the model. Therefore, 
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the model can find the new optimum sampling plan for the new parameters and 

resources. 
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