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CHAPTER1

INTRODUCTION

Searching for image in a large database usually requires a tool to retrieve related images in
response to a user’s query. A good search tool should return accurate results but simple to use. This
is by all means a challenging task to undertake. This study foeuses on sport images as a case study to
achieve such goal. The underlying prineiples oftenutilize image-matching which is based on contents
based image retrieval technique such as‘feature selection and extraction. The features involved are
color, edge, and shape information. The accuracy of'tclassiﬁcation relies on the effectiveness of feature
selection. The most effective classifier in this area is peural network technique which is suitable for
supervised learning and high dimensional classification.

Studies revealed that enhancement of featur%d sélection and extraction employed geometry
method [1, 2], the color and edge appuoach ‘{3; 4], and text based approaches [5, 6]. However the
results were not yet suitable for sport image Classiﬁcéf_‘;on with respect to the performance and time

b Ay

complexity. — —

A number of current studies foctSed ot semantié""c'l-aééiﬁcation [7-9], where components were
represented by object labeling techiique-{-10}—~This-techiiique-piovides good results only in certain
sports, but is not suitable for pesture classification. Despite development of many video detection
techniques [11, 12], they can not be applied directly to still image.

In 2009, Kang et-al. [4];proposed the,classification of;spoert;image-by.the fusion neural network
classification (FNNC). This'method ¢onsiders-two properties of-equivalent ‘contribution on MPEG-7
descriptors, namely, edge histogram (EH) and'region-based shape (RS). The méthod can classify the
type of sports“but is not|enough to incorperate the semantic.of posture of the players. Moreover,
FNNC is structurally more complicated than that of conventional neural network classifier (NNC).

To address this weakness, this study aims to determine posture classification based on new feature

selection and NNC, thereby improving feature selection in ground sport image classification.

1.1 Objectives

1. To develop an efficient algorithm for classifying type of sports from a given image.



2. To develop an efficient algorithm for determining the semantic posture of each sport.

1.2 Scope and Limitation

1. Only following sports are considered baseball, basketball, field & track, soccer, skiing and

swimming. Each input image is RGB color of the size 397 x 594.
2. The postures are considered in each sport as follows:

(a) Baseball : Hitting, Throwing, and Home platcssSituation (Situation 1).
(b) Basketball : Running, Sheeting, and Under goal.
(c) Field & Track : Broad Jump, High Jump, Group Running, Track Running, and Throwing.

(d) Soccer : Jumping, Kicking Ong, and Running Two.

(e) Skiing : Jumping and Turning; A

(f) Swimming : Freestyle, Breaststroke, and"-lButterﬂy.

1.3 Contributions , : i 7

cad A

The proposed posture classification afgorithms aﬁ reach to valuable of image processing fol-
lowing. o
1. Focus area detection applied by wavelet denoising and its inverse:

2. Foreground object detection applied high-contrast and low-contrast area elimination by zeros

means concept.
3. Human posture classification applied by fourier transform based on resizing and slicing image.

4. Posture elassification’is fobustnession differences size player size appliediby player area detec-

tion algorithm.

1.4 Research Methodology

In this dissertation, a new framework for semantic posture and type classification in sport image
based on automatic of complex background elimination is proposed. Each constituent algorithm will
be carried out as follows.

Classifying sports type:



1. Review and study the related research in sport image classification and sport video detection.

2. Investigate new features suitably for sport image classification avoiding segmenting of input

image.
3. Prepare data and split into training and testing sets to undergo 4-fold cross-validation.
4. Extract features for sport image classification.
5. Train and test dataset with the proposed features.
6. Compare the proposed method-of sport imagf classification with other algorithms.
Classifying posture of player:

1. Review and study the relatedifesearch insemantic classification of sport image and sport video.

2. Develop algorithm to remove irrelevant backgi_pund.

3. Develop algorithm to select player area. f',

4. Investigate the suitable features and deyelop algggidthm for feature extraction.

5. Extract features from the result image obtained from }nethod of classifying sports.

I

6. Train and test the data sets with the proposed features.

1.5 Dissertation Organization

The dissertation is organized in siX chapters. Chapter 2 reviews of therelevant useful concepts.
Chapter 3 proposes a new feature extraction in the classifying of sports type. Chapter 4 presents a new
algorithm of blurred:background elimination, playerfareadetectiony and feature,extraction in part of
semantic classification. Chapter'S describes the experimental methods and ‘analysis of experimental

results. Chapter 6 summarizes the overall framework and discusses future work.



CHAPTER I

RELATED WORK

Image searching is one of the most interests of internet tools because of the benefits for users.
Recently, a large digital image including sport images is widely used throughout the internet. Sport
image is interpreted based on its contents and textual infefmation. Therefore, developing the search-
ing tools for interpreting the sportiimages based"on their semantic information is a pragmatic and

useful work. This chapter some prior works‘in image classification and video detection in sport area.

2.1 Sport image classification s\ 4

The general idea is extracting features fromTthe_— sport image and using pattern recognition
techniques to specify the sport class. Some researchel‘l‘sr-use different Kinds of features and classifiers to
solve the problems. The following discussés fmage con}ent classification that reaches the limitations
of accuracy because of ambiguities in differeht sports ;§5n9§.

2.1.1 Combination of textual informafion and imééé ‘content

Combining technique is dseful for webpage image classification by combining two techniques
of textual information and image content. Textual information can be gathered from filenames, URLs,
page title, and other available webpage information. ,In 2005, Tian [5] presented a classification
system by mixing infofmation from images and textual information surrounding the image in web-
based system. This system can handle three sports classes. The features consist of color histograms,
color coherenceweetor; Colorimamentsiand autocorrélationias visual feéatures. Thevisual features are
combined with fextual information such as Document Object Model (DOM) surrounding the web-
image. Researchers also use a context analysis model to combine two different kinds of context
information and created a cross-modal correlation analysis and link-based correlation models. The
relational model is based on the relational sport vector classifier (RSVC). All these models classify a
given image into three different sport classes, namely basketball, football, and baseball.

The shortfalls can occur as the feature extraction and the models description. For example, the
anniversary of a company party has a soccer contest so the description is set to be trend anniversary.

This cause, erroneous classification of content and textual information technique.



2.1.2 Geometrical information

For applications which textual information is not available, the method should rely only on
the image context. In 2007, Paluri [1] used only image content in the classification system such
as cross-ratio histogram to describe the geometric structure of the playing court of tennis, football,
badminton, and basketball. This research could classify sport images even if the camera views change.
The researcher used support vector machine (SVM) to be the main classifier but the performance
dropped due to a prominent geometrical structures appearing in the image. This shows that there

were limitations in using geometricalinformation for sport classification.

2.1.3 Content-based image retricval

In 2004, Jung [3] used a zebustfeature set t(|> classify ten sports. The feature combined with
color and edge information such as coloz histograﬁi (CH), color coherence vector (CCV), edge di-
rection histogram (EDH), and edge direction cohere?pce vector (EDCV). The method exploited the
inherent characteristics of the image data sinpe diffe‘:_'f(;nt_. sport images had unique patterns in color
and shapes. The sport image was first'classified on elthf:r indoor or outdoor sport and further clas-
sified into ground sports such as water, snow.,.or other ’gfg_’)_und sport. The classifier used Bayesian

method because it is simple to integrate with multiplg.fff_@a_tprres according to class conditions. The

result yields relatively low error rate based on a large database.

2.1.4 Adaptive of fusion neural network

One approach in solving image:classification préblem is a modification of a structure of neural
network classifier (NNC), called the fusion neunal network classification (FNNC) [4]. The fusion
function considers the property of equivalent contribution of MPEG-7 descriptors in different dimen-
sion features.” Figure 2.1 illustrates’ the structure of ENNC! The architecture is,represented by input
vector i and output vector yp;. The sensitivity S, is the sensitivity vector. The weight vector is
represented by wgps. The FNNC is presented having 1 to H hidden nodes. The outputs from the
hidden nodes are represented by yp;.

Eq. 2.1 is the output function of conventional architecture. Let M; and M2 be the input
dimension of X; and X3 such that M; > Ms. The descriptor is defined by X. The X descriptors of
features j at dimension 1 to M are defined by X; = [x;1,%j2,...,%jk, ..., 2z, ] Where jis 1 or 2.

The activation function in hidden layer is given by fj,. Moreover the corresponding weight is given



by Wi and Wy
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The fusion architecture is more complicated than the formal structure NNC. Although the struc-

ture is complicated, the features outperform the performance of sport type classification, i.e., edge

histogram (EH) and region-based shape (RS). Consequently, these features are chosen to compare

with the proposed features.



2.2 Semantic image classification

A difficult problem is to interpret low-level features to high-level semantics in two dimensional

images. Some related works are in the area of still image and video processing.

2.2.1 Semantic situation in sport game

In 2004, Rea [8] detected snooker event in a broadcast video of sports footage. The snooker
events are associated with “Break-building”, “Conservative play”, “Escaping a snooker” and “Shot-
to-nothing.” Moreover, this work uses Hidden Maikov Model (HMM) as a the classifier based on ball
tracking method by HSV color model. fea Mon Bae, et.al [11] presented the detection of situations
in golf such as “drive”, “bunker”, “putting” and “W|alking.” They used a classifier by combining two
techniques which were HMM and Support Vector niaqhines (SVM). Although the semantic detection
in video can widely detect game situation, the detecut_oii methods cannot apply directly to 2-D image.
2.2.2 Classifying events by scene and object recdggjtion

In 2007, Li-Jia Li and Li Fei-Fei [10} propose&*é framework to answer the “What, where and
who?” in static image under the interpreting of semanf?éémponents. They classified the events in
the input image with the contribution of a iumber of ééﬁiaﬁ“t'rc object label and scene environments.
Eight sport events were used inrthe-experiment-and-the-accuiacy-waslessthan 80%. The misclassified
object comes from a confusion-n the similar foreground objects as bocce and croquet.

In 2008, Kesorn [7] presénted a framework to predict sport type of an image which can solve
the problem of incomplete text captions. The-framework combined-ontelogy of the natural language
captions, visual features, color,-and edge infermation’’ Even though the performance of the results
was high but only 240 images in the experimefit were not suffieient for testing methodology.

In 201054 Shenghua [9] presented a novel web' image based automatic, image tagging. The
system required users to categorize the input image first and the system would automatically tagged
by using spares coding technique and local- global ranking agglomeration. The experimental results
outperformed k-NN method. Again, this system used only eight sports in distinguishing of player
shape and situation.

To overcome the previous limitations, this dissertation focuses on classifying the similarity of

player’s shape under the same kinds of sport.



2.2.3 Combined method

Tseng [13] proposed a combined method of data mining and query decomposition techniques,
namely Intelligent Concept-Oriented Search (ICOS). This is useful in association with the conceptual
object mining and visual ranking of conceptual objects. The conceptual objects associated process
consist of object segmentation and annotation process. The public software Normalized Cut and
XMLTools were used for the associated process. The idea works on SVM classification at average
precision 87.6%. Since this idea has been tested on the'images collected from Corel Gallery Profes-
sional Image Library and the web seaich engines on the Tntérncis totally thirty categories were chosen.
The dataset consisted of various categorsies; So the s;/stem did-not present the efficiency of sport image
classification.

Liu [6] proposed semantic ifhage refrieyal-based on a novel methodology of decision tree in-
duction, named DT-ST. The system consisted of ISEG image segmentation and machine learning
techniques. Each segmented region was extracted :t;y Jdow-level features in a “dominant color” of
HSV model and in texture featuges as'the result of Gabor ﬁlter To construct semantic template, a de-
cision tree was used. Although thisidea was 1mp1 oved in keyword searching together with region of
interested in the image, but the system still classified dl%_-l’;rtggt objects in the same category. However,
the problem of classifying the posture of the same objéap sti-_ll not solved.

To reviews about the tools, the details is follows:

2.3 Tools reviews

2.3.1 YCbCR Color Model

Recently, there age;different color models for image representation such as RGB, YCbCr, and
HSV color models, Different characteristics are.suitable for different.color, illimination, and chro-
matic. In an utilization ofiimage processing;.YCbCr and HSV are better than'RGB because RGB
contains high correlation among R, G, and B components. There are five utilizations of YCbCr color
model in recent research, (a) face recognition [14—17], (b) face verification [18], (c) image com-
pression [19], (d) application of YCbCr of identifying the cotton contaminants [20] and (e) color

segmentation [21].

a In face recognition, Lin [14] proposed face detection in complicated backgrounds and different

illumination conditions by using YCbCr color space and neural network. [15] proposed a high



performance pose invariant face recognition system on the probability distribution function
(PDF). The proposed combine feature vectors obtained from different color channels in HSI
and YCbCr color spaces to improve the recognition performance of feature vector fusion (FVF)
and majority voting (MV) methods. [17] proposed the utilization of YCbCr transformation to
improve color face recognition under various learning scenarios with the chromatic sampling
ratios used in MPEG standards. [16] proposed a face detection with complex background based

on a mixed skin-color segmentation model.in YCbCr and HSI color space.

b In face verification, [18] proposed face verification en a large scale database with horizontal
and vertical 2D principal component analysis (HVDA) by using a color configuration across
two color spaces, YIQ and ¥E€bCr. This technique achievesthe face verification rate of 78.24%

at the false accept rate of.0:1%.
1

¢ Inimage compression, [19] proposedan effective colorization in Y CbCr space on the maximum
a posteriori (MAP) estimation of acolor image. This technique performs that YCbCr is simpler

than RGB space and requires muchiless complfgation time.

d The application of YCbCr is proposed to identifsl the cotton contaminants. [20] proposed the
identification of cotton contaminants-using neighbor@god gradient based on YCbCr color space.

YCbCr color space is useful for distinguish the cotton contaminants with image sharpening

algorithm based on neighborhood gradient and threshold segmentation.

e Especially YCbCr is ufilized to color segmentation [21]. [21] proposed color segmentation
algorithm used the YCbCr color space with the automatic threshold based on a flame image
segmentation and.tracking of’the process of coal powder burning in_the boiler. The proposed
supported YCbCr colet space i3 better to discriminating.the laminanCe from the chrominance

which is robust to illumination changes than RGB color-space.

From these researches, it can be‘concluded that 'Y CbCr is"suitable for‘color-segmentation in

discriminating the lumninance.

2.3.2 HSYV Color Model

HSV (Hue, Saturation, and Value/brightness) is the color model which decomposed hue and
saturation which correspond to human perception and valuably for image enhancement. The useful
of HSV is enhancement of skin color detection [22-24] application of head detection algorithm [25]

, and application of identifying computer graphics [26].
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In details of face detection, [22] proposed enhancement of skin color detection with the analyz-
ing the distribution of skin color in HSV color space. [23] proposed an automatically method for the
frontal human face region location under complex background in color image. The method utilizes
color histogram of YCbCr and HSV color model to detect the skin area. [24] proposed a novel face
detection and skin segmentation using Takagi-Sugeno (T-S) fuzzy model and HSV color model. The
detection model uses fuzzy classifier in conjunction with HSV color model to quickly locate face area
in the image. In other words, HSV outperform tojfaces and skin detections. [25] proposed a new head
detection algorithm capable to handling significantly variable conditions in terms of viewpoint. The
proposed uses Gaussian mixtures to detect the appearance*of color distribution models of hair and
skin based on XYZ and HSV color spaces.:

The details of application of HSV .eolor mode, [26] propesed a novel approach to distinguish
computer graphics from photographic image with statistical moments and wavelet subbands. The pro-
posed utilization of HSV color spagé with decoupled brightness from chromatic components demon-
strated better performance than'RGB colormodel. |

HSV is very useful for fage and skin detectiofll._ Moreover the application is usability for de-
coupling brightness from chromati€ components whlcp dre significant for player area in sport im-
age. The foreground object such as the player area ﬁf%{e;qtpd more brightness than its background.
Consequently, these studies choose HSV as the consid&e&plane in blurred background elimination

algorithm.

2.3.3 Discrete Cosine Transform (DCT) technique

DCT is the widely used tools to transform the spatial domain to frequency domain. DCT is an
important tool in numetous applications| of image processing 'in terms of 10ssy compression, object
recognition [27,28], andlapplication of face recognition [29].

There are, many previoussstudies-ofautilizatiomof PCF-todmprovesthe performance of object
recognition. First, [27] proposed the utilized of DCT coefficient to improve the“performance of object
recognition with luminance, rotation, and location invariance. The performance of luminance and
rotation invariance is illustrated by reducing error rates in face recognition using a two-dimensional
DCT proposed on image synthesis procedure. [28] proposed a new algorithm for detecting and track-
ing multiple moving object in both outdoor and indoor environments with the measuring method of
the change of feature vector. The method utilizes DCT coefficient to extract the texture of object
and combine color-texture in each block to be the feature vector. The method represented the mul-

tiple cues including color, texture, and spatial position based on object tracking with inexact graph
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matching. [29] proposed the useful of low frequency components of DCT and Principal Component
Analysis (PCA) to solved the illumination invariant in face recognition. The illuminated image is
normalized by low frequency components of DCT.

Consequently, DCT technique is suitable for object tracking and recognition.

2.3.4 Discrete Wavelet Transform (DWT) technique

2D Discrete Wavelet Transformation (DWT) is widely used in multiresolution of image en-
hancement, i.e., image compressing [30]; effective watermarking [31], and image enhancement [32].
[30] presents the standard teol of DPWT in JPEG2000 compression and more in efficient of
decomposition and reconstruction for.image codi;lg. The pioposed method presents the useful of
wavelet decomposition in high- anddow-decomposition.
[31] proposed an effectivefway to' improve digital watermarking based on Singular Value
Decomposition (SVD) in DWT domain. The method is transformed the original image to DWT and

SVD by Arnorld transform. ,
[32] proposed a new satellite image by enharie_ing the contrast with the DWT and SVD. The
method used the decomposition of DWT in four freciﬁ;pﬁéy subbands and applied SVD to estimate

low subband image for reconstruction'of DWT’s inverse.

From the previous studies, DWT is effective inﬁage decomposition and reconstruction. In
addition DWT is efficient to"éncode the. image contents. It can enhdiice the contrast of the input
image based on subbands recorn'struction. In the other words, DWT is Suitable for decomposing high-

and low-contrast, which is important content in blurred area removal.

2.3.5 2D Discrete Fourier Transforny(2D=DET)

The fundamental“of frequency transformation is Fourier transform. For digital image is ap-
plied by 2D DFT. The DFT Convertsthespatial ithdge into components 6fdifferentifiequencies. Fast
Fourier Transform (FFT), a version of DFT, attempts to minimize computational time of transforma-
tion. There are many applications of FFT, i.e., object recognition [33-35], and [36]

[33] proposed a framework for scaling, translating and rotating object using the short time
Fourier transform. The short time section is used to be the features which is useful for discriminating
variants of similar objects. The application of Fourier transformation is efficient for computation and
robustness in the presence of noise. [34] proposed object recognition based on Fourier descriptors
under the different circumstances such as noise and similarly object. [35] proposed the effective tools

using Fourier descriptors and Genetic algorithm for object recognition. The method used Fourier
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descriptor for feature representation and used genetic algorithm technique to map the object features.
Finally, [36] proposed multi-feature to improve the performance of object class recognition. This
input comes from Fourier and Scale-Invariant Feature Transform (SIFT) Descriptors. However, only
SIFT descriptors is not enough. The combined features outperform better than using only SIFT
descriptors up to 15% with limitation of views of images.

Therefore Fourier transform is a useful tool for object recognition with invariance of scaling,

translation, and rotation.

2.3.6 Singular Value Decomposition (SVD)

SVD is a linear algebra tool of faetorization }or a realor complex matrix. It widely uses in sig-
nal and image processing. SVD isusefuldn image compression technique [37-39] and watermarking
technique [40] based on the effective matrix compaetion.

[37] proposed the utilization off SVD to cofnﬁfess and reduce the storage space on images.
The method uses SVD properties of engrgy compactv‘i:on_-adapting to the local statistical variations of
image matrix. 1-_

[38] proposed the hybrid compreséioﬁ beth-:ieir;). DWT and SVD to exploit the best energy
compaction for monochrome images. The méthod is p;;é);:g$§ed by the decomposing of sub-blocks of
an original image applied with 2D wavelet fransform aTnd -_SVD decomposition, obtained maximum
energy of the image in terms of a minirﬁﬁiﬁ number of cbe-fﬁc}ents.

[39] investigated perforniance of DCT in image quantization and SVD decomposition based on
the ranking of coefficient in image compression. The numerical analysis is measured in compression
ratio.

[40] proposed watermarking technique with frequency.domain' and’SVD. The method used
DCT based watermarkifig techniques for compression and DWT based compression for scalability.
Consequentlyseombinationrtools of DWT,DCTrandSV Drareproposed;for,nen-blind transform do-
main watermarking based ‘'on the ‘embed DWT "coefficients of watermarking information by DCT
coefficients.

For the conclusion, SVD is suitable for decomposing the information hiding in the image based
on frequency domain.

All relevant researches did not aim to recognize posture but classify only scene environment.
Six sports, namely, baseball, basketball, field and track, soccer, skiing, and swimming are considered
in this dissertation. The semantic query will involve the posture of player, number of players, color

of clothes, sport equipment, and ground of sport. These six sports consist of three background types



that are water sports, field sports, and ice sports. Details will be discussed in Chapter 4.
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CHAPTER III

SPORTS IMAGE CLASSIFICATION

Sports image classification is the first process in semantic classification process. The accuracy
is not high but the complexity of algorithms is high: To/overcome constrains of the complexity, this
dissertation introduces simplified features with background-avoided extraction process. These new
features are more descriptive to the'player’s postare. The technique can select similar postures and
background texture better than other techniques [4] relying on low-level image features. There are
four features investigated that are 64-bins color histogram, DCT coefficient, and Cb and Cr color
models descriptors. To improve thesposture recognition, Cb and Cr eolor spaces are employed for
player region segmentation. The'other two features are used for representing the color and texture of
ground sports. In addition, singular value decomposit;ig)rl (SVD) is applied to decompose large feature

matrix into input vectors of acceptable length:

3.1 Majority Color Extraction : 444

g

Some sport images are rather eaqsyt ‘to recognize By majority. colors because of the dominant
color of ground. For example,-blue or light blue color is the majorityrof swimming images while
white color is the majority of skiing images. Hence, majority colors ¢an describe type of sport. Given
each sport image is in RGB and grayscale formats defined by I(m, n) and I,(m, n), respectively. At
any pixel, the intensity of each color is encoded by eight bits. Let r;, g; and'b; be the intensity of red,

green, and blue at the pixel, respectively. The value of each color intensity is represented as follows:

ri = (131,742, Ti8) 3.1)
gi = (9i,1,9i.25 - 9i.8) (3.2)
bi = (bi1,bi2, .., big) (3.3)

Here, r; 1, gi,1, and b; 1 are most significant bits. To capture the informative color at any
pixel ¢, only the first two significant bits of each color are selected and concatenated to form a 6-

bit majority color value, denoted by c;. The value is significant enough to be used as a majority
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Table 3.1 An example of majority colors calculation for field, track, ice, and water backgrounds.

Background Types | R,G, and B values in decimal and binary digits | 6-bits majority color
Decimal Binary Binary  Decimal
Field(Green) 85:106:50 01010101:01101010:00110010 10100 20
Track(Orange) 170:83:73 10101010:01010011:01001001 100101 37
Ice(White) 202:201:207  11001010:11001001:11001111 111111 63
Water(Blue) 54:162:211 00110110:10100010:11010011 1011 11

color feature of the image. Therefore, at pixel ¢ the majority color value c; is represented as ¢; =
(rin,Ti2, Gi1, 92, bi1, bi2). There aie 64 values which can be.viewed as 64 bins.

Table 3.1 illustrates the calculatingprocess oJf the majority color values of some pixels for track
and field, ice, and water backgrounds. Fhe.color histogram is created from the corresponding color

value of 64-bin in decimal value for all.pixels.

3.2 Descriptor for Complex Baclsground “
¢

A complex background is different from.a nof;i;al,background in terms of number of colors,
intensity, and distribution of color pixels. .Te captﬁéef background characteristics, the distribution
of colors with different intensities must be trhnsformeﬁ'a‘{frequency domain. High frequencies are
presented on the different value of intensity-between t\i&gb;é&}acent pixels. On the other hand, low fre-
quency is the low value of the rdiference between two adjacent pixels..Edge information in the input
image will be decomposed by discrete cosine transform (DCT) [41,42]. Therefore, the appropriate
descriptor to capture any complex background can be efficiently represented by using the coefficients
derived from DCT.

The process transtormg an RGB color image into gray-leveled format: Then, two-dimensional
discrete cosine transform is applied to compute all coefficients used as the descriptor of the image.
2D-DCT basisifunction is the decorrelation method transformed into sub-sequence-coefficients [43].
2D-DCT at position = and y, D(z,y) , can be calculated from the equation 3.4. Denote = and y to be

the coordinate indices of coefficient of 2D-DCT. The calculation is as follows.

3.4)

M-1N-1 [W(2m+1)x] o {77(2714—1)3/]

2M 2N
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ﬁ for z=0
o(x)=

% for x#0

where x =0,1,2,....M —landy =10,1,2,....,. N — 1
The formulation is calculated on the intensity of gray-level image. Let function g() be the
matrices function of grayscale intensity of input image and the grayscale intensity at indices of m and

n be represented by g(m, n).

3.3 Posture Descriptor

Postures of a player can be'direetly recogniz'ed from the outlined shape of the player. To in-
crease the difference between player foreground-and é‘bmplex background, the RGB format is trans-

formed to YCbCr format by the following equations [44].

Y = 0.0200 R0 587G 40,1148 (3.5)
Cb=0564B < Y'Y+ 198 (3.6)
Cb=0.713(R — Y) + 128 3.7)

The advantage of YCbCr is‘presented on face detection in complicate background and different
illumination [14] and JPEG-compressed color images is applied [45].

The high performance of YCbCr transformation in sport image is supported by the colorful of
player’s suit. "Fhe ‘performance, decteased in direct vartation to|the decreasing-of illumination value.
The objective of this subject is highlighting the player area by coloring technique. Consequently,
if the player’s suit has similar blue or red color, the result of color highlighting technique will not
work. For example, Figure 3.1 shows the result of blue player’s cloths. The Cb transformation (in the
top row of the Figure 3.1) clearly highlights the player area because of the illumination of foreground
object. However, other insensitive cases such as black color which lacks lighting information. YCbCr

transformation of black player’s suit is presented in the bottom row of Figure 3.1.
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Figure 3.1: Examples ﬁ;ﬁbﬁfﬁlﬁ or. f ﬂ T i_io r format and the comparison
of outstanding shapes C ﬁo ow: e ﬁue color image denoted
as the result of Cb or bl?l'r!a-difference value. Bottom row: anexample of Cb and Cr color spaces for
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3.4 SVD on image representation concept

After extracting the image feature, the process of data dimension reduction is considered. A
proper tool of reducing a high dimensional to a lower dimensional spaces is singular value decompo-
sition tools (SVD) [46]. The SVD tool is well known in signal processing and statistics applications.
Consequently, this dissertation uses SVD to factorize a complex matrix of image contents such as
player’s shape in Cb and Cr matrices. The result of factorization is a principal component matrix
which is ordered from the most to the least variation, in.diagonal metrix.

The complex background and posture descriptors-are represented in three matrices, i.e., DCT,
Cb, and Cr. The size of each matrix'is equal to the size of the input image. The high dimensional
of input features complicate thestrainiag process of neural network architecture. Reducing the high
dimension of feature matrices todow dimensional inl[}ut vector is required. Consequently, SVD is used
to decompose each feature matrixof DCT, Cb, and Cr into three matrices. The resulting matrices are
diagonal matrices .S, shown by equation 3.8: The inpuf-'vector is performed from the diagonal value
of matrix S. —

Let Ujpr« n] be a matrix of size M x V. Matriij_]l M x N can be decomposed by the following

equation. : 2

Tyl S

Yr=Ny = X[MXM]S[MXN]Y[%xN] | (3.8)

Ximx ) and Yy ) areorthogonal matrices such that X 6\4>< g Xivxm) = 1 and

Y[%X N] Ynxn) = 1. The colutims of X[y 5 aré-Orthonormal eigenvectors of Uy v)U [CKM N]
and the columns of Y]y, y} ate/orthonormal eigenvectors of X [:g/[x Bk S[Mx ) is a diagonal matrix
containing the square roots of eigenvalues from X/, 7] and.Y|x ) in descending order. After ap-
plying SVD toDCT; Cb, and\Cr,matrices, all diagonal elements in each corresponding matrix S(px v
is used as features of each DCT, Cb, and Cr matrix. The illustration of features structure in the system
is shown in Figure 3.2 and features array structure is presented in Figure 3.3.

The input image of RGB color image is of size 130. The feature vector consists of SVD
matrices having DCT, Cb, and Cr which are 130 x 3 or 390 dimensions. Another additional feature
is 64-bins color histogram which increases the feature dimensions to 390 4+ 64 = 454. This feature
vector is presented by a matrix of size 454 x 1 in Figure 3.2. All input vectors are fed to an Artificial

Neural Network Classifier (ANN).
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Figure 3.2 Oveiallrarchiteciure illustrated on the feature vector.

Feature structure of SVD de€omposition and its diagonal result are illustrated in Figure 3.3.

The diagonal elements of feature matrix at position m and n is defined by aﬁn’n.

3.5 Algorithm of sport image classification "

For overall architecture in Figuge 3.4, the claSéiﬁgation system uses the feature vector as the
input of ANN. The images are resized to/the average Siih‘j.of 130 x 200 pixels because of suitable
dimensions of input feature for neural ng:_t_work classiﬁeyj_.T_I_‘ie feature vector is extracted and arranged
in a column vector of 454 dimensions as shown in Figure 3.2, There are.two layers of ANN architec-
tures, hidden layer, and outputr layer. The output node consists of six bifs corresponding to six kinds
of sports.

Define intensity components o RGB image by I(an, n) at coordinate (m, n) of size [M x NJ.
Let intensity of grayscale image be L, (m,n). To define fundamental algorithm for decompose the
image contents.

Algorithm: Singulax 'Value Decomposition Define the considered miaitix of size [M x N]|

as Uprx v and decomposed to three matrices X7y ar)> Siarx n]» and Y[gxm. The diagonal singular

values are represented by S[/x nv]- The decomposition is calculated by the following equation:

Unxny = X[MxM]S[MxN}Y[ﬁxN] (3.9)

Algorithm: YCbCr transformation The input image is the RGB image of size [M x N]. Y,

Cb, and Cr are calculated from the following equations:
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Y = 0.0299R + 0.587G + 0.114B (3.10)
Cb=0.564(B —Y) + 128 3.11)
Cr=0.713(R—Y) + 128 (3.12)

The preprocessing image is resize all images to [130 x 200] for the suitable dimensions of input
features for neural network classifier. The overall process of the sport image classification module is

separated into eight processes given in the Algorithm Sport image classification.
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Algorithm: Sport image classification

1: Calculate 64-bins color for each pixel ¢ from red (r;), green (g;), and blue (b;) which the intensity

colors encoded by eight bits.

i = (131,752, -, i 8) (3.13)

(3.14)
(3.15)
(3.16)
2: Calculate histogram of 64-bi
(3.17)
3: Transform RGB image to grayscale image repres d \ (m,n).
Pt
4: Apply 2D-DCT to the transformed inage o : ve corresponding 2D-DCT coefficients by the
following equation.
v N —
2 1
D(z,y) cos w (3.18)
2N
m—O n=0
ﬂ’LJEJ’J ‘Vl ﬁﬁ‘ﬂmﬂi
- a
(3.19)
=

. AWRN0T

5. Decompose 2D-DCT coefficient matrix from previous step by algorithm of decompose SVD
coefficient.
6: Transform RGB image to YCbCr domain by algorithm of YCbCr transformation.
7: Decompose Cb and Cr matrices by algorithm of SVD decomposition. The diagonal matrix de-
fined by Siprx N
DCT  gCb

8: Concatenate the diagonal elements of matrices S[ MxN]? O[MxN]’ and S[ MxN]’ and 64-bins color

histogram to form a feature vector.
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3.5.1 Examples of image features

Examples of features extraction are illustrated in the following figures. 64-bins color histogram
features of six images from six sports are shown in Figure 3.5. One sub-figure consists of an original
image on the left and 64-bins color histogram on the right. The six sports from left to right and top to
bottom are baseball, basketball, field & track, skiing, and swimming.

The second feature is YCbCr color mod ated in Figure 3.6. One sub-figure presented

four sub-images of the original image Elor mode (on the top right), Cb color

mode (on the bottom left), and Cr t). Six images from six sports are
presented in YCbCr color transfor -
The last feature S-DCT is ‘ e T"-"- Agure is shown in the original image

and its S-DCT graph. Example i SpOFLS are prese « his Figure.

N
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Figure 3.5: Example of 64-bins color histogram feature in six sports. The left column is input image
and right column is 64-bins color histogram. Top row: baseball and basketball. Middle row: track &

field and soccer. Bottom row: skiing and swimming.
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Figure 3.6: Example of YCbCr feature in six sports. The left-top sub-image is the input image and
the right-top sub-image is Y color mode. The bottom-left is Cb color mode and bottom-right is Cr
color mode. In top row illustrate images from baseball and basketball, in middle row presents images

from field & track and soccer, and in bottom row shows images from skiing and swimming.
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image and the right column of sub-image is S-DCT. In top row illustrate images from baseball and
basketball, in middle row presents images from field & track and soccer, and in bottom row shows

images from skiing and swimming.



CHAPTER IV

POSTURE CLASSIFICATION

There are two regions of sport image that must be considered: focus and out-of-focus regions.
Normally, the player area is the focused area and the background is the out-of-focus area. The out-
of-focus area has the properties of low intensity in color-and.more brightness than the focused area.
Low contrast value and high contrast value can"be separated by the different value between two
adjacent pixels. One tool approach to detect the different value between two adjacent pixels is in the
frequency transformation. The 2D Discrete . Wavelet Transform (2D-DWT) decomposes the different
color intensity along three directionss hofizontal, vertical and diagonal directions. In this study, only
diagonal direction is used to detect the abnormat cur';'e of player shape, which is better than detecting
in horizontal or vertical directionss/Blurred backgrou&gl ;limination is processed on the intensity value
in V channel of HSV color model. Then, blurted back'gf()uﬁd is removed by a high pass filtering based
on 2D-DWT and its inverse with basis *Haar” wavelet:f;mct.ion.

The framework is separated to four parts. Four px_op(;éed steps compose of blurred background

elimination, irrelevant area elimination, player area elimimation, and semantic feature extraction.

4.1 Blurred background elimination

In sport image, the obvious blurred background is important to support posture recognition. For
the biggest field such as baseball and soccer field, theblurred background area is usually presented
in the sport image. Blufted background area should be removed at the first of all process. The sport

image is separatedintortwo-following majerregions.

e Focused region is a foreground object or a player area which is the region of interest. Define
this area as the high-contrast region which has the properties of high intensity in color and

brightness.

e Out-of-focus region is the background area. Define this area as low-contrast region which has

low intensity in color and brightness.

The contrast property is the different value between two adjacent pixels. The best tool to detect

the differential of contrast property is wavelet transformation. In general, the decomposition of 2D-
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DWT is done in three directions, namely horizontal, vertical and diagonal directions. In this study,
only diagonal direction is used to detect the abnormal curve of player shape, which is better than
detecting in horizontal or vertical directions. Blurred background elimination is processed on the
intensity value in V channel of HSV color model. Then, blurred background is removed by a high
pass filter using 2D-DWT and its inverse based on "Haar’ wavelet.

The result from the process of high pass filter contains some noisy data needed to remove by
applying a threshold value. The threshold value is determined by the gradient magnitude of the result
image. The gradient magnitude is the different value of intensity between two adjacent pixels. In this
dissertation, 5% of the gradient value is used as a thresheld value for field & track and swimming,
and 10% for the others sports because of their chargcteristics the of image view.

From the previous process, the'player boundary pixels are extracted. The post-process after
that is applying dilation technique for connecting the boundary and fulfilling hold area in the player
area. Two kernel functions of the dilation are ball shape and line shape. Since the detection of wavelet
transformation corresponds to diagonal direction, lhé? dilation is applied to 45 degrees and 90 degrees.
In addition, the length of line kesnel is normally: deﬁliflﬁ_d. by 5 pixels but only field & track is 7 pixels

used because the results of background elimination 1n frack floor background are few. The details of
£
the Algorithm is illustrated as follows. — 7

Algorithm: Blurred background elimination T

1: Create a new image W such that each pixel value at bosition iS(mi ) defined as follows:

W(m,n) = %(T(Tm n)+ glm,n) + b(m,n)); 1<m<M; 1<n<N 4.1)

where r(m, n), g(m,n), and b(m, n) are intensity of red, green, and blue components.
2: Apply Haar wavelet transform to image W to obtain the diagonal compaonent in a form of matrix

D.

3: Apply inversefHaar waveletitransform.to matrix &
W'(m,n) = IDWT(D) (4.2)

where I DWT(-) is the function of inverse discrete wavelet transform.

4: Reset each pixel value W’ (m,n) at position (m,n) of matrix W' as follows:

W (m.n) W'(m,n) if W (m,n) >0 @3)
m,n) = .
0 otherwise

5: Repeat steps 2 - 4 three more times to denoise image.
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for each pixel coordinate (m,n) do

Calculate gradients in x-y directions denoted as G(m,n) and G, (m,n) by the following
equations.

Gz(m,n) =W(m,n+1)—W(m,n—1) (4.4)
Gy(m,n) =W ((m+1,n) —W(m—1,n) 4.5)

Calculate the actual gradient G(m. n) at positiond7a, n) as follows:
G (i) =G (myn) =G n)) /> (4.6)

: end for
Calculate threshold for each sport by \
T = r - [max(@(maf ) & win(C (m, n))] + niax(G(m, n)) 4.7)
V'm e, 7t Vm,n

where 7 is 0.1 for all sports but 0.05 for field & tfgck and swimming.

Create an image for W for dilation such that ea¢ﬁi--piﬁel value W" (M, N) at position (M, N) is

s I
vl

defined as follows:

b Ay

Fo ) 3B W (m,n) > T

W (m,n) =4 (4.8)

0 othérw1se
Apply dilation to the imégéwmsgid shape kernels whose ;adius and height are 2 and 4
pixels, respectively. |

Fill holes of image W”.

Apply dilation to image W (for each sport exceptificld and track) by using line shape kernel of
5 pixels in 45 degree with respect to horizontal axis. In case of field and track, do the same step
but the initial lefigth'of Kerngl 1S settobe 7 pixels:

Apply dilation to image W (for each sport except field and track) by using line shape kernel of
5 pixels in 90 degree with respect to horizontal axis. In case of field and track, do the same step
but the initial length of kernel is set to be 7 pixels.

Repeat steps 14 and 15 by decreasing the length of kernel by 1 until the length of last kernel is 1

pixel.

. Apply dilation to image W with ellipse shape kernels whose horizontal and vertical radii are 3

and 2 pixels, respectively.

Fill hole of image W".
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19: Adjust the intensity of image W to black and white image at entry (m, n) calculated by the set
of:

Y 1 if W(m,n) >0
Wo(m,n) = (4.9

0 otherwise

20: Select the largest connected region of image W”.
21: Restore all pixels in the largest connected region to gray-level intensity from original gray image

I, by the following equation and name new image as image 1.

R(m. ) Io(m,n) W @ n) >0 “.10)
m,n)= ‘ .
0 otherwise

An example of blurred backgreund.€limination is presented in Figure 4.1. The sub-image (a) is
the original image and sub-image (b) is the/value mode of HSV color transformation. The sub-image
(c) illustrates the results of 2D-DWT elimination process. The sub-image (d) shows the applied
thresholding. In sub-image (e) s the/grayscale imagé? frgm the increasing of intensity. Sub-image (f)
is the result from ball shape dilation whose radius ané.héight are 2 and 4 pixels. Sub-image (g) is the
line shape dilation. Sub-image (h) presenté the resul-_'t: i;rom ball shape dilation of whose radius and
height are 3 and 2 pixels. Sub-image (i).is dﬂlé biggé.th‘__‘;l_qu of pixels connected. Finally, the result

image of the algorithm shows in grayscalé image in suE—i‘mége(g).

d -l

4.2 Proposed irrelevant drea elimination-

The result from the blurred background elimination is not clear.in player area. Irrelevant pixels
or ground pixels under the playerfarea.are irrelevant aréa: The definition of each area in sport image
presented in Figure 4.8. The Higure 4.3 consist of| five sub-image ; (a) original image, (b) blurred
area, (c) player area, (d)"high-contrast area, and (e) low-contrast area. The irreleyant area according

to high and low, contrasts wall be removed by the following process.

Algorithm : Irrelevant area elimination

(1) High-contrast area elimination

1: Create a new image I from image R in algorithm Blurred background elimination with

mean value as follows:

N
I(m,n):R(m,n)—%ZR(m,n) 1<n<N (4.11)

n=1
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2: for each pixel coordinate (m,n) do

3:  Calculate gradients in x-y directions denoted as Gz (m, n) and G(m, n) by the follow-

ing equations:

Gz(m,n) =W(m,n+1) —W((m,n—1) (4.12)

—1,n) (4.13)

4: m n) as follows:

(4.14)
5:
6:

(4.15)
7: Crete an image H for s ch pi el ) at position (m, n) is defined as

following:
(4.16)

8: Dilate all pixels of i\ﬁée —&mﬁ neighborhood.

(2) Low-contrast area elimination

+ e e A S DL T RIS conrst i

ination calcuﬂ'!ed to RGB image as Eollowmg

AR jf{m RARNYIAY .

0 otherwise

M=

M
2: Setnew value of each L(m,n) equalto [L(m,n) — + > L(m,n) — ML/2 > L(m,n)|.

1 m=M/2

n

An example of irrelevant area elimination process is illustrated step by step in Figure 4.2. High
contrast elimination process is in the top row of the Figure. Sub-image (a) is the gray-level image
which is the result image from blurred background elimination process. Sub-image (b) is the result

from Algorithm Low-contrast area elimination in step 1. Sub-image (c) is the result of applied the
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threshold value from the result image from the above step. For this process, the irrelevant area is
removed. Sub-image (d) is RGB intensity based on the remaining pixels having value more than
zero. Low-contrast area elimination process is the process to remove the blurred area which presents
between player legs. Sub-image (e) shows the result of eliminating means value in each row. Sub-
image (f) presents the result of the dilation from Algorithm low-contrast area elimination in step 4.

sub-image (g)The result image which present the region of interest in the final step.

AU INENTNYINS
ARIANTAUNININGIAE
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4.2.1 Proposed player area selection

Player area is selected from the center of player area which have the highest of pixels histogram
along with row index or column index. The player area is selected by normal distribution which
corresponds to the pixel histogram in horizontal and vertical directions. The result is illustrated in
Figure 4.4.

Algorithm: Player area selection

1: Crate the new image Iy, for such t (m,n) at position (m, n) is defined as

following:

(4.18)
2: Calculate pixel histogram
ha(n) N (4.19)
hy(m) A <m <) N (4.20)
3: Calculate index of maximum his ogr 10 along with x-direction h,, to be the mid-
dle index of normalize distribution
mid, = argmax(h ' @21)

4: Calculate summation pixelmn the histogra

qudimRsnens  «

5: Calculate range of éxtension index

PMIHYRVNY o

6: forindex 1 < ¢ < 4.4 do

7. Calculate histogram of left- and right-extension as follow:

midy

hiepr=" > hali) (4.24)

i=mids—c

hright = Y ha(j) (4.25)
j=(midy—1)+c



10:

11:

12:
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15:
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17:

18:

19:

20:

21:

22:

23:

Calculate percent of the summation histogram:

percent = (100/sum) x

if percent < 0.99 then
Goto step 6
else
i =mid, —cand j = (mid, — 1) +
Go to step 16
end if

end for

(h'left + hright)

forindex 1 < ¢ < 4y do

Caca hmﬁnﬁgﬂ Nitaind W’El”’l 73

htOP = 1 Z

quﬁﬂﬂ‘imﬂﬁﬂﬂﬁﬂﬁﬂ

hbottom = Z

by (

hy(7)

p=(midy—1)+c

Calculate percent of the summation histogram:
percent = (100/sum) x

if percent < 0.99 then
Go to step 19

(htop + hbottom)

33

(4.26)

4.27)

(4.28)

(4.29)

(4.30)

4.31)

(4.32)
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24:  else

25: 0o =mid, —cand p = (mid, — 1) + ¢
26: Go to step 29

27:  end if

28: end for

29: Create a new image P of size |i — j| X |o — p| such that P(m,n) = I(m,n); i<m<j; o<

n<p

4.2.2 Proposed semantic feature extraction

The difference of postures depends upon the curve and-angle of player’s arm and legs. The
posture of a player can be recognized by parts of the body such as how hands raises, how legs bows
when hitting or throwing in baseball, how legs bows“when Kicking or jumping in soccer, or how hands
raise when swimming in breaststroke or butterfly st};'léé.

To reach the posture recognition; this:study -‘p;roposes the technique of color highlighting of
YCbCr to make the color different between the play’_éjrl .rf{gion and its background. In YCbCr trans-
formation, only Cb and Cr are selected in the experitflj%.nt: Moreover, apply the technique of slicing
the object into smaller parts and uses 2D Dis;:fete Fouri‘e};‘]‘_‘_ransform (2D-DFT) is applied to decom-
pose the shape from the original image of RGB formatﬁom‘the preliminary experimental, reducing

d -l

images is improved the accuraey of sport classification. Consequently, reducing image is applied to
posture classification. 0 a X

Algorithm Blurred bacléground elimination explains the processes of semantic feature ex-
traction along with Figure 4.6. InfFigure 4.5, the input image can be defined into two kinds. First,
horizontal image defingd by the image of'size: M| x N3 M''< N. Second, vertical image defined by
the image of size M x Ni; M > N.

The semantic fedture xtraction is;processiby the followinglalgorithimy
Algorithm Features extraction
1: Eliminate blurred background of image I of size [M x N].
2: Eliminate high-contrast area elimination of image R of size [M x N].
3. Eliminate low-contrast area elimination of image H of size [M x N]|.
4: Calculate the region of player area selection of image L of size [M x N ].
5: Transform the result image from step 4 to grayscale image denoted by I, of size [M x N ]

6: for scaling factor r = 0.2,0.3,...,0.8 do
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Create a new image [, ; from I, by scaling factor r and compute the new height M’ and width
N’ of I,.
Apply DFT followed by SVD to I, and obtain diagonal elements in forms of a vector d,.
Create a new image I/, from Cb of YCbCr transformation by scaling factor 7.
for number of slices 2 < s < 10 do
Slice I, in row-wise fashion such that the height of each slice is equal to [ M’ /s] and obtain
the set of sliced image denoted by U, ésb)
Slice I/, in column-wise fashion such that the height of each slice is equal to [N'/s] and

obtain the set of sliced image denoted by c(;;)

y |

end for

Apply DFT followed by SVDto ihc image in U((fb), for2 <

elements in forms of vectors u((fl)), for2 < s E 10.

A\
»
AN

< 10, and obtain diagonal

Apply DFT followed by SVD to the iiage in VC('Z) , for 2. <

N
»
VAN

< 10, and obtain diagonal

elements in forms of veetors vgg, for 2 <;s § 10.

. N \
Create a new image I, Cr of ¥CbCr transformation by scaling factor 7.

for number of slices 2 < s < 10.do " 7 f
Slice I/, in row-wise fashion suckiﬂ that théiﬁéi__%l}t of each slice is equal to [M'/s] and
obtain the set of sliced image deﬁoted byt é‘?—_
Slice I/, in column=wise fashion such that thehélght of eachrslice is equal to [N’/s] and
obtain the set of slicedimage denoted by Ve s |
end for T

Apply DFT followed by SYD to the image in U, for 2 <

N
elements in forms of vectors u(Csz, for 2' <is/ <410.

Apply DFT followed by SVD to the image in Vc(qu), for 2 <

N
w
A

< 10, and obtain diagonal

N
»
AN

< 10, and obtain diagonal

elements.in.forms,of .vectors v(cfz, for.2 <.s <.10.

end for

: for scaling factor r = 0.2,0.3, ..., 0.8 do

for number of slices 2 < s < 10 do
if M’ > N’ then

Concatenate u(c‘fg, u(cfz, vgg, V(ch)«’ and d, to form an input vector o ; for neural training.

else
(s) (s) .. (s) . (s) : L
Concatenate v, Vi, Uny, Uy, and d, to form an input vector «. ; for neural training.

end if
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31:  end for
32: end for

Setting input feature for comparing in details of resizing and slicing process. Cb and Cr feature
extraction based on resizing number from 0.2 to 0.8 (7 sets) and slicing number from 2 to 10 (9 sets);

totally 7 x 9 = 63 data sets. An example of dividing image by column and row are presented in the

Figures 4.7 and 4.8.

In Figure 4.9(a), from left to right ima e first image is the given image. The second
image is the result from blurred background elimin atiox phe third image is the result from irrelevant
background elimination. The fourth.image is area selection performed with the
fifth image by considering all pixé ithi o illustrate the merit of the proposed
algorithm, two more examples ar iVen in Fig )(b) and (c). The resulted sequence of the

AU INENTNYINS
RINNIUUNIININY
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(g) Line shapedilation (h) Ball shape dilation {3.2)

-

(i) Biggest area of pixels connected (g) Grayscale image

Figure 4.1: Blurred background elimination (a) The original image (b) Value mode of HSV color
model. (c) The results of 2D-DWT eliminated (d) Thresholding applied (e) Gray scaled of the result
of threshold applied. (f) Dilating by ball shape; radius and height are 2 and 4 pixels. (g) Dilating
by line shape kernel. (h) Dilating by ball shape; radius and height are 3 and 2 pixels. (i) Biggest

connected pixels. (h) Grayscale image.
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(d) RGB image {eh Mean va.l\:‘e eliminamen(f) Median filtering

(@) RGB image ¥

r

..f‘f L -

Figure 4.2 High-contrast elimination (toﬁ W), ;ndlow—contrast elimination (bottom row).

& i

Fid .
i

(2) Ouerall image- (h) Blurred backgrm;nd area | (¢) Player area

(d) High-contrast area  (e) Low-contrast area

Figure 4.3: Area definition in the highlight area. (a) Original image. (b) Blurred background. (c)

Player area. (d) High-contrast area. (e) Low-contrast area.
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—
049,

Figure 4.4: The player pixels area has been Jselectee'i_ b‘§/ normal distribution corresponding to pixel

histogram in horizontal and vertical direction.: 2 4
)
A A
2220
1 HaFiZoltal ighage ra<
M
[0 Vertical image; M=N

M

Figure 4.5 Defining horizontal and vertical images.
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@ Figure 4.7 An example of images sliced into two to ten columns.



Figure 4.8 An example of images sliced into two to ten rows.
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(€)

Figure 4.9: EXamplé imageé of ‘hitting,(throwing,~and situation postures in baseball from three pro-

posed algorithms.



CHAPTER V

EXPERIMENTAL RESULTS

5.1 The overall system

From Figure 5.1 the overall architecture includes‘two modules 1) sport image classification
module, and 2) semantic sport image classification expeiiments. The experimental results are sepa-
rated into two phases. First experimentevaluates the effectiveness.compared with the other approach,
i.e. FNNC. The second experiment evaluaies the accuracy of the proposed method by compare pro-

posed feature with EH & RS feagures.

5.2 Sport image classification

Six sports, namely Baseball, Basketball, Field*e-md"-Track, Skiing, Soccer, and Swimming are

considered in this experiment. There are two directions.of experimental comparison. At first, the

i

feature comparison is the experimental Comparison bé_tviléen the proposed features and FH& RS
features proposed in [4]. The first experimentis compaféd'bh'three neural network architectures, i.e.
multi-layer perceptron (MLP), fusioi-neuial-netwoik-(ENNJ-and-radial basis function (RBF) neural
network. In the second direction, our features are compared with the-different architectures between
NNC and FNNC. Moreover, the result is summerized on the distribution of incorrect classification
with the other sports ag-presented in-Tables, 5:2-5:3x Totally; 1,800 experimental images are collected
from the Internet with'300 images for each sport. In each sport-set, 200'images are for training and
the other 100 images are for testing. Each image is resized t6x130 x 200 pixels! The experimental
represented by [47].

In [4], both EH and RS features are parts of MPEG-7 XM descriptors. Feature EH is taken
from 16 sub-images which are equally partitioned. Then, the spatial distribution in five directional
edges, which are horizontal, vertical, two diagonals, and non-directional, are used as the EH features.
Hence, there are 16 x 5 features in EH. For RS, 35 dimensions are extracted to capture the distribution
of pixels for the shape of object. Combining EH and RS features gives total 115 input features.

For our features, two features sets are used in the experiment. The first set is the decomposition

components of the diagonal elements of SVD matrices of DCT, Cb, and Cr matrices. Each matrix
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Figure 5.1: The overall process of ourproposed, sport image classification module and semantic sport

image classification module.

contains a diagonal element as 130 elements. Therefore, the total number of elements from three

SVD matrices is 130 x 3 = 390. The second feature set is from the 64-bin histogram. Totally, there

are 390 + 64 = 454 input features.

The decimal numbers from the overall input vectors are normalized in the range of [0, 1].The

architecture of neural network composed of one hidden layer and one output layer. The number of

hidden nodes in the hidden layer is 76 hidden nodes and they are trained with the learning rate value

of 0.1. For FNN, the weights are adjusted by Levenberg-Marquardt (LM) and resilient propagation



46

known as RPROP method. For MLP and RBF, the weights are adjusted by the technique of RPROP.
The reason of using RPROP instead of using LM is due to the memory space. LM uses a larger
memory space than RPROP. But LM converges to the goal quicker than RPROP. The decrease factor,
increase factor, and default factor are set to 0.5, 1.2, and 0.07, respectively. The activation function
in hidden node and output node are sigmoid function and log-sigmoid function. The constraint of
stopping error is set to 1079, Ten trials with new weight initialization in each trail are conducted.
The following four sets of epochs 1,000, 5000, 10,000, 20,000 are experimented. All experimented

images are carefully selected based on the following critesia.

1. The number of players or people in the images.

2. Camera focus distance can be.shoridistance, far distance; and in the other view points such as

from bottom-to-top directionsand top-to-bottom direction depending on the kind of sports.

3. Texture of background whieh ate ground of sp;qr't, audience picture, and billboard background.

Moreover, the several contrast properties dre also considered.

5.2.1 Discussion on Features Comparisen-on NNC-':-FNN, and RBF

i

In Table 5.1, our features give higher average accu_.?acél than £'H & RS features in every network
and every number of epochs. For example,r in 10000 epoéh_;:-k)_lﬁmn, the accuracy of our features versus
EH&RS features are 82.80% ws 63.45%; 45.17% vs 42.27%; 70.50% vs 54.67% for MLP, FNN,
and RBF, respectively. In addition, the standard deviation in our case trends to decrease as the number

of epochs increases.

5.2.2 Discussion on Distribution of Misclassification

In Table™.2+5:3:7it ¢an be seentthat theé misclassificationlof} anyl sport_as thé other sports is
possibly caused;by the similarity of players’ postures, the textures of player’s clothes, or background
color. Baseball has the lowest testing accuracy among all sports because of the white or gray color
of player’s clothes. White or gray color is not outstanding in Cb and Cr color spaces. For example,
after 10,000 epochs, Baseball is misclassified as Field&Track, Soccer, Swimming, and Basketball by
15.40%, 12.60%, 3.60%, and 3.40%, respectively. Field & Track has various kinds of sub-sports.
The misclassification of this sport is also possibly high. For Soccer, the misclassification may occur
because its postures are similar to the postures in many sports such as running or kicking. Among

six considered sports, Basketball has the most complex background. So the complex background
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Table 5.1: The comparison of classification accuracy between EH & RS and our features on three

kinds of neural network.

Epoch 1,000 5,000 10,000 20,000
NNC FNN RBF NNC FNN RBF NNC FNN RBF NNC FNN RBF

Baseball EH&RS 4590 19.80 75.00 49.80 2250 75.00 53.50 2490 75.00 5830 33.40 75.00
OurFeatures 55.20 34.20 43.00 61.40 18.40 43.00 63.30 19.10 43.00 62.40 38.40 43.00

Basketball EH&RS 63.50 54.20 62.00 6830 5340 62.00 7120 5560 62.00 66.70 53.60 62.00
OurFeatures  77.00 82.70 72.00 83.80 69.80 72.00 85.30 77.60 72.00 86.70 64.50 72.00

Field&Track EH&RS 63.50 14.20 29.00. 67.10 3590 2900 60.10 29.80 29.00 61.60 29.60 29.00
OurFeatures 84.00 9.40 67.00 82.70 43.60° 67.00° 85.80 37.40 67.00 82.80 47.80 67.00

Skiing EH&RS 75.00 51.10..52.00 75.60 55.10° 5200 73.20 5690 52.00 74.60 51.00 52.00
OurFeatures  88.70 33:40°94.00 91.20 '55.10 94.00° 90.30 4540 94.00 90.50 46.70 94.00

Soccer EH&RS 5040 710" 5L.00° 49.10 36.50 51.00 52203690 51.00 44.80 40.50 51.00
OurFeatures  70.90 2170 65:00 ~80.30 28.30 65.00 81.10 53.30 65.00 81.50 48.60 65.00

Swimming EH&RS 6270 3640 5%00 7470 47.10° 59.00 7050 49.50 59.00 72.10 40.50 59.00
OurFeatures  92.50419.204 82.00 « 92.70 41'00, - 82,00 91.00 3820 82.00 91.70 56.20 82.00

Mean EH&RS 60.17 3087 8467 641074175 54.67 63.45 4227 5467 63.02 4143 54.67
OurFeatures  78.05° 33.43  70.50  82.02 42.-7 0 70.50 82.80 45.17 70.50 82.60 50.37 70.50

Std.dev. EH&RS 955 1802 f13.94 1081 1186 1394 858 1245 1394 989 862 1394
OurFeatures  12.46 ~23.6L° 15.73  10.25 167§ 1573 © 933 1783 15.73 9.76 817 15.73

£ .
descriptor of Baseball is not absolutely efficient enough.,;ﬁor Swimming, most of the images show
only top part of the swimmer’s body and the-posture looks simmilar to the posture of a batter or pitcher
in Baseball.

A new set of features for-six sports, Baseball, Basket Ball, Swimming, Field & Track, Soccer,
and Skiing, is introduced. There are three sets of features representing the majority color of the
image, complex backgreund descriptor, and pesture.descriptor. .Regardless of the neural architectures,
our features are superior to-the'previous propesed EH-and RS-descriptors‘in terms of classification
accuracy. However, these introduced feature$ have not beemstested with othet.kinds of sports. A

further study inithis'issue must be pursued!

5.3 Posture classification

The posture classification experiment consists of two systems as shown in Figure 5.1. The input
images are classified by the sport image classification at the first filtering. After that, the classified
images are classified by the posture classification. The accuracies are evaluated by the performance
of classification compare the features between proposed features and EH & RS features.

Since the sport image classification in Chapter I1I is designed for a horizontal image direction.
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Table 5.2: The classification accuracy in each sport compared between NNC and FNN neural network

on our features, 1,000 and 5,000 epochs.
Baseball Basketball Field&Track Skiing Soccer Swimming

Training  Test Training  Test Training  Test Training  Test Training  Test Training  Test

(a) Epoch = 1,000

Baseball NNC 75.10 55.20 9.10  6.70 6.00 17.80 1.60  4.10 6.75  8.10 145 8.10
FNN 48.50 34.20 22.40 29.70 440  6.80 13.60 13.30 7.05  9.50 405 650
Basketball NNC 7.00  3.60 83.45 77.00 4.55 13.90 3.05 290 0.60  0.40 135 220

FNN 6.55 290 78.20 82.70 505% §3-30 540 7.10 210  1.80 270 220

Field&Track NNC 6.45 270 6.00 5.30 80.20 ' 84.00 3.00 3.90 215 240 220 1.70
FNN 40.40 28.60 24.60 35.70 8.85 ' 1940 17.10  15.90 2.60  3.80 6.45  6.60

Skiing NNC 0.65 0.30 3.55"% S0 1.00 170 93.05 88.70 0.80  2.80 0.95  3.00
FNN 37.15  32.00 23.15 2320 3.950 5.30 31.40 33.40 1.40  1.00 335 510

Soccer NNC 11.55 10.60 31 Qi ®80) 3.05 11.90 o L — A 76.45 70.90 2.60 1.50
FNN 29.10 17.40 32.2540847 30 8¢ 1260 9.65 10.20 19.80 21.70 6.40 5.80

Swimming NNC 1.60  2.30 1. 10887 60 0.85‘ 0.80 2:.90.. 1.00 1.60  0.80 91.95 92.50

FNN 26.40 20.60 i35 456.20 4.20L 3.70 18.65 15.40 350  4.90 19.90 19.20

4
(b) Epoch =5,000 z
—

Baseball NNC  89.60 61.40 25 JBs0 . 475 640 0,00 1.10 280 1270 020 4.60

FNN 32.20 18.40 6. 1588 2080 17,454 327.40 Ol WND 15.85 13.40 11.50 10.80

Basketball NNC 375 100 © 9100 83.80 375 1090 + 000 ' 0.70 0.70  2.00 080 1.60
FNN 630 300 7105 169.80 750, 1350 = 290 560 575 230 650  5.80

L r
Field&Track NNC 380  4.10 1958 3.9044491.75:182404 015 370 180 3.90 055 170

FNN 1370 7.10 11.60° 17.30..4.43.45 43.60': -"lj"_.alZ.OO 13.20 8.50  8.60 10.75 10.20

Skiing NNC 0.00 0.30 0.00 27.10 0.00 140 _‘99.95 91.20 0.00 2.70 0.05 230
FNN 755 4.90 15.25 =44.60"% #1230 15@0‘_. 5345 55.10 445  4.60 7.00 5.20

Soccer NNC 355  6.50 1.30  1.50 3.10  9.40 0.15  0.90 91.30 80.30 0.60 1.40
FNN 18.00  11.30-T6:50="19:00~"12:25""19:30 70577990 ' 35.50 28.30 10.70  12.20

Swimming NNC 0.05 1.50 =, 0.00 290 0.80 1.20 0.00 0.80 025 0.90 98.90 92.70
FNN 1205 750 & 8.90 1220 14.00 16.30 1375 14.70 835 830 4295 41.00

The vertical image is rotated:to horizontal image to gain the same aspect ratio. Since the proposed
method is rotational-invariant, the images are still correctly classified although the direction of object
is change. Dueyto the features sensitived to image size; all inputjimages.are resized to the average size
of 397 x 594. To reduce the input image size, the size of input images must be reduced to the average
size by a scale factor of 0.3. The details of sport image classification are as follows:

Algorithm: The data pre-processing of sport image classification
1. Rotate the vertical direction image by 90 degree in clockwise direction.

2. Decrease the image size of the input images by multiplying with 0.3 of the original size as
397 x 597, the reduced size are 120 x 180. The appropriate size is equal to Phase I size which

outperforms for sport kind classification.



49

Table 5.3: The classification accuracy in each sport compared between NNC and FNN neural network

on our features, 10,000 and 20,000 epochs.

Baseball Basketball Field&Track Skiing Soccer Swimming

Training  Test Training  Test Training  Test Training  Test Training  Test Training  Test

(c) Epoch =10,000

Baseball NNC 93.80 63.30 135 3.40 2.55 1540 0.00 1.70 220 12.60 0.10  3.60
FNN 31.15 19.10 13.15 18.60 28.70 30.40 7.60  6.30 17.00 23.20 240 240

Basketball NNC 1.95  0.90 95.30 85.30 2.05 10.10 0.00  0.50 0.15  1.50 055 1.70
FNN 375 240 73.95 77.60 092558 840 330 240 490 350 4.85 570

Field&Track NNC 285 290 0.0 M Si80) 94.90 /85.80 0.00  2.30 125 3.0 0.10  1.40

FNN 1225 12.10 14.90 21.50 46.55 4 37.40 12.10  8.90 9.80 17.20 440 290

Skiing NNC 0.00  0.00 0.00"2.60 0.00 ~1:30100.00_ 90.30 0.00 3.20 0.00  2.60
FNN 10.15 10.80 15.55+14.40 1530 17.00 44.35 4540 470 3.0 995 8.70

Soccer NNC 2,10  5.80 080" 140 1.25%. 100 0.00  0.40 95.50 81.10 035 0.80
FNN 11.00 700 L35 48,00 12.35, 15.10 3.1074.10 56.60 53.30 3.80 2.50

Swimming NNC 0.05  2.20 000 4360 (1.15 1.40 0.00  0.90 0.30  0.90 99.50 91.00
FNN 590 4380 L5 48 40 22705 20.10 8.60 6.80 13.50 11.20 37.75 38.20

(d) Epoch =20,000 p \ 4
Baseball NNC 93.10 62.40 80 @ 350 2.5‘6 15.10 0.00 . 2.00 295 12.40 0.15  4.60

FNN 50.45 38.40 14.10° 13.40 13.6'.5'- 21.80 R0 "8 .90 1570 16.10 340  6.40

Basketball NNC 3.00 1.50 94,00 é6.7i) ZOQ ¢ 7.‘9.0 0.00 0.80 0.50 2.30 0.50 0.80
FNN 845 5.10 66.00 64.50 470 _.I":IZ. 10 7200 7.30 7.05 4.00 6.60  7.00

Field&Track NNC 275  3.50 0.30/°47.4.00 95.45 _828(], 0.15 250 1.35 470 0.00 2.50
FNN 25.75 18.50 11.95 12:00 43.45 _l_Ii"QEO‘ 9.15  9.90 490 520 480  6.60

Skiing NNC 0.00  0.00 0.00 2270 0.00 :f I-LQ; ~.100.00 90.50 0.00 3.10 0.00 2.60

FNN 18.25 18.90 14.15 13.30 8.50 10.30 48.10 46.70 3770 2.80 7.30 13.00

Soccer NNC 2207w S (g0 fmgfy= 0:20=-0.80 95.15 81.50 030  0.80

FNN 23.25 7416270 1270 16.70 5.35 10.50 265 260 52.25 48.60 380 4.90

Swimming NNC 0.00  2.00 0.00" 3.70 045 140 0.05 . 0.50 0.10 0.70 99.40 91.70
FNN 18.85 16.60 625 9.90 835 9.90 6.50  4.40 3.60  3.60 56.45 56.20

3. Proposed feature €xtraction processes as the same way as Algorithm 1 of Chapter III from steps

2 to 8.

4. EH & RS'features are extracted from the image size of multiply by 0.3. Finally, the size is of
120 x 180.

The example of features extraction is illustrated in Figure 5.2. The left picture is the input
image and the right image is the four extracted features. Sub-images (a) and (b) are Cb and Cr
channel from YCbCr transformation. Sub-image (c) is the 64-bins color histogram. Sub-image (d) is

the S-DCT of the gray-level input image.
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Features Extraction

Figure 5.2: The example of feat? exﬂﬁlpleﬂ{mge classification a) Cb channel.

b) Cr channel. c) 64-bins colorW -

The posture descriptions ar

5.3.2 Feature comparison D ﬂ

5321 EH&RS feﬁrﬁwg&ﬁs‘w P-4
eV I N1
in G-7 XM descriptors. This dissertation used XM-

EH and RS featu@ are the elements

Tools for extr

WLNERT RN (111
along 35 dimensions ‘of ﬂn i 1 sﬂ Jtot l’l‘glﬂi r::I A

5.3.2.2 Proposed features (Pro.Feat.)

This dissertation proposed the feature of 2D-DFT based on resizing and slicing techniques
which followed in Chapter IV, Algorithm 1 to 5. The dimensions of each case of resizing and slicing

process are different.
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Table 5.4 Postures definition.

Sport Posture Name  Definition
Baseball Hitting The batter image with one player.

Throwing The throwing image with one player.
Situation 1 The characteristic on the batter state with two players: the batter and the sitting receiver.

Basketball Running Two players of running during the compete game.
Shooting Two players of shooting in the encounter game.
Under goal The characteristic on taking score scene but the camera viewpoint takes through the ring goal.

Field and Track Broad Jump The players of broad jump consists,of taking up to the air or taking down to the sand.
High Jump The player of high jumping game.
Group Running Running of many runners wl_l}) race in-dong distance.
Track Running  Running of sprinting who race in short distance.
Throwing One playeiwho is‘throwing..
)
Soccer Jumping Twogplayersump to hit a ball with their heads.
Kicking One One player kick aball.* ; K
Running Two Two player areffunning o catclra ball.
Skiing Jumping The player slice and j-lump from}thehpland.

Turning The'playegslicg'to turn at the c&;ﬁg‘r. r

Swimming Freestyle The player taking one:hand to swn? in-freestyle.
Breaststroke The player taking two-hands to svif"infm breastsiroke.
Butterfly The player takiﬁg two-hands {0 s@#ﬁutterﬂy

5.3.3 Parameter Set-up

- J

Four-fold cross-validation is applied to set up fair training and testing data, i.e. 75% training

data and 25% testing /data: AlL input images are classified by two filtering systems, sport image

classification system and posture classification system. The parameters are set as follows:

For sportimage classifien; Neural-Network setsup

1. Setting training and testing set with 4-folds cross-validation.

2. Neural network architecture set-up: one hidden layer with 80 hidden nodes, 1,000, 5,000, and

10,000 epochs; 0.1 learning rate; “scaled conjugate gradient” is the training function; “hyper-

bolic tangent sigmoid” is the transfer function in both of hidden and output layer.

3. Mixing the training and testing sets of each sport from the best accuracy result in step (2).

4. Neural network architecture set-up of the mixed set. Training set relies on three hidden nodes
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number of 80, 90, and 100 hidden nodes. Each hidden nodes set is trained in four epochs such
as 1,000, 3,000, 5,000 and 10,000 epochs. All of training set of hidden nodes and training’s
epochs are set-up on six learning rate from 0.1 to 0.6. Training function and transfer function

are the same in step (2).

The average accuracy is calculated from ten trials of new initialed weight. To perform the best
set of training and testing set, each sport is selected from the best accuracy result from 4-fold data.
The result images from sport images classifier are the input images of the posture classification.

For posture image classifier, the related parameters of NNC architecture are defined as 80, 90,
and 100 hidden nodes; 300 epochs; 0.4 learning rate; and the other parameters are represented to the

above parameters setting. Each spertis trained independently.

5.3.4 Analysis of sport image elassification

Tables 5.5 and 5.6 presentthe accuracies of the;i'mage classification and misclassification of six
sports with 0.1 learning rate, 80, 90 and 100" hidden ﬁo&es and 1,000, 5,000 and 10,000 epochs. The
best accuracies occur when there age 90 hidden nod;é;,_and 10,000 epochs are highest in swimming
98.87% and lowest in soccer 80.77%. : :‘j'_ .

From Tables 5.6 at 90 hidden nodes; the most mid’aﬁsiﬁcation of six sports occurs in soccer;
14.81% in baseball and 4.42% in field-&-track and sw’irriﬁling. The reasons of misclassification in
postures of hitting or throwing-is due to arms and legs stretching which.is similar to a soccer player
who is running or kicking the'ball. For this reason, it is obvious that the most percentage of misclas-
sification occur on soccer and baseball. Also in basketball and field*& track, some misclassification
also occurs in the general postures:-In swimming, the-half body of player can be mistaken in the

classification.

5.3.5 Analysis of posture.recognition

Tables 5.7 and 5.8 present the experimental results based on 90, 100, and 110 hidden nodes,
300 epochs, and 0.4 learning rate. This table illustrates the posture classification and misclassification
in each sport compares between proposed features and EH & RS features. The best accuracy depends
on two parameters such as resizing and dividing number. The best parameters in dividing and resizing
numbers are in baseball (BB) is 2 and 0.3, basketball (BK) is 2 and 0.3, field & track (FT) is 10 and
0.3, soccer (SC) is 7 and 0.8, skiing (SK) is 10 and 0.3, and swimming (SW) is 7 and 0.5.

From Table 5.9, the best average accuracies are based on 100 hidden nodes. The accuracies of
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Table 5.5: The percentage of accuracies in image classification and misclassification of six sports

with learning rate 0.1, 1,000 and 5,000 epochs (Notice:ep.="epochs’, and hd="hidden nodes’)

1000 ep. Percent BB BK FT SC SK SW

80hd BB 88.82 1.57 196 529 137 098
BK 377 9094 245 132 000 151

FT 11.20 040 84.00 3.60 0.80 0.00
SC 17.31 000 327 7942 0.00 0.00
SK 2.11 053 9342 132

SW
BB

0.00  98.68

"

— 06 176 | 157
BK 434 9038 208 151 000 170

‘i Iﬂ 10.0 0.20 86.4 3.40 0.00 0.0
(1985 n j’l wﬁmoﬁ 9
% S 1. 0. 3. 1.8 .89 0.53
SwW 0.19 ‘O‘OO 0.75 0.00n0.00 99.06 u
, 00 0 vl X

FRIAIAIUHNRTLINT QY
1 FT 10.40 0.00 85.40 3.80 0.40 0.00
SC 16.15 0.00 3.65 80.19 0.00 0.00

SK 1.05 000 289 132 9342 132
SW 000 019 057 000 0.00 99.25

proposed features outperform the accuracies of EH & RS features, especially in baseball, basketball,

field & track, soccer, and swimming. Notice that, the proposed feature have the mean accuracy, i.e.
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Table 5.6: The percentage of accuracies in image classification and misclassification of six sports

with learning rate 0.1, 10,000 epochs. (Notice:ep.="epochs’ and hd="hidden nodes’)

10000 ep. Percent BB BK FT SC SK SW

80hd BB 8784 1.18 1.18 6.67 196 1.18
BK 396 9057 208 132 019 1.89
FT 9.60 000 8580 420 040 0.00
SC 16.15 0.00 423 79.62 0.00 0.00
SK 132 000, 263 079 9447 0.79

SW 0.19 000 ~088 & 0.19 000 99.25
90hd BB 8784 137 @ 048 46386 157 1.18
BK 472 90.75 22647 1328 0.00 094

FT 820 0.004 88.80-3.00 0.00. 0.00
SC 1481 000 442 807,000  0.00
SK, #O5+ / 0.00 1421 .0.53%. 92.63 1.58

SW. SULOF N D198 OR7S5.5 D.008 0. 00"S88.87
!

100 hdg# BB 88.82 0‘98|A RN, S8, TN 0.98

BK 4014, ;90,758 HIOR 0.75, Q00 "SFT0

FT 1040 000 86.60" 3.00 0.00. +.0.00
e

SC 18.08 000" §3.46. 7846 0.00 0.00

SK 263 0004 92.63 158 19079, 2.37

SW  £000.°.000 132 4000 000 98.68
..,'

o

90.86%, is higher than EH & RS feature ie: 78.35%.

Besides skiing, EH & RS can capture the postur‘q"re'gion with the less complex of background.
In case of sports having more complex backgrounds. EH & RS reduce the effectiveness of classifi-
cation while the proposed features do not. For example, basketball has more complex backgrounds
because of small area and indoorsport. The proposed features achieves 89.76% but EH & RS achieves

77.76%. Notice that the misclassification occurs on the‘following three kinds of postures:
e The general posture; running in basketball.
e The posture'which has the superimposed ot body parts; high'jump in field! & track.
e The posture which is not unique such as butterfly in swimming.

The reason of low accuracy in soccer is because of the complex background which makes it
difficult to detect the region of interest. In case of high jump in field & track, high jump has some
region in superimposed parts which difficulty to classify the player shape. Lastly, butterfly posture in
swimming is presented only half of the body which is very similar to the other postures of swimming.

Discussion case 1: the general posture; running in basketball. From Table 5.7 at the 100 hidden

nodes present the accuracies are in running 82.79%, shooting 93.75%, and under goal 92.94%.
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Table 5.7: The average accuracies of postures classification and misclassification compare be-

tween proposed features(Pro.Feat.) and EH & RS features(EH&RS). (Notice, BB="baseball’,

BK="basketball’, FT="field & track’,ep.="epochs’,

rez.=’resizing number’)
BB div.2/rez.0.3

Hitting

EH&RS  Pro.Feat.

Throwing

EH&RS  Pro.Feat.

hd="hidden nodes’,

Situatation 1

EH&RS  Pro.Feat.

div.="dividing number’, and

80 hd. Hitting 7338  97.44 8.13 0.75 18.50 1.81
Throwing 1.73 8.13 82.73 15.53 0.40
Situatation 1 28.50 3.29 93.79
90 hd. Hitting 7425  98.44 1.19
Throwing 1.33 V
Situatation 1 28.00
100 hd. Hitting 73.69
Throwing
Situatation 1
BK div.2/rez.0.3
EH&RS 0.Fea
80 hd. Running y [+2 29 ,*1 79 _1-‘;
Shooting 75 4.56 o 150
Under goal 433 ,;'.553,217 *f’; 90.1
90 hd. Running 70.79
Shooting 17.56
Under goal
100 hd. Running e 2.0
Shooting 6.19 ""74“65" 9;"75*
Under goal 1.50 5.39
FT div.10/rez.0.3 : ng = Track Running Throwing
EH&RS ! Pro.Feat. EH&RS Pro.Feat. EH&RS Pro.FeéE. EH&RS Pro.Feat. EH&RS Pro.Feat.
80 hd. Broad Jump 88.56 ‘99 .56 10.89 0.44 0 00 0.00 0.00 0.00 0.56 0.00
High Ju, 0.00 0.00 3.14
Group Runnﬂ uJEJ Aq w EJ ﬂ j w E;ZPS] ﬂ ﬁ 0.00 0.00 3.00
Track Runmn 0.00 0.00 0.00 0.00 0.00 0.00 100.00  100.00 0.00 0.00
Throwmg 16.63 0.00 0. 0(‘ 12.50 8.135%, 0.00 0.00 7525  87.50
90 hd. Qa.ﬁ(] ﬁ-’ﬁ ftﬁ m MVI ’1(] % E‘lq a OEI 022 000
High Jump 43 00 0.14 2.86
p Running 0.00 3.00 11.00 0.25 89.00  93.25 0.00 0.00 0.00 3.50
Track Running 0.00 0.00 0.00 0.00 0.00 0.00 100.00  100.00 0.00 0.00
Throwing 16.88 0.00 0.13 12,50 8.00 0.00 0.13 0.00 74.88  87.50
100 hd. Broad Jump 88.78  99.33 10.33 0.67 0.00 0.00 0.00 0.00 0.89 0.00
High Jump 21.29  14.00 7471  83.00 343 0.00 0.00 0.00 0.57 3.00
Group Running 0.00 3.13 10.38 0.50 89.63  93.00 0.00 0.00 0.00 3.38
Track Running 0.00 0.00 0.00 0.00 0.00 0.00 100.00  100.00 0.00 0.00
Throwing 17.38 0.00 0.00  12.50 7.38 0.00 0.13 0.00 7513  87.50



Table 5.8: The average accuracies of postures classification and misclassification.
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(Notice,

SC=’soccer’, SK="skiing’, SW="swimming’,ep.="epochs’, hd="hidden nodes’, div.="dividing num-

ber’, and rez.="resizing number’)

SC div.7/rez.0.8 Jumping Kicking One Running Two
EH&RS Pro.Feat. EH&RS Pro.Feat. EH&RS Pro.Feat.
80 hd. Hitting 66.77 89.38 24.23 2.85 9.00 7.77
Throwing 6.93 3.21 64.57  89.64 28.50 7.14
Situatation 1 20.36 0.57 19.64 4.50 60.00  94.93
90 hd. Hitting 66.92  89.23 23.85 2.92 9.23 7.85
Throwing 6.71 4.36 65,50 .+ 88.50 27.79 7.14
Situatation 1 21.29 0.79 1893 470 59.79  94.50
100 hd. Hitting 66.54  89.54 24.54 2.62 8.92 7.85
Throwing 7.21 3.21 65.07.__ 89.64 27.71 7.14
Situatation 1 20,00 0:79 20.36 4.43 59.64  94.79
SK div.10/rez.0.3 Jumping ‘i|‘ Turning
BH&RS  JPro.Feat. . EH&RS ' Pro.Feat.
80 hd. Jumping 89.94 /88383 - 10.06, W11.17
Tuthing 4 341 0 96, 19689 |« 90.74
90 hd. Jumping 90.06 §8.72 :i 9.‘9'4 11.28
Tumning 3@ 9.58 96.79 . 90.42
100 hd. Jumping /' 90.28°" $8.78 =77 o %
Tuming (295 0.6 9705 9084
i =2l
SW div.7/rez.0.5 Freestyle Breaststroke Butterfly
EH&RS- _Pr.Feat. EH&B:S-._LELo.feal. EH&RS  Pro.Feat.
80 hd. Freestyle 79.78  87.00 4.11 12.94 1641 0.06
Breasistroke 2433611 69.83  92.50 5.83 1 139
Biitterfly 4.81 11.69 8.88 9.50 8631 7881
90 hd. Freestyle 79.33  86.50 478 13.50 15.89 0.00
Breaststioke 2411 6.67 69.44  92.00 044 133
Butterfly 5.31 10.25 8.56 8.56 86.13  81.19
100 hd. Freestyle 79.83 = 187.06 4445 112.94 15.72 0:00
Breaststroke 23.78 6ul'1 6983 © 92.89 6.39 1200
Butterfly 5.38 10.50 8.88 9.00 85.75 80.50

Notice that the'misclassification of running-occurred in under goal15.43%"andshooting 2.00%.

Since background of basketball is high contrast area, the method blurred background elimination
cannot eliminate. Consequently, the region of interest is not clear in the real region of player and
moreover the 2D-DFT cannot decompose a different coefficient between high contrast information of
player area and its background. In conclusion, as well as the background is high contrast, the difficulty
of posture capturing is very complicated. An example of misclassification is shown in Figure 5.3 and
some examples of postures are presented in Figure 5.4.

Discussion case 2: The posture which has the superimposed of body parts; high jump in field &
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Table 5.9: The comparison table of average accuracy between proposed features and EH & RS based

on 80, 90, and 100 hidden nodes (hd.).

Average EH&RS Pro.Feat.
accuracy 80hd. 90hd. 100hd. 80hd. 90hd. 100 hd.
BB 7032 70.84 7079 9423 94.60 94.92
BK 78.05 78.66 77.76 89.75 89.85 89.76
FT 8599 8622 8565 9255 9260 92.57
SC 6378 6407 . 6375 9132 90.74  91.32
SK 9342 9342 93.67 / /A}m 89.57  89.81
SW  78.64s 7830  78.47° 4 @86.56 86.81
mean 7837858 7885 00:62wm9065  90.86
f‘;_ o l -
i
Postures g k. Under Goal
Running
Shooting
= B
N
UnderGoal | e b i T sl S
| 4 f .
5 —— —
\ - — -
':J‘r g

Figure 5.3 Example of ‘misclassified image of basketball.

track. From Table 5.7, the accuracy at 100 hidden nodes are bioad jump 99.33%high jump 83.00%,
group running 93.00%, track running 100:00%jy -and' throwing 87.50%. Natice, high jump is the
minimum accuracy. Misclassification of high jump is occurred in broad jump 14.00% and throwing
3.00%.

For example, area superimposed of player is presented in Figure 5.6 (b) at the middle figure and
the last figure. The area superimposed is the head of the player which are presented in the same area.
Therefore, the posture is not unique and should be the parts of the other sports, especially similarly
to broad jump pose. An example of misclassification is shown in Figure 5.5 and some examples of

postures are presented in Figure 5.4.
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Figure 5.5 Example of misclassified images of field & track.
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CHAPTER VI

CONCLUSION

6.1 Sport classification

A new set of features for six sports, Baseball, Basketball, Swimming, Field & Track, Soccer,
and Skiing, is introduced. There are three sets of features iepresénting the majority color of the image,
complex background descriptor, and'posture. descriptor. Regardless of the neural architectures, our
features are superior to previous.proposed EH and RS descriptors in terms of classification accuracy.

1
Mean accuracy of the proposed feature'is 82.60% and EH & RS features is 63.02%

6.2 Posture classification

A new set of algorithms to extract feature for pbsmm classification of nineteen postures is in-
troduced. There are four algorithms for features extrac'ti:'on instead of blurred background elimination,
irrelevant area elimination, player area selecﬁon, and sé_ni&ﬁtic feature extraction. Two-dimensional
Discrete Fourier Transform (2D-DFET) is-introduced tb';b'é:'{hé shape descriptor. Image resizing and
slicing are applied to improve the-aceuracy-of-postuie-recognition—the proposed algorithm is robust
to object rotation and object size-because of 2D-DFT property and player area selection technique.

The proposed method is appropriate for posture changes of body side-view. The proposed
algorithm is an outstanding, tool, for-similar postures, classification=, In-similar postures of baseball,
the proposed features outpetform  EH & ‘RS presented-at 94.92% and"70.79%. Moreover, the mean
accuracy value of the proposed feature is outstanding value as®90.86% while EH& RS features shows
at 78.35%.

White color of snow is investigated that be an insensitive color of YCbCr transformation in the
color highlighting technique. Consequently, it is the reason of more misclassified image in postures
of skiing. Therefore, the technique of color highlighting should be improved. Moreover, misclassified
images occurred in two cases are similar postures and superimposed shapes. Local features should be
investigated to improve the similar postures classification and overlapping postures classification.

However, these introduced features have not been tested with other kinds of sports. Further

study in this issue must be pursued.
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APPENDIX A

Example of misclassification of posture classification

Figure 3 Example image of field & track is misclassified in baseball.

68



Figure 7 Example images of basketball are misclassified in field & track.
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Figure 8 Example 1ma&§!r’ ified in field & track.

Figure 9 Example i ‘in field & track.
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Figure 10 xample image of swimming is nnscAsaﬁed in field 8uack
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Figure 11 Example images of baseball are misclassified in soccer.
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Figure 12 Example image N*{f}is misclassified in soccer.
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Figure 15 Example images of baseball are misclassified in swimming.
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