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CHAPTER |

INTRODUCTION
1.1 Motivation and Problem Description

The proliferation of the internet provides an enormous variety of choices to obtain
more information for customers..in selecting the product(s) that meets his/her desires.
Recommender systems were created for helping user to make the decision(s) when they
have to select their favorite jtem(s) from théf huge database. The system collects history of
user’s preference toward thedtems. Then, tﬁ*eir past behaviors and preferences are used to
make the prediction by.matching the__mlwitkfaj_set of available product in the database to
generate a ranking of products the mos"!ta_ interesting to each user. In the present,
recommender systems become bésé methééi_ f?x E-commerce, which is widely used in

id -

many Internet websites. i ks

The recommendation process: starts yﬁth’.the initial set of ratings that are either

explicitly provided by_thge users or implicitly inferred"by the;;s_ystem. The goal of a typical
recommendation system-is to predict the rating of unrate’d"i:tems using the rated items’
ratings and also find the ftems that should be utilized to the user. Generally, there are three
steps in the recommendation process! Tihe firstioheris «to create the user profiles which
collect users’ preféfences toward items that they have been rated. Next step is the similarity
measurement/which<Uses the metric tolmeasureythe, correlationy between users by using
their user profiles. The Last one is the prediction step which uses data from both previous
steps to generate the recommendation.

There are three reliable techniques of the recommendation system based on their
approach: Content-Based Filtering, Collaborative Filtering and hybrid techniques. Content-
Based Filtering technique generate the recommendations based on the similarity of items to

the ones that user preferred in the past. Collaborative Filtering technique generates the



recommendations based on the opinions of the group of similar users toward the target
user. Hybrid technique is designed by combining the other two or more techniques
together. This combination can be done on many different ways in order to improve
recommendation quality such as Maneeroj [2], Balabanovic & Shoham [9], and
Adomavicius & Tuzhilin [8]. They integrate Content-Based Filtering into Collaborative
Filtering to reduce disadvantage of each other.

These three main techniques use the Overall rating to predict the preference of
users for unseen items. In_another word, the®vast majority of current recommendation
systems typically used single rating to reE)resent the utility of an item to users in the two-
dimensional Users x Items space:

Next generation ofsthe recommend-'ation system techniques is Multi-criteria ratings
recommender technique, which provides é&ditional information about user preferences
regarding several importanti@aspects of an ité"m’This will potentially benefit for recommender
system because they can define the eharao:té_ristic of users more clearly. Therefore, it can
increase the accuracy of the recommendatioﬁjég .

Normally, the user profile is oreated by‘ééng rating of user with the aspects of items
or items feature. This user proflle WI|| represent the_characterlstlc of user on purchasing or
choosing items. Only Usér pr(;ﬂlieg'of smgle criteria may not be able to denote the suitable
characteristic because it ¢can just express how much users_prefer the items. However, user
profiles of Multi-criteria ratings;»which obtain mere information about users’ preferences, will
be more efficient to define‘the/characteristic 6f users.since it caf indicate the reason why
users prefer the items.

For example,iifiwe considersifigle“rating (overall rating) from table1 user U, and U,
seem to be the nearest neighbors for the target user, since they got exactly the same overall
rating score on the similar items. Nevertheless, if we examine in the multiple criteria ratings
view, the suitable neighbors for the target user should be U, and U,. Since multi-criteria

provide the feedback about the specific aspect of items. Therefore, we can clearly see that

U, and U, have the difference in their tastes toward the target user even though their overall



ratings for the items match perfectly. This comparison as shown in table 1.1 will indicate the

reason why Multi-criteria ratings provide more appropriate characteristics than single rating.

Table1.1: The comparison of Single rating and Multi-criteria ratings

User Item1 ltem2 Item3 ltem4

Target | 6(5,7,75) |5(7,3,3,7) |6(57,75) |5(73,3,7)
U, 6(84,4.8) |5(2873) 4 6(4,39 |5(288,2)
U, 6 (8 rl™d (2,48,8,2) 6.(8/4,4,8) |5(28,7,3)
U, 5 (4,6,6/4) 1 6 (8/4,48) 1'5(4,6,6,4) |6(84,4,8)
U, S54476,64) /1/6 (8,{},4,8) 5(46,64) |6(844,8)

|
i
— —

Multi-criteria ratings represent -the E_Jtili?ty of an item / to a user u in the multi-

dimensional Users x ltems % Criteria space. _W‘héh the recommender system has to handle
4 o

abd vl
with n criteria data, then methodicatty definitioq..gj_.athe Multi-criteria ratings can be defined

il |

as the following: _ TR

R(U )= PP L 1) 1)

Where r_ (u, i) denotes the rated score ofiuseru for item / on the griterion ¢. R (u, i) stands
for the predicted rating value of user u toward item /.

The Multi-criteria*ratings recommender systems assess the correlation among users
on Multi-criteria ratings in order to find the neighborhood. In the calculation process, several
literatures use the difference between each pair of users’ profiles, which directly uses the
Multi-criteria ratings to perform the calculation and then convert the derived difference
values into the similarity. The lowest difference is the most similar and also the good

neighbor.



However, the exact meaning of the good neighbor is the user who has similar tastes
with the target user. In another word, the user who thinks the alike as the target user should
prefer the same things. Therefore, is it suitable to use the real rating values in the similarity
calculation? Since, system might have the problem to select the better neighbor when the
different among them are equal.

For example, if the difference values between the target user and the other two
users are identically that means the other two users should have the same level of the
similarity values toward the target user. However,.one of them got high difference on one
criterion while another one got thelow a‘?fference on several criteria. In this case, their
overall different values are.equaltbut the llevel of the similarity values of them should be
different. Since one of them goi'the differellﬂce on only one criterion while another one got
the difference on several criteria. We ééﬁll thg"problem as “SDDS problem” (Same Distance

but Different Similar) ,a !

For example, supposg that the, targef_h___sq, user A, and user B had their own profile

that can be display as table 1.2. did _.r_.

ety
2

Table1.2: The tser profile of Mulii-criteria ratings

User 1D = Criteriat | Criteria 2 Ci‘ite"1:33 Criteria 4
Target user! | 9 8 i 7
UserA |9 8 7 5
User B 9 1 7 6

Inforder to find the relation among users, system will measure the distance or
difference between the user A with the target user as shown in table 1.3 and also user B
with the target user as displayed in table 1.4. For these two tables, the Manhattan Distance

is used as the metric to find the difference values between a pair of users.



Table1.3: The difference between target user and user A

User ID Criteria1 | Criteria 2 | Criteria 3 | Criteria4 | Sum
Target User 9 8 7 7
User A 9 8 7 5
Difference of Target user, User A 0 0 0 2 2
Table 1.4: The difference between target user and user B
User ID Criterial | “Ciiteria 2 | Criteria 3 | Criteria4 | Sum
Target User 9" 8 7 7
User B 9 7 7 6
Difference of Target user, WUser.B 0 } J 0 1 2

According to the evaldation result froEﬁ.}able 1.3 and table 1.4, the overall difference
values of user A and user B toward.the tardé’c wser are equal. However, if we thoroughly
consider about the values of each*ctierion betsAﬁeelﬁ the target user and the other two users,
user A should be the better neighb'orr.— In anot:HgéF-'Wdrd, user A should have more similarity
toward the target than user-B; since the user A got'same vailue on three criteria, which are
criteria 1, criteria 2, and criteria 3 while user B got only two criteria, which are criteria 1 and
criteria 3. 7

The cause of the SDDS problem’is on; the calculation|process, since the different
pair of numbers can produce the same value. In order to reduce this SDDS problem, we
would like torfecus|ofi the-signifieance oficriteria‘as the gptimal solutionThe significance of
criteria is €onsidered to be a technical assistance for the system that not only certifies the
importance of each criterion to users but also better represent the characteristic of user
than real criteria values.

To represent the significance of criteria, we transform the values on each criterion
into the level of importance of each criterion. We name this technique as Criteria-Ranking.

For example, in the case of table1.2, we use the Criteria-Ranking to transform each criteria




rating value into the Criteria-Ranking value. So the Criteria-Ranking profiles can be shown

as the figure 1.1.

User ID Criteria1 Criteria 2 | Criteria 3 | Criteria 4
Target user 9 8 7 7
User A 9 7 5
=y
User B E -,:‘;h]'ff 7 6
—7 — r

\(E 3 | Criteria 4

\2\ '-:;:NB Rank3

Rank3 Rank4

Rank4
|c%of Criteria-Ranking
For every criterion value gf"ﬁet ser As profile and user B’s profile are
_--i‘ /r-;‘:r‘l-‘:‘r
transforming to be Crltﬂa Ranklnaproﬂlegas om figure 1. Then Manhattan

he result from table 1.5 and
table 1.6, because the us A_ﬁ_as riteria@anking than user B, user A is a

better neighbor than user B on, another word user A is more similar to the target user than

wars oo BLHE a,qtgjnm WRLARS i airmnctes
Tab@ 4R ek d tetie qu AN @a%inkmg profle

User ID Criteria Criteria 2 | Criteria 3 | Criteria 4 | Sum
Target User Rank1 Rank?2 Rank3 Rank3
User A Rank1 Rank2 Rank3 Rank4

Difference of Target user, User A 0 0 0 1 1




Table 1.6: The difference between target user and user B on Criteria-Ranking profile

User ID Criteria1 | Criteria 2 | Criteria 3 | Criteria 4 | Sum
Target User Rank1 Rank2 Rank3 Rank3
User B Rank1 Rank2 Rank2 Rank4
Difference of Target user, User A 0 0 1 1 2
Although Criteria- Rar@@o p& in helping the system to solve the

SDDS problem, but even we th Crlt alue into criteria ranking, we still

face the SDDS problem in pose that system face with the

user profile that looks like

Table1.7: The & sriteria-ranking profile

User ID i ' a 3 | Criteria 4

Target user Rank4

User A Rank1

UserB . Rank?2
Y

After the system evgluated the Manhat@ Distance metric to measure the difference

between the tarﬂ M ﬂjf‘} W &l ﬂrﬁg rﬁﬂlﬂ ﬂeﬂr@ﬁ»ent can be displayed as

table 1.8 and table 1.9. This can prove that SDDS problem can also happen with the

e @"ﬁ’m}ﬁﬂ‘im UAIAINYA Y




Table 1.8: The difference between target user and user A on the example of SDDS problem

on criteria-ranking profile

User ID Criteria1 | Criteria 2 | Criteria 3 | Criteria4 | Sum
Target User Rank1 Rank1 Rank1 Rank4
User A Rank1 Rank1 Rank4 Rank1
Difference of Target user, User A 0 0 3 3 6

Table 1.9: The difference between-target user and-userB on the example of SDDS problem

on«Criteria-ranking profile

User ID Criteri!q;1 Criteria 2 | Criteria 3 | Criteria4 | Sum
Target User Rankt 4 Rank1 Rank1 Rank4
User B __Ra;nkﬁ 4 Rank3 Rank3 Rank2
Difference of Target usergUser B wi) J- % 2 2 6
Pz N

In order to reduce the SDDS problem irEQ[_i;I_e_ria—Ranking profile, system needs more

technique to handle W1th this situation. From the fact that;; the first rank of the Criteria-
Ranking profile should™play the more crucial role than the otfier ranks, that means it is the
most effective criteria toward the target user. Therefore, we“construct the Closeness Score
in order to indicate thejimportaneesofsrank-in.different, level. Fhis-Closeness Score will give
more value for higher rank and less value for fower rank when'the system has to face with
the same_difference between a pair.of user. For example, if we used“the Closeness Score
with the table 179. Then, thelresult of evaluation’by using'the ‘Gloseness Seore will be shown

as the table 1.10.




Table 1.10: The example of a result using the closeness score with criteria-ranking profile

User ID Criteria1 | Criteria 2 | Criteria 3 | Criteria 4
Target User Rank1 Rank1 Rank1 Rank4
User B Rank1 Rank3 Rank3 Rank2
Difference of Target user, User A 0 2 2 2
Closeness Score Highest Higher Higher Lower
-

In the criteria 1, the targetuser and also user B have the same rank which is the first
rank. That means the Closgness_ Score of this criterion should get the highest score. For the
criteria 2, criteria 3, and criteria’ 4, even thlese three criteria have the same different value
but criteria 2 and criteria 8 are moré-;imp;*g;fant for the target user. Since, the Criteria-
Ranking values of the criteria 2 and also Crit"pri‘é 3 are the first rank of the target user while
the Criteria-Ranking value of criteria_.4;jé the f&grth rank of the target user. Therefore, criteria
2 and criteria 3 should get the highernscore tﬁé.ﬁ'.the criteria 4.

We use this Closeness Sf:"dre_ to suppa_ttfjl‘;e Criteria-Ranking technique in order to
cope with the SDDS problem: The detail of our:;ﬁétﬁ'ddology will be described in chapter 3.

In this thesis, 'tﬁé—rdea—of—eriteﬁafi%ankmg—and—efoéehess Score are proposed to
give the significance (;f each criterion toward each user:'(;n the user profiles. This will
improve the quality of th(;user profile. After the suitable us;ar profile obtained, the group of
good quality neighbors'iis formed "and/ more "the ‘accurate recommendations will be
achieved.

The next’ chagter-described about| the theoretical background iwhich explains the
detail of related work. We then describe more about our methodology in chapter 3. In
chapter 4, we discuss about the experimental results. Finally, we give some conclusion,

discussion and future work in the last chapter.
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1.2 The Scope of study

1. The domain in this thesis is only Movie.
2. Data is obtained from Yahoo Movie System, which consists of 200 users, 1358

movies, and 2550 rating.

visual.

4. The prediction result
1.3 The Objectives of the

1) Toenhance the a ed on Multi-criteria ratings.

2) Propose the Criteri sform the user profile into the novel

user profile.

1.4 The benefit

AU INYNINEING

The propos& methodology will rPIp the Multi- cr|ter|a ratings recommender system to

produce &e s qobi) ﬂh‘iﬁd\rﬁ% ’]b’} Af3iining ﬁ Bidference data into

the user pr%ﬂle in the more suitable way.



CHAPTER I
THEORETICAL BACKGROUND

In this chapter, we will briefly describe about theories that is related to this thesis.
Details of the theories comprise of the derivation, procedure, and also the example of the
related work.

Naturally, when people have to make up theirmind in selecting something or make
a choice on the things that they de not have any idea, they usually rely on the experience
and opinions of the others..Of course we cén find out the suggestions from the people who
are expert at those things of familiar with thé Ehoices we face. Sometimes we cannot make

it

any decision on the available choices by ou}}eh'/es, unless the topic of interest is the talk of

the town.
In the past, the recommendation ocCééienaIly lacks of credibility because they are

i _--;_—-:lj;.l
considered as a means of hidden advertising. Therefore, a new generation of the

i

recommender system site has merged to provide a userwith more comfortable when a user

wants to access the ihf_érmation on the site. The récommehdgr system will accumulate the
history behaviors and alsé_the preferences of users’ experieﬁhces. This experience feedback
from web users will be dathered to form the' content of recommendation. Finally, the
recommender systemdwill 'analyze the' experience| af users to perform the appropriated
recommendation. The recommendation from the recemmender system/will be substitute for
the suggestion‘from the expert.

In the present, the internet has been widely used for exploring the information which
has various categories and also huge information. Therefore, the increasing numbers of
people are turning to the computational recommender system as Akharraz [11] to support,
mediate, or automate the process of sharing the suggested information as Terveen [13].

This is the beginning of the recommender system.
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2.1 Recommendation techniques

The recommender system is another useful system that can help user to handle with
the large information. The technique of recommendation is the methodology that uses
information about user as the helpful data by analyzing the factor of user’s behavior, the
attribute of the items, and also the contextual infermation that might affect the decision of
users and then classify thesappropriate information-te~the user. This method will support
user to access information with _more comfortableness and satisfaction, especially when
users have to face withthe large item .I!spaces Py providing user with the interesting

4 |

suggestion. The recommegndation techgiqués are usually classified into three categories

based on their approach o recomrf;endatié‘rl,j;which are Collaborative Filtering, Content-
Based Filtering and Hybrid. ! A

In addition, the recommen’(_jel-’-.;ystem.:;;ri@lso be classified based on the nature of
their algorithm techniqge into Memow-based;&Model-based approach as Breese [10].
For the memory basedfépp#eaeh,—it—usuaﬂy—evatuates—th&réc@mmendation based directly
on the prior activities of u'_ser. This approach represents the; ;tudy of how people use their
experience in order to im’prove performance heuristics. In C:ontrast, model-based approach

uses previous user activities tasmake [a_recommendation by leaming a predictive model with

prior behavior of user (typically using séme statistical®or machine-learfiing methods).
2.1.1 Collaborative Filtering

The Collaborative Filtering is the most widespread technique as Breese [10], and

Herlocker [12]. From the fact that, people usually prefer to ask their friends who have the
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same taste for the suggestion of the things that they do not have their own experience with.
This can explain the nature of this kind of recommendation technique.

The Collaborative Filtering technique generated recommendations by providing the
items that were interested by other users who have the similar preference with the target

user. This technique will accumulate the user’s preference data in order to find the relation

among users by measuring the ” ween a pair of users. In the similarity

measurement process, syste Breferred items that both target user

and another user have rate S as shown in table 2.1.

e: @mf " 'u ‘.

User 1 Il ﬁ ?\\\ \ rltem3 Item4

.n:mw

[ ] co-rated items

After the measurement is over, the gro “Users is obtained and then the

prediction is generated. mer the prediction ha ed, t@items which are predicted with

The Coll uﬂng nﬂnj ﬂa ’lnj the components of the
RIC), WENTRTIE Y/ Oh (10Tt s

user’s opinion only.

the higher scoreﬁ be reoﬁnﬁended to targetdser.

Unfortunately, the main disadvantage of this technique is that people might give
their own opinions on the different items so that the co-rated items between the target user
with the other users are less or none. This means that system may not be able to find the

neighbor of user or system can only provide the user with the poor quality neighbor. Since,
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the finding neighborhood process needs a lot the co-rated items in order to generate the
good quality neighbor. Therefore, it cannot be sure that they really have the same taste or

not.

2.1.2 Content-Based Filtering

The Content-Based Fi

M@ﬂed the user preference data to
e m—

in the past. The Content-Based

determine which item is r@e iteth thqé_OI
Filtering technique deriVM € Nsatisfy the items similar to the

\ .
the characteristics and properties-ofitems: Finally; the item: hich have a high similarity will

be recommended to theger.

Unfortunately, the weakness of this teghnique is the list of predicted items will be

the static kind o@eu ﬂcgtm&mwﬁemielt’fg Qrgof unrated item base on
the given atﬁ;jaﬁegnﬁ:ﬁsir Iiﬂe r Cﬂj’yﬁnﬁjﬂ)}inl E]t of the same old
things. T%eo , r will'hav uﬂt be rec en o'the items that have

different attribute or feature from the items he/she familiar with.
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2.1.3  Hybrid

Hybrid is the technique that combines two or more techniques such as Collaborative
Filtering and Content-Based Filtering to decrease the limitation or weakness of each
technique in order to gain the higher recommendation quality result. There are many ways
to combine techniques together such as. in the case of Lakiotaki [14]. Uta-rec was a utility-
based recommender that worked using the preference disaggregation principle. In order to
model a user's preference in terms of a set.of additive utility functions, this system
implemented by using UTA algorithm. Cléifpool [7}.introduced the p-tango method, which
makes use of both Content=Based and Collaborative Filtering through a linear combination
for online newspaper daomain.Bichler [15}] combined degcision analysis techniques and
multi-attribute auction mechanisms in o':rEjer f_g".procure goods and services. Ricci [16] make
the recommendation rely jon sthe éombin";atic’)'n of factors as: appropriate destination
modeling; data retrieval andfiltering. with both sharp and approximate matching; scoring

using personal preferences that cansbe deri\ietfi«from a base of previous cases. Green [17]

Y g sl
used conjoint analysis as their methodology.__;ﬂw_éy use various models to infer buyers’

J A

partworths for attribute level then use it predict‘howl buyers will.choose among products and
services. Balabanovic'&r'ShUharn‘fgj‘they—(:Teated the Fab sysfem which is the combination
of Content-Based Filter-ing with Collaborative Filtering. It c'r(;,ated user profiles instead of
used user's ratings used based on Content-Based Filterihg technique. The similarity for
prediction is onlyibased on the user profiles which mean that| the quality of predictions is
fully dependent on the Content-Based Filtering technique. Cho & Kim [26] proposes a
recommeéndation” mewodology “based! on |\Web" usage' mining” that populates the rating
database By tracking customers’ shopping behaviors on the Web, and product taxonomy,
which is used to improve the performance of searching for nearest neighbors through
dimensionality reduction of the database. Li [18] they evaluated a new algorithm, which is
Collaborative Filtering based on item and user (CF-Ul), for help E-Commerce in the
recommendation. Lee [19] tries to personalize each user in order to know their buying

behaviors and accordingly develop more appropriate marketing strategies for each user
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and provide the suitable information and products/services to serve user needed. The
customer’s satisfaction and loyalty can thus be enhanced, and the increase in each user’s
visiting frequency can further create more transaction opportunities and benefit the Internet
businesses. Maneeroj [2] performed the hybrid recommendation system based on Content-
Based Filtering to integrate into Collaborative Filtering in order to improve recommendation
quality. Instead of using only overall rating value, they use user’s opinions on features to
deal with a poor neighbor problem. In the finding high quality neighbor, they used two
filtering processes in order to form a set neighbor®They used Content-Based as the first
filtering in order to obtain the rough neiéhbors set and then used it into co-rated item
method with the “user’s opinion.en.various features” as the second filtering to obtain the
final neighbors set that have goed guality: }

Nowadays, the way of cagmbination is composed in order to measure similarity

between a pair of users. This way follows ﬁhe{;idea of Collaborative Filtering approach. It

.l

differs from the traditional oné in'the sense that the similarity measurement between a pair
' 4 )
of users avoids using the co-rated -i_fem set,-’by;iysing Content-Based user profiles, and

measures the similarity among y_s)e__rsbased oﬁ___tﬁei_r profiles. After the list of neighbors is

formed, the suggestiorj will be done when the system _ﬁnished the prediction of the
unevaluated item.

This technique is <;uite useful and effective, since it éan increase the opportunity
that users are recommended the serendipitous.item. Moreover, it does not use co-rated
item set in similarity measurement. Therefore, the system can know the similarity between a

pair of users even thoughithe users havemnat rated onithe same set af items.
2.2 The step of recommendation

Generally, there are three steps to generate recommendations in the recommender

system, which are information preparation, similarity measurement and prediction.
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2.2.1 Information Preparation

The first step is information preparation. In this step, all useful information such as the
user preference toward the items (overall rating,...), the attribute of items (movie genre,...),

and the contextual information (date, i ce,...) are incorporated and transformed by

the system into the term that thei s the user profile. This profile will be

senLE thr

comprised of the informatw e charaeteristic of each user.
2.2.2 Similarity Measure/

or the information about the items. o r witl

prediction step. The simﬁﬁ e p sing the correlation coefficient to find
I _

out the relation among L?ers such as Pearson’s Correlation coefficient, and Cosine
=

coefficient, whioﬁiﬂ% %@%ﬂ%”ﬁrﬂﬂ 8 ’] ﬂ j

U

QRAALAIAUMINGIAY

Pearson’s Correlation coefficient is a kind of correlation coefficient that
denotes the relationship between two variables that are measured on the same
interval or ratio scale.

Numerically, the Pearson’s Correlation coefficient is indicated as same as a
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correlation coefficient that is used in linear regression; ranging from -1 to +1. A
value of +1 is the result of a perfect positive relationship between two or more
variables. On the other hand, a value of -1 determines a perfect negative
relationship. When it is used with a non-linear equation, the Pearson coefficient can

be misleadingly small.

Cosine simila : s the cosine of the angle between two vectors in
-. en the angle is 0, the result of the

Cosine function is equal to- - When the angle is of unequal to 0, the result of the

Cosine functio le ' ine of-the angle between two

-

vectors thus detél

r nting the same direction.

g2

Usually, t@s Cosine coefficient is used to compare the documents in text

mining. Fﬂwg ﬁmmﬂﬂﬁﬁmeawe cohesion

within Cluagrs.

q RAAINS I UBA LA L scconco

Product formula as the following equation:

a-b = ||l |b]| cos @
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The cosine similarity is represented using a dot product and magnitude as.

A-B _ Z?:I f‘li Lt Bi
Vi (A2 x /2L, (By)?

similarity = cos(f) =

rs A and B are usually the term
frequency vectors of th un . imilarity can be seen as a method

of normalizing docume ng the-.eomparison.

The result of si |t was exactly opposite, to 1

eendence and in-between

The cosine si ! : {' ume ill range from 0 to 1 in the case of
information retrieval, si ! rimfre ncies (tf-idf weights) cannot be negative.

The angle between two Vl'h'“—‘-’--i?-'-; ctors will be less than 90°.

This cosine-simitarity-meiric- ¥ e ‘ ich that it yields the Jaccard
coefficient in these 0 h@Tanlmoto coefficient, T (A, B),

represented as.

ﬂ'lJEJ’J'VIEW]’ﬁWEJ’]ﬂ‘i
quﬂﬂﬂﬁwﬁﬁﬁﬁ%ﬂﬂﬂ 0
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2.2.3 Prediction

The final step is the prediction. In this step, system used all related information in the
numerical format such as rating and similarity to calculate predictions that indicate user
feeling toward the items. After the prediction finished, the system will generate the

recommendation result based on the list redicted items. The items the target user

has not rated were predicted in th by using neighbor’s rating given on

i) 6)

et user, r, denotes overall rating

Where Pr, represents predi I

score of neighbor fh for m iR o imilarity value between neighbor jth

and the target user.

2.3 Single rating and \

‘ 0
2.3.1 Single rating “ l

- m&rmﬁw WNW‘T’E”WET”W B o

items.

Above three techniques Collaborative Filtering, Content-Based Filtering, and Hybrid
have been developed on the single rating (overall rating) to represent the utility of an item to
a user in the two-dimensional User X [tem space. In order to improve recommendation, the

developer needs to accumulate more information.
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This addition data will help system to understand user better, since it can provide

more data that will represent the user characteristic in more reasons.

Table2.2 The example single rating/and Multi-criteria ratings on a user

User\Movie Movie A Movie/B Movie C Movie D Movie E
User A (Single Criterion) 9 4B 9 7 3
User A (Multi-criteria) OESme5 1) B(11111.5:5) (1 4.,7,7) 7(10,10,4,4) 3(5,5,1,1)

i

Single rating cangonlyfdefine hew much users prefer toward the items, but Multi-
criteria ratings can represgnt the preference of users toward the items and also indicate the
reason of users’ feeling toward each Criteriot{.;for example, as you can see from table 2.2

User A is concerned on each criterion with t@%‘beciﬂc pattern which is (high, high, low,

low). This can be explained. that the Criterion ‘effect to a user.in different level. This should

help the recommendaiicﬁn performance because the additioh‘azls'information will provide more
understandability than the;_previous one. |

After obtaining rating from users, most'of the recommender algorithm aim to analyze
the common trend 'of ‘preference among Users: Suppose that there are three users as table
2.3. All usersywereyrated the.same moviegwhich issthe.mevies'A”=lf we censider the value in
single rating column, which can describe only the feeling of users toward the items, system
will understand that user A and user C is the better neighbor than user A and user B.
However, if we consider the values in Multi-criteria ratings column, the values of each
criterion can be summarized that user A and user B are certainly adjudged to be the high

quality neighbor because they have the similarity on each criterion more than user C.
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Table 2.3: The example single rating and Multi-criteria ratings on multi-users

Movie Movie A
User Single Rating Multi-criteria ratings
User A 9 9(13,13,5,5)
User B 8 8(11,11,5,5)
User C 9 9(11,7,7,11)

Multi-criteria ratings would allow therecemmender systems to respond to users’
individual dynamic needs™ina more’ personalized manner and also adjust the

recommendations accordingiy:

]
Moreover, the Muliicritefiasratings obtained more information about user preference

in several interesting componénts of items..Leveraging this additional information in the
recommender system shotld be rhore adyantage for users, since it can remarkably
increase the accuracy of the recomfﬁéndatior_i—éua'lity.

add v oll ol ok

The main goal of Multi=Critefia-fatings ié-’iégjorovide more information that helped the

system to maximize user's justification. The:fiziff!érence betyveen single rating and Multi-
criteria ratings is the Iatférhavermore—inforrﬁaﬁorraboui—useréﬁd items, which can be useful
for the recommendatiorf_ process. In addition, the usaée of Multi-criteria ratings in
recommender systems can provide more benefits to their users. In order to using Multi-

criteria ratings inithe recommendation.system the appropriate technique is required.

2.3.3 Multi=criteria ratings‘recommendér technique

Multi-criteria ratings recommender technique is a new generation of hybrid
recommendation technique based on Multi-criteria ratings, which provide additional

information about user’s behavior, preference, knowledge or the things that can help system
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to classify a user more clearly. This information is the data that affect the user's opinion
based on the items’ information.

Multi-criteria ratings have an important impact on many applications. Such systems,
which refer as the multi-criteria recommender, were developed in numerous application
domains. These include the movie recommendation [28], [29], [31], [32], the restaurant
recommendation [6], the product recommendation [8], [22]-[27], [30], [34]-[36], and others

[33]. For example, in food industry for E-commerce,sservice, cuisine and distance are three

-
significant criteria for restaurant.rating. In fact, Multi-criteria ratings for an item can provide

us more precise approximationssto.the similarity betweentwo users than the overall rating,
|

since they give a good insightinto'why users like the item, whereas the latter can only tell us

it

how much users like it.

Recently, Multi-criteriat ratings reco‘;ﬁ_mender technique has been developed in
various approaches based on the dét_a-_informjaii_c;ﬁ of the considered domains. For instance,
in order to leverage and incorporate‘the Multi-@éﬁa ratings in the recommendation system
on movie domain, Adomavicius {3} proposed :t)i-\;olépproaches: (i) the aggregation function-
based approach and {ithe-similarity based approach. 7

For (i) the aggfégation function-based approach, the; generate pseudo ratings for
unrated items in each criiérion by using the traditional recommender technique. After that,
they use machine leanning to |generate ‘the "aggregation function base on the real Multi-
criteria ratings. Finally, the predicted overall ratings were performed by using the pseudo
Multi-criteria‘ratings as the input'into the aggregation function.

About (i) the similarity based approach; they applied the traditional Collaborative
Filtering on the Multi-criteria ratings. About the similarity measurement, there are usually two
different approaches to leverage Multi-criteria ratings in the similarity calculations which are

“aggregating traditional similarities that are based on each individual rating”, and

“Calculating similarity using multidimensional distance metrics”.
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2.3.3.1 Aggregating traditional similarities that are based on each individual rating

This approach can use any standard similarity metric such as cosine-based
(4) and calculates the similarity between users (or item based on each individual
criterion)

The overall similarity can be calculated by aggregating the individual

/y imilarity and worst-case similarity.

ing all individual similarity using

similarities in several ways

L4 Average

the following eq

(8)

-----

ﬂ‘lJEJ’J'VIEJ‘ﬂﬁWEﬂﬂ‘i

2.3.3.2 Caﬂulatlng similarity uspg multldlmensmnal distance trlcs

AR1ANN I um'mzna 3

In Multi-criteria ratings, multidimensional distance metrics is one natural
approach that is used to compute similarity among users. Such metrics is simple to
understand and to implement. It is noted that the metric of distance and similarity
are inversely related: the smaller the distance between two users, the higher the

similarity. There are three steps to calculate the similarity between two users.
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First, it is essential to calculate the distance between two users’ rating for the
same item. For this purpose, any of the standard multidimensional distance metrics
can be used such as Manhattan Distance and Euclidean distance. The details of
them are described in the last part of this chapter.

Second, the overall distance between two users u and u'is calculated using

\V//g (RGu,7). R(u'1)) ©

the following equation:

dmu(u.ﬂ} 2

Where / (u, u') d% \ fb_ w.and u'have rated. In other words,
the overall distance lpet WO e average distance between

heif c@-r }d@em.,

From the aboveDNo ap

necessary in the similarity measurement processt

Anhoughﬁuleugﬂ APV ot Hid ) @ms, sometimes co-ratec

items are just a few or none. The consequence of this fact will lead to the sparsity effect

proion el e de el il b ebsroment. s

they cannot be sure that which ones are the suitable neighbors.

e CorﬂJded that co-rated items are

Another literature, Le Roux [1] constructed a recommendation base on
amalgamating the multiple criteria decision-making model as Plantié [20], Park [21] with the
Collaborative Filtering technique to suggest the relative courses for graduate student(s).

This should utilize especially for the non-native ones by using student(s)’s background and
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interested career(s).

Instead of using co-rated items, many literatures were created user profiles to
reduce the sparsity effect problem such as Chapphannarungsri [4] and Rattanajitbanjong
[5]. They both also focus on movie domain by using the hybrid concept to aggregate multi-
criteria with multidimensional and used movies'(items) feature vector integrate with users’
preference ratings. Then the system normalized it to generate the multi-criteria user vectors
(profiles).

Chapphannarungsri [4]-ehange Jthe wayof weighting by weighting all the
component of each featuresinstead of weight only the biggest component of a feature and
also focus on the frequency qisselection whlen the users are searching for the movie. They
separate characteristicof usér into threei:ye.ctors: (i) User Preference Vector (UPV), (ii)
Selection on Movie feature Vector (SMV), (iﬁ:j Multi-Bimensional Vector (MDV). (i) The UPV
represents users’ opinion on afeature of mo»ge éharacteristic. In order to construct the UPV,
the movie feature vector needs to t-rar-wsform'-.:é;( dr:nultiplying normalized rating toward each
movie. Whenever the user rates the l-ﬁ.ovie, thé{.tjEV will be automatically updated for that
user. (i) SMV denotes the behavior of iser Whé;;_--ikjey search for the movie by accumulating
the frequency of featlre_selection. The SMV_ was Construéted to reduce the unsuitable
weight. (iii) MDV definesthe factor that might affect user prgference toward the items by
collecting more informatidh about their contextual information such as date, time, and place.
The MDV use multiple linear ‘regression analysis ‘o perform the multidimensional instead of
using reduction-based.

They use URV, «SMV,| and " MDV- in “the “finding: heighborhood fpfocess using the
distance metric to measure the different of users’ characteristic among users.

Rattanajitbanjong [5] use pseudo ratings based on multi-criteria by applying Naive
Bayes. In order to find a neighbor, the pseudo CF table that derived from user profile vector
with movie profile vector and also contextual information are needed.

Actually, user profiles were performed by accumulating data of user behaviors and
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preferences such as aspects of items, which can represent the characteristic of users.

Even though user profiles can denote the characteristic of users, but to measure the
similarity among users the multi-criteria values in user profiles may not be efficient, since
Multi-criteria ratings values can be the cause of SDDS problem as mentioned in the
previous section.

Therefore, in order to help syste
indicates the characteristic of u , we have to focus on applying the user
profile by using Criteria-Ranki 5 a 7 @Ioseness Score for the similarity

eet the appropriate data information that

measurement. Both Crit e can completely denote the

significant of criteria, ing with the cause of SDDS

problem, in the suitable

2.4 Multidimensional dista
2.4.1 Manhattan Distance

The functlonaIL&bf the Manhattan Dis n ate the distance that would

be traveled to get fro -» _ath is followed. The

Manhattan distance is thuum of the differences of the Cormpondlng components

between two items

B Ul INENINYING

The formula for thi/distance between a pomtX (X1 X2, etc.) anda oint Y= (Y7, Y2,

el ’Q‘W’W@Nﬂ‘im u‘wnwma d

d= 2:1 Ix;-y) (11)

Where n is the number of variables, and X, and Y,are the values of the i variable, at points

X and Yrespectively.
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The difference between Manhattan distance and Euclidean distance are illustrated as the

following figure:

¥ ¥

A

Manhattan Euclidean

Figure2.1: The difference between Manhattan distance and Euclidean distance

2.4.2 Euclidean distan07 |

In mathematics, the Eucli n di B an metric is the "ordinary"

connecting them (P4)

(7% A
In Cartesian coordinates, if p G-, ) @re two points in

Euclidean n-space, thenthe distance from p to q, or from q 0 p is given by the following

= AUHINENTNYINT
RINNIUUNIING N

d(p,q) =d(q,p) = V(@1 — p1)? + (@2 —p2)? + - -+ (G — Pu)? = \ > (- p)2 (12)

i=1




CHAPTER IlI

METHODOLOGY

This chapter talks about our proposed methodology in deeply detail. All principals

and also reasons are described on this,chapter too.

The main idea of our methoedology is that.people who are thinking in the same way
should be considered as the.good-quality neighbor.kherefore, we should separate users by
using their personal feedback teward. items. The similar feedback should indicate that they

have the same idea. \

Many researchers direcily used the. Multi-criteria ratings to calculate the similarity
among users to classify users pased an th;e imulti-criteria recommendation system. This
might not be the suitablesolution t_c_) group the s:i_milar users since it may be occurred the
case of “Same Distance but Diffefe!r_]Ztm Similé{rj.t___‘a-s mentioned in chapter 1. Therefore, we

propose Criteria-Ranking and Oléseness Sc'é)fé!:to Pe the appropriate solution for the

process of finding the group of users who are ftﬁ;r}’king in the same way.

In order to enha'rjc—;eJeheaeeHFaeyLef—Feeemmenelaﬁeribased on Multi-criteria ratings,

we use the Criteria—Rahl‘dn'g to transform the user profile into :'(Sriteria—Ranking profile, and we
use the Closeness Score"t-o measure the similarity among users in terms of Criteria-Ranking
profile.

To use theé|Criteria-Ranking and the Closeness Score technique, the system should
processtas the followingisteps=First, the users natings are'summérizedand transformed
into the user profiles. Then, each criterion on user profiles is ranked by comparing each
criterion’s value with each other to transform user profile into Criteria-Ranking profile. After
that, in order to measure the similarity among users in terms of Criteria-Ranking profile, we
use Closeness Score to indicate the different importance of rank to find the correlation

among users without the SDDS problem. Finally, we select Top-N neighbors who have
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higher Closeness Score and then transform Closeness Score of them into the similarity

value in order to perform the recommendation.

The process of this work can be divided into these following steps:

3.1 User Profile: This will describe ow to create the user profile based on the

multi-criteria rating.

3.2 Ranking Profile: T( ' ' ~ --.\-h novel user profile based on
multi-criteria ratin = \

3.3 Similarity Measure IS process ol how to measure the distance or

3.4 Prediction Generation: This e xplai ,;,}'. ediction process which uses the rating
and also simila .,,:'-::-“::"':'-:T::??'““-ETJ; average technique in order
A )

to generate the di o

. Recoﬂ%g}ﬁgm@wm Ao process of e

recommendation system The Recommendation Process in theaexperiment study is

e AN N TU AN ING TR
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Convert user profile Convert Criteria-

Create User Profile  into Criteria-Ranking ——  Ranking Profile into
profile Closeness Score

Select top-N
neighbor

3.1 User Profile

The user profile, is C eference values of a user toward
rated items and items’ g """""""""" E’@ rate, acting rate, direction
rate and visual rate accﬁjing 0 o Syste f;] he scale of rating score starts
from 1 to 13, which represe@t&he preference @el from the least to the most.

To meetfo SR R AR RIRD RS B Foricn rave vats more

than 7 are utlllzeaI to perform the user profiles (p e Dacy)s Where Pac; denotes the

o RN T T B s

using the fallowing equation.

_ . ) yi=1;ifri>7
Pac; = Dier, Vi {yi = 0: others (13)
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Where ch denotes the set of user’s rated movies on that criteria c,. r, indicate the rated value
of user for the movie / on criteria c,

For example, suppose that the system obtained the multi-criteria preference data of
a target user as shown in table 3.1, which displayed the rating information of a user who has
user id equal to 1. This example shows his rating on each criterion for five movies. In order

to compute the user profiles, the system will be processed as the following steps. First, any

!’ﬁ;eater than seven are counted as the

alues are divided by using the total
number of rated items of that useri 0 alize the frequency of user’s criteria
values in every element " Dle is ed the result of the calculated

user profile.

criteria ratings for any movie th

frequency of user’s criteria.

’ 1 ‘g' N o '\ a of a user
User ID | 1 ﬂ‘-‘\i

D| ection Visual

7

12

6

1 et gt === 10

Auednaningng

J1 (@b 1 O Oy / !

(7]

22
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3.2 Ranking Profile

It should be potentially advantage for users if the system can understand more
clearly about user purpose on giving their preference values to the items. In order to do
that, only general user profiles may not be sufficient enough, since the SDDS problem
occurs on it as mention in section 1. Thus, we propose Criteria-Ranking that can define the
appropriate characteristics of users by demonstrating the level of criteria’s significance.
Rank order starts from one, which'is the most to'the‘least important.

For example, as the resulirof the t;ble 3.2, now the system compares the values of

each criterion with other critéria.of that user to determine the significance level of criteria.

Then the result of comparison is‘displayed és table 3.3.

3

— st

Tabié 357 The critefia-ranking'profile

User ID | Story’s rank Actilhg’s rafr_ﬂ_g! /| Direction’s rank | Visual's rank

1 R3 SR Lol R1 R4

3.3 Similarity Measure-m_‘fént

The goalGf calculating users’ Similatity=is ito form a grotup«6ef good neighbors in order
to generate the better recommendation.

As mentionedsinichapter, Criterfa{Ranking ‘still needs a technique to cope with the
SDDS problem instead of directly using Criteria-Ranking value to perform the measurement.
Therefore, we intend to propose using the Closeness Score.

The Closeness Score is derived from the assumption that higher rank should get the
more impact than the lower one. Therefore, the difference on rank 1 should be more

important than rank2, rank3 and rank4 respectively.
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In order to give importance for higher rank, the Closeness Value table is created to
transform difference values of Criteria-Ranking on each criterion between target user and
other users into Closeness Value according to the importance of rank.

After that, Closeness Values of all criteria are summarized to be the Closeness

Score. This Closeness Score will represent the similarity between target user and other

users. Then, system will order the descendmg to get a list of the nearest

neighbors.

After the system ob% ' letely, system will select top-N
rank and then convert th lues.

In order to hav of similarity measurement is

divided into three parts: p-N neighbors’ selection and
similarity value calculation

A
3.3.1 Closeness Score Measurem

The Clo Sness—value=tal o i atec on the assumption that the
similarity of highqr ank'is 1an the mwilarity of lower rank. The result
of this should help E‘S to reduce the effect of SDDS problem because the score will

o t“ﬂf%“%l@ BRI 1T

fAce our experlmental data have four criteria, the pOSS|b|I|ty of rank order

QTR ST WY TR T v e

betieen each rank can be only from 0 to 3 as the result on table 3.4.
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Table 3.4: The difference of rank order

Rank1 | Rank2 | Rank3 | Rank4
Rank1 |0 1 2 3
Rank2 |1 0 1 2
Rank3 | 2 1 0 1
Rank4 0

This table shows th i e@g the ranks of our criteria.

Since the ra bR i nce of rank is 0-3, so Closeness

Value table must

denotes the level ' _ :;_' r ween target user and other users.
The value of'ea - 1 16 .5'is The Closeness Value for each level
: users and rank of target user (Rj) on
every rank level. At Ain ' w Ve is 4 determines that rank of another
user (R1) equ _\i- level is DO.
At the first ave four criteria, so we set the
highest values o:‘me Closeness Score table to 4 atgé most importance cell (1, 1) of

the tableﬁwweﬂ;ﬁjiwﬂ w%fwgré]fﬂﬁmwer rank and also the

higher différent values. So, Closeness Value table is displayed like table 3.5.

PIAINTUNMINGAY
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Table 3.5: The closeness value table

ank of Criteria
R1 R2 R3 R4

Different Value

DO 4 3 2 1

D1 3 2 1 0

-2
Where Ri denotes n indicates the different value
between the rank of other user on each criterion with

kup table. For example, target

user got his/her pro _ : Y ' riteria 2, R1 for criteria 3, and R4

Criteria2
.

Criteria1

Criteria4

4R
3 2 4 11T PR

WA TUNAINY A Y

First, we concentrate on rank 1 (criteria3) of the target user. After that,

difference value between target user and user A of such a criterion that contains

rank1 (R1) of target user is calculated by using the following equation.

Dc; = |Rec; — Rycl (14)



37

Where Dc, denotes the different value on the criterion /, Rc, indicates the rank of
target user on the criterion /, and R c, defines as the rank of another user on the
criterion /.

So, the difference value on criteria3 equal to absolute of R1 subtract with R4

that is equal to 3. After that, th

(table 3.5) at the cell (R

loseness value from the closeness value table
be the component of the closeness

score. Then, the CI ank 3, and rank 4 are retrieved
respectively as sa oseness Value of every criterion

summed to be th A and the target user.

s/the highest Closeness Score

e ¢ i i i‘f thei core (unordered)
ser | seness Score
¢ = o
AAIURIINEINE
' 172 10 »
25 6
33 10
45 8
66 6
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For example, as displayed on table 3.7 user 12 and user 33 got the highest
Closeness Score that is 10. So, user 12 and user 33 will be the first order of the list.
Then user 45 who got Closeness Score equal to 8 will be the third order respectively

as shown in table 3.8.

c 1//// ; ‘\\\\\\\ 1
45 ‘,// T‘\&\\\\ | 3
_ /@24 \\N :

333  Similarity

J

Irﬂrﬂtgﬁﬂ% lﬁ ?Pll%iﬁtmﬁﬁser and other users, the

list of top-Ni users will use to perform the similarity while the highest value(s) is top1

R TR Ie I YT =

follqwmg algorithm.

For(x=1)ton
{

Similarity value = (n — (x-1)) /n
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Where x denotes the position of top-N neighbors, n represents the number of

nearest neighbors.

For example, as table 3.9 this represents the converting process from the

nearest neighbor list order into the imilarity values.

Table 3.9: The Ex u.;-\ ofth | of similarity value

rsmm rity value
AV//AEI\\\EM e
55RO
4727 T\ T
f [Jaii !1?&- =02

D7

Neighbor name

D

> O| m| @

The range o denotes the most similarity that

means the user gnd-the-target user aste, 0 define the least similarity

the o;ﬁasite taste.
3.4 Prediction Gﬂa%rﬂ ’J qn EJ ﬂjw EJ,] ﬂ ‘j

ARSI ST gy e

neighbors @s the following equation.

that means the uﬁ' and

Pr, = Zj=1(rij v 5)) /ijl(sj) (15)
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Where Pr, represents predicted rating for the movie i" of target user, r; denotes overall rating
score of neighbor fh for movie /" and §; indicates the similarity value between neighbor fh
and the target user.

After prediction has finished, the recommendation can be performed by suggesting

the items with the high values from the list of predictable items.

AULINENTNEINS
PRIAATUAMINYAE



CHAPTER IV

EXPERIMENTAL RESULTS AND DISSCUSION

The experiment aims to evaluate erformance of our proposed methodology by

comparing with other two methoc /ed implementation using Visual
Basic.Net programming lan : S%Sewe!ﬁ@e management system. The first
one is the typical &milarit?( i ndat|on technique and another
one is a technique which di e on the multi-criteria user
profiles

Before the experim ded two things to support the
experiment. The first one is i e evaluation metric.
41 Data

We gather data ‘data consists of 200 users and

1358 movies with produe o0 two different sets, first one is

training set (70% ati ‘)i‘ qﬁ set.(remaining 30% of rating) in the
experiment. Nor@lluﬁo ﬂﬂm iller Ecljilsﬂgive their feedback for
each movie overaII rating an f&Jr criteria, whieh comprise of 'story, acting, direction
and visua avﬁ mu iﬂm'] angﬁ xE]Criterion of each

movie. The meaning of each criterion can be described as followed.

2550 ratings. The ratings split in
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® Story: this criterion is about movie story, plot, or scenario of each movie.

® Acting: this will define user preference in the actor / actress.

® Direction: this depends on the satisfaction of user to the performance of the
movie director.

® \/isual: this corresponds to what user saw in the movie. Such as costume of

actor/actress, location, lace where the movie was created.

So, there are four cri

to A+. After collecting d al numbers in the ways that A+

and F stand for the most s are ranging from 1 to 13.
Table 4.1 show the real
This format comprises of u

rating, and visual rating.

—_;I' ) b S

| Story rating

Userid Movie id irection rating Visual rating
1

| supposed thatﬁe ﬁﬂ‘ha%ﬂ iﬂﬂ%"aﬂ ﬁ mivﬂtﬁ has movie id “115”. He

gave his opinion by rating seven for overall rating, eight for story rating, nine for acting

rating, ﬂvaf ﬁt@eﬁi;f] Tgﬁoﬂﬁ lallm? Wrﬂrﬂtﬁ;ﬂlt of this example

is displayeqi as the ta

User id

Movie id

Overall rating

Story rating

Acting rating

Direction rating

Visual rating

1

115

7

8

9

5

6

Table 4.2: The example of real rating information
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We research by using various combinations of parameters for our experiments:
number of the nearest neighbors (3, 5 and 10) and number of users (100,200).

The obtaining data from the yahoo movie is not straightforward and automatic. Some
manual processes are required because the purpose of the website is for the commercial
only. Therefore, they not provide any service for the researcher to obtain rating information.

Next, we will describe the step for obtaining the data from the site.

4.1.1 Accumulated the dataset\@woo!' e
b4
New User? Register  Sig \M f
AHOO' _‘s

MOVIES

In Theaters Showtimes & ¥ (s QMM S00¢ Chp'S Ney Movie Talk Blog

COVERAGE NNUA ik the w ’ shar
ACADEMV A ‘f with ;\ {ends on Facebook!

Partman in the = iR R PREMIERE
jare - " 2

on) marrying lhe ﬂ
guy she s aMays loved.
Y TRALER YAHOO'

Qn £
fl o - 3E “SE OWT » ES AND TICKETS

Awards Central

ammffmﬂ%ﬁﬁﬁmﬂ

As shown in figure 4.1, the Yahoo Movie is the site that displayed movies’
information. For every movie, it will have its own page that described about the information
of the movie in detail, show times & tickets, trailers & clips, cast & credits, critics review,

user review ... etc.
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The user review is the function that the register user can give his/her opinion by rating on
four criteria for each movie and also give some comment for the movie that was interested

by him/her. The data can be obtaining by following these steps.

1. After we reach the main page of the site, we can be looking for the interesting movie
by many ways. In this case, we a(e“lgff from the box office by click on the box

office. Then the box offlce-.g%ge will be the figure 4.2.

New User? Register ~ Sign er«/

YAHOO.a

MOVIES

r%m., I Web Search
.

S"“\W\s\ Ol i @ C & @

-_.ll..l.

In Theaters Showtimes & Tickef® ComingSoon.” s, Acatemy Awards  Tralers & Clips, . “News ' BoxOffice  Movie Talk Blog

- G/
| ST A ol BgMommas HalPass  XMen
ad Lo Lo rid
Pigk the winneré-and share , > Yaoo!
- — - - Y MOVIES
with your friends on Facebook 57
"/ Vote Now

Weekend Box Of

Feb18.20 weeblgnf:

This Last Title I
Wk Wk Gross  Trots Wks Theaters

Unknown F - Wamer Bros. Pictures G S21770000 S21770000 1 3043

] w@m VB T RN T

Gnomeo & Juliet Touchstone Pictures $19.400,000  §50,421,000

~ Columbi thalMohoanlure ﬁ
i;lhlenuryy ’]7000 0 7000b 2021 Hona Wagging

E=

Figure 4.2: The box office page
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2. As shown in figure4.2, the list of box office charts will be displayed. In this case, we
choose the top of the list which has titled “Unknown”. Then the page of movie

“Unknown” will be displayed as figure 4.3.

New User? Register  Signin_ Help Trending: Tim Allen ] Yahoo! 4] M @ ® B @

YAHOO!, wovies _ E || s

nTheaters  Showtimes & Tickels Comma-Soor "  PholoGalleies =Tralers&Clips-chiews  BoxOffice  Movie Talk

i Al J,M'W NOW
L’WKMQWN PLAYING
Unknown 2

Overview  Details  Trailess & Chips - Movie Stills Cast&Crats  Critics Reviews  User Reaviews  Showtimes & Tickets

(]

UNKNOWN

IN THEATERS
FEBRUARY 18

Figure 431 he page of Movie ‘Unknown’

3. This page will provide a user with the detail of such a movie. To see the rating
information of register user, the simple way is clicked on the “User Reviews” link

which on the middle of the page.
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Movies Home | InTheaters | Showtimes & Tickets | Coming Soon | Top Rated | Trailers & Clips | News | Box Office

Please Enter a Location

T The Critics: .
Movie Main Page € B’_' 1cs Start Rating =
Movie Overview 12 reviews Movies Now! (Zip or City, State)
Movie Details Yahoo! Users: Sign In Favorite Theaters - Sian In
Showtimes & Tickets B+ or sign up

DVD/Video Info

Trailers & Clips
Cast and Credits

Awards & Nominations

Write your own review

Reviews and Previews
Critics Reviews

P User Reviews

Photos
Premiere Photos
Movie Stills

Community
Message Board

- This movighvas neafebtod 26 TakBh: meetsh  acting:
Shopping A “The Bailine IdaRtiaZicith .
Buy the DVDN|de° be the charact G Nk there Direction: F
/ Visuals: F LET THE
Other Resources 3

TREASURE

N N

e oA

4. After clicki tﬁﬁrﬁﬁnﬂ ewﬁeﬁ;ﬂgﬁpformation from the
reqister ua isplaye file 4. ve ting, story rating, acting
¢ o/
KL MENIRIZE VM) [
as their comments for such a movie in this page. Therefore, we can manually collect

the data from this page.
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4.1.2 Transforming Data

After we finish obtaining the Multi-criteria ratings, now the Multi-criteria ratings that are the
character format must be transformed into the numerical format by using the mapping table

as shown in table 4.3.

Table4.3: The mapping tabl it “e j, ter rating into numerical rating

V '”‘"f/

al rating

e =

) m;gﬁ\
AL TN
LA =00
/[ [P LA\ O\

ﬂusjf‘mzj‘??fwéﬁfrs
ARIAINTUUNINIAD

After we ﬂmsh the transformation of the numerical format, the ratings’ information ready to

use in the calculation of our proposed methodology.
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4.2 Evaluation Metric
MAE (MEAN ABSOLUTE ERROR)

The mean absolute error is an average of the absolute errors. In statistics, the mean

absolute error indicated the quality of outcomes that derived from measure how close

with the more standard psolute devi tion. The same confusion exists
more generally.
Each method is ¢ '. ute Error evaluation metric, which

can be displayed as the fol

(16)
The Rc; indicates the al overall rating that ust ‘of movie i in the test set .The
Rp, is the predicted ov e vm/ by using our method, and /

represent the set of the mO\éle items in test set

ﬂUH’J‘l’IEJ‘ﬂTWEJ’]ﬂ‘i

4.3 Experimental ‘Result

ARIANIUNAINEN AL

In @rder to illustrate the performance of our proposed methodology on real-life data,
we performed the empirical analysis on four methodologies. These four methods were
implemented on the same environment to determine the accuracy and quality of each

methodology.
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® Rank: Our Criteria-Ranking and Closeness Score technique with original Closeness
Value table (Table 3.5)

® Multi-CF: The typical multi-criteria recommendation proposed by Adomavicius [3]. It
calculates the similarity between a pair of users by obtaining their overlapped rating
information.

® [Fuclidean: A technique, which

' p applies Euclidian distance on multi-criteria

user, profiles.

For fairly compari tes the prediction using weight

average approach des 3. After the predictions were
completely done, we u termine the accuracy of the

predicted results. The lo racy the result.

Neighbor =10
Method Number of user
| | 100 | 200
Rank YE —= 4 [ 2,13 [ 1.99%
Multi CF ﬁ}é?s\s 2ﬂ 220 |220
Euclidian 237 2.46 228 | 243

FHJEJ g ‘VIEJ‘V]‘iWEJ']ﬂi
Skl S0 NI ND AL e s

every combmahon than the other two methods that mean rank method will produce better

recommendation results than the other method.
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4.4 Discussions

According to the evaluation results, ranking technique can provide higher quality of
recommendations than both multi-criteria CF and Euclidian distance on multi-criteria user
profile.

The reasons are the traditional i ’ ia CF need co-rated items to perform the
similarity measurement that m | %}uite low or none this technique may

produce the unsuitable nei muse real criteria frequent values

to perform the similarity .1 Therefore, they both tend to produce poor

neighbors, because the [ > Cri \ 2} \\ e sparsity effect problem and
the Euclidian Distance b _es.the SDDS problem.

. 1T

In contrast, rank and \\ \-.- on the significance of criteria

provide higher quality of re rank used similarity on user profiles

instead of co-rated items to fect problem and use Criteria-Ranking

profiles with Closeness Value tabf 10 e uce th DS problem. Therefore, the high quality

 ——

neighbors and better recommendation-quatity ccordingly.

Y
A

g
AUEINENINYINT
RINNIUUNIININY



CHAPTER V

CONCLUSION AND FUTURE WORKS

5.1 Conclusion

The SDDS probl irectly used value of user profile

elements to perform th e with such problem, Criteria-
Ranking technique is pr: er of criteria’s significant level
toward the user characteri used to convert rank to be the
value vyielding to find the ir of users. Consequently, the
improved user profile and g ility neighbors are achieved respectively.

As the experimental r:

useful to help system to undeﬂ‘%&?ﬂé Fios. learly. Since our Criteria-Ranking and
Closeness Score te b\}ique can overcome_t.b‘i ce but Different Similarity

problem and provi ally, the higher accuracy

recommendations were achieved.

U5 ININTNYINT

5.2 Future works

ARIAINTUURIINYIAY

Fonqthe future work, the contextual information should be additional information. This
data will represent the user’s characteristic as well. How can we apply this data in order to
gain better performance? Can we apply the novel methodology to improve our concept?
How can we combine the new methodology with the current one to support the integration

of multi-criteria with multidimensional? This combination might produce some problem, but it
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should increase the prediction performance. Since, the system might understand the user

more clearly.

AULINENTNEINS
ARIAN TN TN
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