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NARISSARA CHATRATTANAWET: PERFORMANCE ANALYSIS AND CONTROL
OF SOLID OXIDE FUEL CELLS WITH DIRECT INTERNAL REFORMING. ADVISOR:
ASST. PROF. AMORNCHAI ARPORNWICHANOP, D.Eng., 4 pp.

This research focuses on the performance analysis and control of a solid oxide fuel cell
(SOFC) with direct internal reforming using methane as fuel. Firstly, the steady state analysis is
performed to design the optimal operational condition for this system. The direct internal reforming of
methane in SOFC can utilize the heat from the exothermic electrochemical reaction to produce hydrogen-
rich gas, leading to an increasing system efficiency. However, the coupling of the endothermic reforming
and electrochemical reactions results in a complicated dynamic response. Therefore, the effect of input
variables on the cell temperature and cell voltage is analyzed to investigate the dynamic behavior that is
important for design a controller. It is found that the cell operating temperature and cell voltage are
dependent on the fuel and air inlet temperature as well as the current density. Next, to achieve the efficient
control system, the control structure design of the SOFC is considered to identify good controlled
variables and manipulated variables. The concept of a controllability analysis is applied to the control
system design of the SOFC for the selection of input-output pairings by considering the relative gain
array (RGA). The result shows that the inlet molar flow rates of air and fuel are manipulated variables
to control the cell temperature and the content of fuel, respectively. Finally, the conventional and
advanced control techniques are designed and implemented to control the cell temperature, the content
of methane and the cell voltage. In this research, the model predictive control (MPC) that is a model-
based control strategy is proposed for SOFC control. In general, MPC requires the accurate and reliable
model of the process to be controlled. However, the SOFC model is complicated and involves uncertain
parameters. Therefore, an off-line robust MPC algorithm is developed and employed for controlling the
SOFC. The robust MPC algorithm based on linear time-varying (LTV) and linear parameter varying
(LPV) systems is also studied. The simulation results show that under the model uncertainty, the
proposed robust MPC can control the SOFC and guarantee the stability of the SOFC. The robust MPC
algorithm using the LPV model of the SOFC can achieve a better control performance because the model

parameters are on-line updated and used in the control calculation.
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CHAPTER |

INTRODUCTION

1.1 Research background and motivation

Fuel cell are electrochemical devices that can convert the chemical energy of
fuels (often in the form of hydrogen) directly to electrical energy by electrochemical
reactions without the combustion reaction (Yamamoto, 2000). In general, the fuel cells
are classified fundamentally by electrolyte types corresponding to their operating
temperature range. Among the currently available fuel cells, a solid oxide fuel cell
(SOFC) is regarded as the most promising fuel cell types with possibility of its use in
co-generation applications and a wide range of commercial applications. It operates at
high temperatures (typically 873-1273 K), which leads to a high energy conversion
efficiency, the flexibility of using various fuel types, and the prospect for combined
heat and power systems. The attractive features of fuel cells include no moving parts,
quiet operation, low environmental pollution, high reliability over conventional power
generation equipment, and high energy conversion efficiency. However, the high-
temperature operation cause some problems such as the requirement for high
performance of materials, sealing problems caused by thermal expansion, high
manufacturing cost and difficulties in thermal management (Yang et al., 2009).

The structure of SOFC consists of interconnects, two porous electrodes (anode
and cathode) separated by a dense ceramic electrolyte. Because of no liquid
components, the SOFC can be fabricated into various shapes such as planar, tubular,
and monolithic configurations. The planar SOFC has been received much attention due
to its compactness, high power density, and ease of mass production (Hu et al., 2008).
The most important design feature of the planar SOFC relates to gas flow
configurations: co-flow, counter-flow, and cross-flow. The co-flow configuration gives
a uniform current density distribution among the three flow configurations (Hu et al.,
2008). In addition, SOFC can also be designed either with electrolyte support or
electrode support (Xin et al., 2006).



Further, SOFC can use various fuel types such as methane, methanol, ethanol
and other hydrocarbons and the heat generated from SOFC can be used in the heat and
power systems (Casas et al., 2011, Varbanov and Friedler, 2009). Steam reforming
process is an interesting strategy because this reaction can produce the highest H> yield
and cleanest exhaust. Due to its high-temperature operation, it can directly convert
hydrocarbon fuels via internal reforming process to generate hydrogen-rich gas within
the fuel cell stack. This operational strategy is known as a direct internal reforming
solid oxide fuel cell (DIR-SOFC). The total heat produced in fuel cell can be used for
the endothermic steam reforming reaction, eliminating the requirement of a separate
fuel reformer. This leads to a more attractive and efficient SOFC system design (Aguiar
et al., 2004). In addition, the steam required for the reforming reaction can be obtained
from the electrochemical oxidation of hydrogen and, because of the continuing
consumption of hydrogen, the equilibrium of the reforming reaction may be further
shifted to the product side, increasing the methane conversion and leading to a more
evenly distributed load of hydrogen (Aguiar et al., 2004). However, carbon deposition
on the anode and subsequent electro-catalyst deactivation can be found in DIR-SOFC,
leading to loss of cell performance and poor durability. To avoid this problem, the DIR
cell operation requires a large amount of steam in addition to the fuel (Laurencin et al.,
2008). Furthermore, the direct internal reforming reaction at the anode side causes a
temperature gradient and thermal stress due to the endothermic cooling effect in the
fuel cell stack. In addition, the coupling of the reforming and electrochemical reactions
results in a complicated dynamic response. As a result, an efficient control is necessary
for this process to avoid thermal cracking and ensure system stability.

To develop the SOFC performance, a dynamic model is considered an essential
tool. It is used to design for fuel cell improvement and to predict the time-dependent
behavior of the SOFC system due to step changes in input variables. The model must
be robust and accurate and be able to provide solutions to fuel cell performance under
a wide range of fuel cell operating conditions. Achenbach (1994) presented a three
dimensional dynamic model for a planar SOFC with inclusion of the internal reforming
effect and examined the transient cell voltage response to load changes as well as the
influence of several design parameters on the transient performance. Jayasankar et al.
(2009) studied the identifiability and estimability of parameters in SOFC via the



dynamic model that provides a detailed description of the diffusion process of different
species and that of the inherent impedance.

The dynamic modeling is especially beneficial for steady-state and dynamic
system analysis as well as control design to improve the system transient performance
and investigate dynamic responses. SOFC operations are often subjected to transient
condition, fuel cell dynamics have been increasingly considered in modeling activities
(Chaisantikulwat et al., 2008). Simple and accurate SOFC dynamic model is very
important for optimizing the system as well as for developing control strategies (Kang
et al., 2009). To date, various SOFC models have been reported, ranging from one to
three dimensional models that describe the spatially distributed nature of SOFC
variables and the internal complex transport processes within the SOFC. However, it is
difficult to build and solve due to complex form and also spend time-consuming. To
cope with these difficulties, Murshed et al. (2007) developed a control relevant model
of the hybrid SOFC system using a lumped parameter modeling concept. Compared
with a very detailed model of SOFC, the developed SOFC model can captures the
dynamics of the SOFC and thus can be used to design a control structure. The
understanding of steady-state and dynamic behavior is thus an essential necessity for
the nonlinear control system design and for design of efficient controllers.

In recent years, SOFC has received much attention on its operation and design,
but the control study has less focus, including control structure design, controllability
analysis, and the tuning design of the controllers. Controllability plays an important role
in designing a control system as it demonstrates the ability to move system outputs to
specified bounds using available inputs. Controllability analysis can offer insights for
identifying the inherent properties of a process and how they limit control performance
(Morari, 1983, Skogestad and Postlethwaite, 1996). Morari (1983) has reported that
controllability is an inherent property of the process itself and should be considered at
the design stage before the control system design is fixed. The comparison and selection
of different control structures and the validation of the controlled system were studied
for the controllability analysis of decentralized linear controllers (Garcia et al., 2010,
Serra et al., 2005). In addition, a controllability analysis is generally applied for
selection of the best controlled and manipulated variable pairing within one process and
evaluation of control properties for two or more process alternatives (Skogestad and



Postlethwaite, 1996). Therefore, the theory of controllability analysis is interesting and
challenging for SOFC.

To design an efficient control system, it is essential to first decide the control
structure design. Control structure design deals with the structural decisions of the
control system, including the selection of manipulated variables, controlled variables,
control configuration, and controller type and what to control and how to pair the
variables to form control loops (Skogestad and Postlethwaite, 1996). The self-
optimizing control is implemented to select the good controlled variable which can be
kept constant at setpoints without the need to re-optimize when disturbance occur.

Recently, several works have been concentrated on the dynamic modeling and
control of solid oxide fuel cell. Owning to high-temperature operation of SOFC,
temperature gradients in a fuel cell stack need to be carefully monitored to avoid any
thermally induced fractures on its ceramic components, with a consequent cell failure
(Aguiar et al., 2004). Therefore, the cell temperature should be kept as constant as
possible. Moreover, it is necessary to maintain a constant voltage in the presence of
load changes. Hajimolana and Soroush (2009) showed the inlet temperatures of air and
fuel strongly affect the dynamics of the fuel system, so proportional-integral (PI)
controllers are implemented and simulated to study the control of the outlet cell voltage
and cell-tube temperature. Kaneko et al. (2006) showed the power and temperature
were controlled in a biomass gas fuels SOFC and micro gas turbine hybrid system,
using PID control. Chaisantikulwat et al. (2008) presented the development of a SOFC
dynamic model and a feedback control scheme by maintaining output voltage despite
load changes, using Pl controllers. Li et al. (2005) studied the control of an SOFC power
by implementing proportional-integral (PI) controllers to maintain fuel utilization and
voltage when the stack current changes. Furthermore, a dynamic model was used to
study the dynamics of the SOFC stack and to design control strategies (Aguiar et al.,
2004). A PID controller was implemented to maintain the outlet fuel temperature and
the fuel utilization during load changes. Stiller et al. (2006) developed a dynamic model
for control of a SOFC and gas turbine hybrid system. The SOFC power, fuel utilization,
air flow and cell temperature were controlled using a proportional—-integral—derivative

(PID) type controller.



There are many different control algorithms that can be implemented but model
predictive control (MPC) has presented itself as the most successful process control
technology. MPC can handle a multivariable problem and incorporate physical
limitations. MPC is a multivariable control algorithm which generally uses a linear
model to predict the output trajectory of the process in the future and to compute a
controller action (Qin and Badgwell, 2003). Golbert and Lewin (2004) used the model
predictive controller for the regulation of a PEM fuel cell described by a model which
accounted for spatial dependencies of voltage, current, temperature, and materials flow.
Murshed et al. (2010) described the application of a nonlinear model predictive control
applied on the fuel cell system by utilizing estimated states from the unscented Kalman
filter.

However, many real chemical processes are highly nonlinear and involve many
uncertain parameters. As a traditional MPC algorithm is incompetent to deal with plant
model uncertainties, a number of studies have been focused on the development of
robust MPC to handle nonlinear systems and guarantee its stability. Kothare et al.
(1996) synthesized the robust MPC algorithm that allows an explicit incorporation of
plant model uncertainties. The state feedback control law was obtained by minimizing
the worst-case performance cost. The convex optimization problem with linear matrix
inequalities (LMIs) constraints was formulated. Bumroongsri and Kheawhom (2012)
proposed a robust MPC for uncertain polytopic discrete-time systems. The robust MPC
algorithm was also developed by Pannocchia (2004) to stabilize the system described
by a linear time-varying (LTV) model. Kouramas et al. (2011) focused on the design of
MPC controller to control the cell voltage and cell temperature. Because the SOFC
model involves many uncertain parameters, the control design should take a model
uncertainty into account. For an on-line synthesis approach, the requirement of
optimality leads to high on-line MPC computational time. When MPC incorporates the
model uncertainty, the resulting on-line computation will grow significantly with the
number of vertices of the uncertainty set. As a result, an off-line synthesis approach to
the robust MPC for uncertain model is focused. With the off-line approach, the
computation of the robust MPC is reduced significantly with minor loss in its control

performance.



1.2 Research objective

The objective of this research is to concentrate on the performance analysis and
control and to study the control structure design and controllability analysis of solid

oxide fuel cell with direct internal reforming of methane.

1.3 Dissertation overview

This dissertation is organized as follows:

Chapter I presents the research background and motivation of this research. The
research objective and dissertation overview are also presented.

Chapter Il reviews a literature for work related to design and modeling of SOFC,
control structure design, and control algorithm based on robust model predictive control
(robust MPC).

Chapter 11 discusses a general basic principle of fuel cells and SOFC. SOFC
design involved an internal reforming process is also given in this research. The theory
of control structure design, controllability analysis, and robust MPC algorithm is
described.

Chapter 1V explains a mathematical model of SOFC derived from mass and
energy balances and electrochemical model.

Chapter V presents the design and dynamic modeling of SOFC with direct
methane steam reforming. The operating condition is selected from the steady state
analysis and the dynamic behavior is investigated.

Chapter V1 focuses on control structure design and controllability analysis for
SOFC. A procedure for select an active constraint and a self-optimizing variables is
presented. Moreover, the relative gain array (RGA) considered as a controllability index
for the selection of input-output pairings is also implemented.

Chapter VII presents the controller design for control the cell temperature and
cell voltage. The simulation studies of PID using SIMC tuning rules are discussed.

Chapter VI1II describes the implementation of an off-line robust MPC algorithm
using linear time-varying (LTV) and linear parameter varying (LPV) systems for the
internal reforming SOFC. The state feedback control law is implemented to the process.

Chapter IX gives the conclusions and recommendation of this dissertation.



CHAPTER Il

LITERATURE REVIEWS

This chapter presents a literature review of solid oxide fuel cells (SOFCs). The
design, modeling, and control of SOFC are explained in the first part. The second part
presents the important of control structure design. Finally, the control algorithm based

on model predictive control (MPC) is presented.

2.1 Solid oxide fuel cell (SOFC)

Many researches have discussed the considerable environmental benefits of fuel
cell technology (Hall and Kerr, 2003). The advantage of using a solid oxide fuel cell
(SOFC) technology involves a reduction of greenhouse gas emissions (Casas et al.,
2011). Moreover, the development of fuel cell technology as a replacement for the
internal combustion engine is interesting (Van den Hoed, 2007). Therefore, the SOFC
technology is the interested energy conversion device.

2.1.1 Design and modeling of SOFC

Recently, there have been several publications concentrating on SOFC designs.
The cell configurations of SOFC can be classified into planar, tubular, and monolithic
configurations. One of these configurations, the planar configuration is quite simple,
relatively easy and inexpensive to construct, high power density, and simplicity of mass
production. Furthermore, the planar design provides very high volumetric power
densities and simpler to fabricate than tubular configuration (Kakac et al., 2007).
Laurencin et al. (2008) implemented a planar SOFC directly fed with methane to study
the thermal and electrochemical behavior. The important design feature of the planar
SOFC relates to gas flow configuration which can be arranged in several ways such as
cross-flow, co-flow or counter-flow. Aguiar et al. (2004) has studied the system
behavior under co-flow and counter-flow operations. The results showed the co-flow
configuration was better than the counter-flow because the counter-flow leads to steep

temperature gradients with a consequent uneven current density distribution. Moreover,



a planar SOFC with co-flow was implemented to evaluate the accuracy and
applicability of the current dynamic model (Zhang et al., 2006).

Because of the high operating temperatures, the materials used in the cell
components are limited by chemical stability in oxidizing and reducing environments,
chemical stability of contacting materials, etc. Therefore, the developing cells with
compositions of oxide and metals that operate at intermediate temperatures have been
investigated. A SOFC electrolyte is yttria-stabilised zirconia (YSZ), an oxide ion
conductor at elevated temperatures. The anode is usually a nickel/zirconia cermet,
which provides high electrochemical performance, good chemical stability, and low
cost, and the cathode is a perovskite material, such as strontium doped lanthanum
manganite, often mixed with YSZ in the form of a composite (Aguiar et al., 2004).
However, it is usually observed that the intermediate temperature operation causes an
increase of internal resistance of cell. Therefore, there are several researchers analyzing
the performance of a planar IT-SOFC with different support structures such as
electrolyte-supported and electrode-supported. Patcharavorachot et al. (2008) studied
the role of support structures which the result showed that an anode-supported SOFC
is superior to an electrolyte-supported and cathode-supported SOFC. Chan et al. (2001)
presented the tests of sensitivity to indicate the effect of the thickness of the respective
fuel cell components on the cell voltage dropped. The results showed the performance
of an anode-supported solid oxide fuel cell was superior to that using cathode as the
support under elevated operating pressure in the cathode compartment.

Mathematical models are essential tool for design the optimum operating
conditions of SOFC and for studying and development the performance of SOFC. In
general, the modeling of SOFC consists of mass and energy balances and an
electrochemical model. There are several works focusing on the development of
mathematical models for SOFC. Many researcher have been used the mathematical
models to study the complicated interactions between the various phenomena occurring
inside the cell and to optimize the system performance. Moreover, the physical and
electrochemical processes can be analyzed exactly, which is instructional and
significant for the manufacture of the electrodes and electrolytes when dynamic

characteristics of fuel cells are considered accurately.



The performance of a fuel cell can be expressed by the polarization curve. It is
necessary for optimization of fuel cell operating points, design of the power
conditioning units, design of simulators for fuel cell stack systems, and design of system
controllers. Therefore, it should be noted that the accurate electrochemical model is
required to study and improve the fuel cell performance. The electrochemical modeling
and parametric study of methane fed solid oxide fuel cells have been presented by Ni
etal. (2009). An important feature of this model is that the effects of electrode structural
parameters on both the exchange current density and gas diffusion coefficients are fully
taken into consideration. The simulation results of parametric analyses showed that all
the overpotentials decreased with increasing cell temperature. This is different from
previous analyses on hydrogen (H.) fed SOFCs, in which the concentration
overpotentials are slightly increases with increasing temperature. Moreover, it is found
that although increasing electrode porosity or pore size decreases the concentration
overpotentials, an increase in activation overpotentials of methane fed SOFCs is
observed. At low current densities, low porosity, and pore sizes are desirable to reduce
the total electrode overpotentials as concentration overpotentials are insignificant
compared with activation overpotentials. At high current densities, the total
overpotentials can be minimized at optimal porosities and pore sizes. Chan et al. (2001)
presented a complete polarization model of a solid oxide fuel cell (SOFC) that
eliminates the ambiguity of the suitability of such model when used under different
design and operating conditions. The Butler-Volmer equation is used in the model to
describe the activation overpotential instead of using simplified expressions such as the
Tafel equation and the linear current-potential equation. In the concentration
overpotential, both ordinary and Knudsen diffusions are considered to cater for
different porous electrode designs.

A model for anode performance of a planar anode-supported SOFC was studied
(Kulikovsky, 2009). The models include Butler—VVolmer equation, Ohm’s law, and
mass balance equation of hydrogen in the anode channel. The results showed that the
anode operation regime depends on the relation between the cell current density and the
critical current density. Analytical solutions to the system of governing equations for
the case of low current density and high current density are derived. The cell voltage is
proportional to cell current at the low current density, which explains the concept of
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anodic activation resistivity. In case of the high-current density, the voltage depends on
cell current, with the apparent Tafel slope being twice the kinetic value. Furthermore,
a performance analysis of a planar solid oxide fuel cell (SOFC) with different support
structures was presented (Patcharavorachot et al., 2008). To analyze the characteristics
of the planar SOFC, the structural and operational parameters and gas diffusion at the
electrodes was used and taken into an electrochemical model. The analysis result of cell
voltage loss indicated that the ohmic losses affect the performance of an electrolyte-
supported SOFC whereas the activation and ohmic overpotentials constitute the major
losses in an electrode-supported counterpart. Sensitivity analysis of the anode-
supported SOFC showed that decreasing in the electrolyte and anode thickness can
improve cell performance.

Aguiar et al. (2004) has been studied the performance of an anode-supported
intermediate temperature direct internal reforming planar solid oxide fuel cell. The
model developed consists of mass and energy balances, and an electrochemical model
that relates the fuel and air gas composition and cell temperature to cell voltage, current
density, and other variables. The electrochemical performance of the fuel cell was
analyzed and the cell performance at steady state, the effect of the inlet temperatures of
fuel and air, fuel utilization, current density, and flow configurations were studied. The
results showed that the activation overpotentials at cathode represented the major
source of voltage loss, followed by anode activation overpotentials and ohmic losses.

2.1.2 Dynamic and control of SOFC

In the research field of modeling of fuel cells, there are many considerable
works on modeling steady-state behavior whereas there are a few studied concentrated
on dynamic models. The models can be developed to simulate steady-state or dynamic
behavior and can range from zero-dimensional to three-dimensions. For SOFC system,
simple and accurate SOFC dynamic models are very valuable because the model-based
simulation is a valid tool for optimizing the system parameters and flow sheet, as well
as for developing control strategies (Cao et al., 2010, Kang et al., 2009). Further, it is
essential for the prediction of the cell response under transient conditions when load

changes occur and systems also start-up or shut down.
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The dynamic modeling of electrical characteristics of SOFCs using fractional
derivatives has been proposed (Cao et al., 2010). A dynamic model is established by a
transient equivalent circuit, and then a fractional order dynamic model is done in the
perspective of the fractional derivatives theory. Then the parameters of the dynamic
models were optimized via genetic algorithms according to electrochemical impedance
spectroscopy (EIS) experimental data. Finally, the dynamic response from the models
were studied. The results showed the fractional order dynamic model has higher
accuracy for representing the dynamics of the SOFC electrical characteristics, which
lays a solid foundation for the controller based on the accurate model.

Moreover, the dynamics behavior of a tubular SOFC was studied (Hajimolana
and Soroush, 2009). The response of cell voltage, current, and the tube temperature of
fuel cell to step changes in external load resistance and conditions of the feed streams
were presented. Simulation results showed that the fuel cell was a multi-time scale
system; the cell output responses exhibit consecutive apparent dominant time constants.
The temperature and pressure of the inlet air and fuel stream strongly affected the
dynamics of the fuel cell system. The temperature of the inlet air stream had also the
strongest effect on the cell performance; however, the velocity effects of inlet air and
fuel on the cell responses were weaker than the inlet feed pressures and temperatures.

Kang et al. (2009) concentrated on one-dimensional dynamic modeling and
simulation of a co-flow planar direct internal reforming solid oxide fuel cell. The model
based on mass and energy balances, and electrochemical model were implemented. The
steady-state performances of SOFC under specified initial operating conditions and the
dynamic response to introduced operating parameter disturbances were studied. The
dynamic responses of SOFC, such as cell temperature, current density, and cell voltage
were all investigated when the SOFC was subjected to the step changes in the load
current and the flow rates of inlet fuel and air. The results indicated the rapid dynamics
of the current density and the cell voltage were mainly influenced by the gas
composition, particularly the H2 molar fraction in anode gas channels, while the slow
dynamics were both dominated by the solid (including the PEN and interconnects)
temperature.

For the development of a 3D dynamic model of an anode-supported planar
SOFC, Chaisantikulwat et al. (2008) studied the dynamic responses to determine the
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solutions of coupled partial differential equations derived from conservation laws of
charges, mass, momentum and energy equations. To obtain the performance curve, the
dynamic model was subjected to varying load current for different fuel specifications.
Finally, the voltage responses to step changes in the fuel concentration and load current
were determined.

Solid oxide fuel cell (SOFC) stacks are at the core of complex and efficient
energy conversion systems for distributed power generation. Therefore, Salogni and
Colonna (2010) presented modeling of solid oxide fuel cells for dynamic simulations
of integrated systems. For the simplest SOFC configurations, and more so for complex
integrated systems, the dynamic operation of the power plant is challenging, especially
because the fluctuating electrical load of distributed energy systems demand for reliable
transient operation. Issues related to dynamic operation must be studied in the early
design stage and simulation results can be used to optimize the system configuration,
taking into account transient behavior.

Lumped-parameter modeling considered only time changes is the simple
approach to describe the dynamic modeling of solid oxide fuel cell. Xi et al. (2010)
showed that lumped-parameter models are adequately accurate for systems-level
analysis and control through experimental validation. Moreover, the lumped model was
implemented for analysis and control of the planar SOFC systems (Murshed et al.,
2007). Consequently, this work has used the lumped-parameter model for analysis,
design, and control of the dynamic SOFC model.

Dynamic models are necessary for system design, and system optimization that
take into account requirements of dynamic performance. Moreover, Dynamic model
are especially beneficial for the design of the control system in the development stage
of SOFCs. To devise appropriate control algorithms for fuel cells, it is essential to
understand the nature of the control problem first. Once the application environment of
fuel cells has been clearly described, it is then necessary to identify the best control
variables so that the system will behave as required.

A control of a tubular solid oxide fuel cell system was studied by Hajimolana
and Soroush (2009). A simple control system was then implemented to control the cell
output voltage and cell-tube temperature via manipulating the pressure and temperature
of the inlet air stream, respectively. The results showed that the performance of control
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system can successfully reject unmeasured disturbances in the load resistance, the
velocity of the inlet air and fuel stream, and the pressure and temperature of fuel stream.
Two PI controllers were then implemented and simulated to study control of the fuel
cell outlet voltage and cell-tube temperature.

Aguiar et al. (2005) investigated the open-loop and closed-loop response of a
planar anode-supported intermediate-temperature direct internal reforming solid oxide
fuel cell due to load changes. A typical feedback PID temperature controller that, given
the outlet fuel temperature had been implemented by manipulating the air ratio and
imposing current density as disturbance (keeping the fuel utilization and air ratio
constant). This research further proved the need for process control to enhance the
reliability and minimize the degradation of a SOFC. However, an adjustable set-point
control strategy was more effective in avoiding oscillatory control action for the load
changes of higher magnitude. This leads to operation failure, as well as in preventing
potentially damaging temperature gradients that lead to cell breakdown.

The development of control relevant models for a SOFC combined with a gas
turbine (GT) in an autonomous power system was presented (Kandepu et al., 2007).
The results in a SOFC system showed that the power output and the cell temperature
can be controlled by manipulating the fuel and air feed flow rates, using proportional-
integral (PI) control, respectively. The controller provides satisfactory performance for
load changes at the cost of efficiency.

Chaisantikulwat et al. (2008) developed a dynamic model of a SOFC and a
feedback control scheme by implementing PI controllers. The control objective was to
maintain a cell voltage in the existence of load changes by manipulating the fuel
concentration which was hydrogen. Load change resulted in voltage drops; therefore,
the load current was considered to be a disturbance to the SOFC system. Low-order
dynamic models that were sufficient for feedback control design were derived from the
step responses. However, the feedback PI controller was able to maintain a SOFC
voltage for small changes in the load current.

Furthermore, Kaneko et al. (2006) presented the power and temperature control
of fluctuating biomass gas fueled solid oxide fuel cell (SOFC). A power controller was
designed and implemented by using a standard PID control strategy and manipulating
inlet fuel flow rate for controlling the power output of the system. In addition, the cell



14

temperature was controlled by manipulating a bypass valve around the recuperator. By
releasing excess heat to the exhaust, the bypass valve provided the control means to
avoid the self-exciting behavior of system temperature and stabilized the temperature
of SOFC.

A hierarchical modeling as a suitable methodology to perform control-oriented
analysis of planar solid oxide fuel cells was proposed (Sorrentino et al., 2008). The
development of a PI controller to limit temperature rise from cell inlet to outlet. The
implement of the controller allowed dropping voltage relaxation time, while bounding
in a safe range the temperature rise subsequent to a load change. Moreover, the
comparison between controlled and uncontrolled system indicated the need of solving
the trade-off between safe operation of cell components and cell performance, with the
latter being lowered by temperature rise control.

Besides that, there are many different control algorithms that can be
implemented. Among various types of the control algorithms, Model Predictive Control
(MPC) has presented itself as the most successful process control technology.

Danzer et al. (2009) implemented model predictive control to prevent oxidant
starvation and to allow for a dynamic operation of the fuel cell. The starvation of fuel
becomes high significant at fast load changes. This can be limiting the dynamics of load
changes or decoupling the desired load from the effective load. Therefore, the oxygen
excess ratio, the fuel cell pressure, and the effective current were the control variables.
This goal was to achieve the control design by using MPC controller that incorporates
actuator limitations and state constraints. The results showed that the application of
model based controller to the nonlinear model of the fuel cell system increased the
dynamics, the reliability and the durability of the fuel cell.

The solid oxide fuel cell system was estimated and controlled by nonlinear
model predictive control (NMPC) which is able to handle multivariate objective and
constraints (Murshed et al., 2010). The structure of the fuel cell related components
imposed certain restrictions on the system operation. NMPC were implemented on the
fuel cell system by using the unscented Kalman filter to utilize estimated states. A
control relevant dynamic model was required to predict the cell output voltage and the
component temperatures of the system as well as can be used to design controller. The
results showed the linear MPC can stabilize the system for a small load change;
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however, it cannot control the system for higher load disturbances. This has motivated
to operate nonlinear MPC which is not restricted by the operating region. It showed that
NMPC can handle the voltage to its target.

As a nonlinear power generation device, the solid oxide fuel cell (SOFC) often
operates under small window of operating conditions due to the constraints stemming
from the environmental and safety considerations. The nonlinear model predictive
control (NMPC) appears to be well suited control algorithm for this application. NMPC
is a closed-loop feedback control scheme that predicts the open-loop optimal input
based on the measurements and the setting trajectory. Zhang et al. (2008) developed a
closed-loop feedback control strategy based on the NMPC controller for a planar SOFC.
The current density and the molar flow rates of fuel and air were selected as
manipulated variables to control the output power, fuel utilization, and cell temperature.
The mole fraction of the exit gases and temperature were defined as the state variables.
The moving horizon estimation (MHE) method was implemented to estimate the
variables. The robustness and stability of the controller here were shown, a typical case
study had been conducted with the power output changes under constant fuel utilization
and temperature. The simulation results showed the NMPC controller succeeded
pleasantly following the setting output trajectory.

Kouramas et al. (2011) focused on the design of MPC controller to control the
cell voltage and cell temperature. The result showed that the controller can manage the
SOFC voltage and temperature at its desired value. A solid oxide fuel cell using neural
network predictive control (NNPC) was studied (Hajimolana et al., 2013). The SOFC
temperature was controlled for thermal stress management using a NNPC and the
temperature of the inlet air stream is manipulate variable. The performance of the
control system showed that NNPC can assure less oscillating control responses with
shorter settling times in comparison to the proportional-integral (P1) controller.

Because the SOFC model involves many uncertain parameters, the control

design should take a model uncertainty into account.

2.2 Control structure design

To design an efficient control system, the structural decisions of control

structure design is interested. Skogestad (2004) has proposed a procedure for control
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structure design for complete chemical plants. At the beginning of the procedure, the
operational and economic objectives, and degree of freedom was carefully defined.
Control structure design deals with the structural decisions of the control system,
including the selection of manipulated variables, controlled variables, control
configuration, and controller type and what to control and how to pair the variables to
form control loops (Skogestad and Postlethwaite, 1996). The self-optimizing control
was implemented to select the good controlled variable which can be kept constant at
setpoint without the need to re-optimize when disturbance occur. Panahi et al. (2010)
studied self-optimizing and control structure design for a CO2 capturing plant. To
validate the proposed structure, dynamic simulation and performance of the control
structure was studied. The result found that the temperature closed to the top of the
stripper to be a good controlled variable for the remaining unconstrained degree of
freedom. Moreover, the control structure design for an ethanol production plant was
presented (Andrade and Lima, 2009). The obtained control structure was tested to
verify its performance in the presence of external disturbances. The result showed the
control structure presented good results. Dwivedi et al. (2013) implemented the control
structure selection for four-product Petlyuk column. Four decentralized control
structures were proposed and tested against a wide range of disturbances. Control
structure design for the ammonia synthesis process was studied (Araujo and Skogestad,
2008). The final control structures resulted in good dynamic performance for all cases.

Furthermore, controllability analysis for identifying the inherent properties of a
process and how they limit control performance has an important role in designing a
control system (Skogestad, 2004). Morari (1983) has reported that controllability is an
inherent property of the process itself and should be considered at the design stage
before the control system design is fixed. The comparison and selection of different
control structures and the validation of the controlled system were studied for the
controllability analysis of decentralized linear controllers (Serra et al., 2005). Garcia et
al. (2010) presented dynamic modeling and controllability analysis of a low
temperature ethanol reformer for fuel cell application. The controllability analysis was
focused on mass balances and based on a linearization of the complex non-linear model
of the reformer. Analysis tools such as Relative Gain Array (RGA), Condition Number
(CN), and Morari Resiliency Index (MRI) were applied to the linear model suggesting.
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Controllability of an ethanol steam reforming process for hydrogen production was
proposed (Garcia et al., 2011). The sensitivity and controllability were studied to
investigate the influence of the temperature on the output variables. The controllability
result was used for the identification of the best control structures.

2.3 Control algorithms
2.3.1 Basic principle of MPC

Model predictive control (MPC) algorithms have been known as effective tools
for handling some of the difficult control problems in industry (Temeng et al., 1995). It
is also known as moving horizon control or receding horizon control, which control
inputs are computed based on an optimization problem over a prediction horizon.
Moreover, an explicit model is used to predict the effect of future inputs on states or
outputs. The overall objectives of an MPC controller have been summarized (Qin and
Badgwell, 2003) such as to prevent violations of input and output constraints, to drive
some output variables to their optimal set points, while maintaining other outputs within
specified ranges. Moreover, MPC controller can prevent excessive movement of the
input variables and control as many process variables as possible when a sensor or
actuator is not available.

Two popular variations of MPC algorithm are dynamic matrix control (DMC)
and model algorithmic control (MAC) (Garcia et al., 1989). The primary strategy of
MPC algorithms is to use a model to predict the future output trajectory of the process
and compute a controller action to minimize the difference between the predicted
trajectory and specified trajectory. In general, MPC can be divided into linear model
predictive control (LMPC) and nonlinear model predictive control (NMPC). First
approach is to use linear models in prediction and optimization to predict the dynamic
system although the dynamic models is nonlinear. For other approach, the dynamic
models, objective function, and constraints is nonlinear function. However, LMPC
algorithm would decompose when it is applied to processes with highly nonlinear
process dynamics.

The most chemical processes, however, is highly nonlinear model and the linear
models cannot explain the behavior of process. The procedure of linear controllers in

these industries which exhibit severe nonlinear behavior can lead to poor performance,
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particularly when the system moves away from its nominal point (Pinheiro and
Kershenbaum, 1999). Several works have been made to extend MPC techniques to
nonlinear systems. Model predictive control is suitable methods for the control
engineer, particularly in the process industries where plants being controlled are slow
sufficiently to permit its implementation (Mayne et al., 2000). MPC controller may be
valuably employed include unconstrained nonlinear plants, for which offline
computation of a control law usually requires the plant dynamics to keep a structure,
and time-varying plants.

Seki et al. (2001) developed a model predictive control and apply to an
industrial polypropylene semi-batch reactor process and a high density polyethylene
(HDPE) continuous stirred tank reactor process. The NMPC algorithm was developed
and described. The simulation result showed that the NMPC successfully prohibited
thermal runaway of the reactor temperature control due to the heat removal constraint;

however, it was difficult with conventional operations (LMPC).
2.3.2 Robustness of MPC

It is extremely important for model predictive control to be robust to model
uncertainties. As a traditional MPC algorithm is incompetent to deal with plant model
uncertainties, a number of studies have been focused on the development of robust
MPC to handle nonlinear systems and guarantee its stability. Therefore, the
development of MPC algorithm to robustness issue is also significant. Garcia and
Morari (1985) have been analyzed the robustness properties of unconstrained MPC in
the internal model control and developed tuning to guarantee robust stability.

Kothare et al. (1996) synthesized the robust MPC algorithm that allows an
explicit incorporation of plant model uncertainties. The state feedback control law was
obtained by minimizing the worst-case performance cost. The convex optimization
problem with linear matrix inequalities (LMIs) constraints was formulated. The
algorithm was proved to guarantee robust stability. The robust MPC algorithm was also
developed by Pannocchia (2004) to stabilize the system described by a linear time-
varying (LTV) model. The proposed algorithm is efficient since the on-line
implementation only requires one to solve a convex quadratic program with a number

of decision variables.
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For an on-line synthesis approach, the requirement of optimality leads to high
on-line MPC computational time. When MPC incorporates model uncertainty, the
resulting on-line computation will grow significantly with the number of vertices of the
uncertainty set. As a result, an off-line synthesis approach to robust MPC for uncertain
model is presented. With the off-line approach, the computation of robust MPC is
reduced significantly with minor loss in performance. Bumroongsri and Kheawhom
(2012) proposed an off-line robust MPC for uncertain polytopic discrete-time systems.
Moreover, an ellipsoidal off-line MPC strategy for linear parameter varying (LPV)
systems was studied. At each sampling, the smallest ellipsoid containing the presently
measured state was determined in each sequence of ellipsoids and the scheduling
parameter for LPV was measured on-line. Liu (1968) has shown that every trajectory
(x, u) of a nonlinear system is a trajectory of linear time-varying system in the polytope
(€2). An efficient off-line formulation of robust model predictive control using linear
matrix inequalities (LMIs) was studied (Wan and Kothare, 2003). The concept of an
asymptotically stable invariant ellipsoid was developed to a robust constrained MPC
algorithm. This off-line approach for model uncertainty descriptions can guarantee
robust stability of the closed-loop system and substantial reduction of the on-line MPC
computation. This results assured robust MPC that is very attractive control method.

Recently, the controller synthesis based on a linear parameter varying (LPV)
system has been received considerable attention. Casavola et al. (2012) proposed a fast
ellipsoidal MPC strategy to feedback regulation problems for constrained polytopic
linear parameter varying (LPV) systems subject to bounded disturbances. The LPV
model was used to explain a nonlinear plant in the MPC algorithm. A computationally
low-demanding MPC algorithm was presented base on the off-line computation of an
ellipsoidal approximations. Chang et al. (2014) presented a multi-parametric model
predictive controller (mpMPC) for discrete-time linear parameter-varying (LPV)
systems based on the discrete-time linear time-invariant (LTI) systems solution with
application to anaesthesia. The result showed the mpMPC for LPV systems can reduce
the 60% of the reference tracking error compared with LTI systems.

Moreover, finite horizon control laws for the performance objective have been

known to have poor nominal stability properties owning to need the imposition of the
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terminal state constraint (Rawlings and Muske, 1993). The infinite horizon control laws

have been shown to guarantee nominal stability.



CHAPTER Il

THEORY

In this chapter, a background of theory of a fuel cell that consists of the basic
principle of fuel cell, type of fuel cells, and its advantages is presented in Section 3.1.
Section 3.2 begins with the details of the solid oxide fuel cell (SOFC) such as
advantage, features, and materials of SOFC, design of SOFC, and internal reforming of
SOFC. Further, the description of control structure design and controllability analysis
is explained in Section 3.3 and 3.4, respectively whereas the detail of robust model
predictive control including model description, Lyapunov theory, and robust MPC

algorithm is shown in Section 3.5.

3.1 Basic principle of fuel cell

A fuel cell is an electrochemical device which can convert a chemical energy of
fuels directly into an electrical energy (electricity) by the electrochemical reaction and
producing water and heat as by-products. It operates like batteries but the fuel cell can
produce continuously electricity as long as both fuel and oxidant are supplied to the
electrodes. Moreover, it is unlike internal combustion engines where there are losses
due to Carnot cycle efficiency limitation and mechanical losses. To produce electricity
by combustion engines, fuel energy is converted to thermal energy by combusting fuel
with oxygen and then the thermal energy is used to generate electricity. Thus, the
internal combustion energy efficiency is lower than the fuel cell efficiency that can be
as high as 40-55%. The basic physical structure of fuel cell composes of an electrolyte
layer sandwiched between two electrodes, anode and cathode. A general schematic of
fuel cell operation is illustrated in Figure 3.1. This figure presents the flow directions
of the reactant/product and the ions/protons conduction through the electrolyte. For the
operation of fuel cell, fuels (such as hydrogen or hydrocarbon) are continuously fed to
the anode side and an oxidant (such as air or oxygen) is continually supplied to the
cathode side. The electrochemical reactions take place at the electrodes to produce an
electricity. The ions/protons can diffuse through the electrolyte and the electrons can
transport through the external circuit providing electrical energy. Byproducts (i.e.
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water, exhaust gases, and heat) are also produced by the fuel cell. Therefore, fuel cells

are considered to be a non-emission power generator.

Electrical current

Fuelin Ie‘ k 4=  Airin
+
H, ions
-
H,0 ()
Excess fuel Unused
and water gases out

e W
Anode electrolyte  Cathode

Figure 3. 1 A schematic of fuel cell operation.
3.1.1 Type of fuel cells

Fuel cells can be generally classified by the various types of electrolyte, fuel,
and oxidant, whether the fuel feeding is managed outside (external reforming) or inside
(internal reforming) the cell, and the operating temperature. Furthermore, there are the
kind of chemical reactions that take place in the cell, the kind of catalysts required, the
fuel required, and other factors. There are several types of fuel cells currently under
development for applications as small as a cellular phone to as large as a small power
plant for an industrial factory, each with its own advantages, limitations, and potential
applications. The most common classification of fuel cells is by the type of electrolyte
used in the cell that includes polymer electrolyte membrane fuel cell or proton exchange
membrane fuel cell (PEMFC), alkaline fuel cell (AFC), phosphoric acid fuel cell
(PAFC), molten carbonate fuel cell (MCFC), and solid oxide fuel cell (SOFC).

The operating temperature and useful life of fuel cell dictate the
physicochemical and thermos-mechanical properties of materials used in the cell
components such as electrodes, electrolyte, interconnect, and current collector. The
operating temperature also plays an important role in dictating the type of fuel cell. The
low-temperature fuel cells such as PEMFC, AFC, and PAFC with aqueous electrolytes
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are in most practical applications and restricted to hydrogen as a fuel. For the high-
temperature fuel cells (i.e., MCFC and SOFC), CO and even CH4 can be used as fuel
because of the inherently rapid electrode kinetics and the lesser need for high catalytic
activity at high temperature. Details of the various fuel cells are presented in Table 3.1.
The applications of the fuel cell and the advantages and disadvantages for each type of

fuel cells are illustrated in Table 3.2.
3.1.2 Advantage of fuel cells

Fuel cells are defined as the power generation of the future. The interests in fuel
cells have increased due to many advantages that consist of:

- Low pollutant emissions due to by-products as water and heat.

- High-energy efficiency (Direct energy conversion, no combustion).

- The possibility of using various fuel types.

- No moving parts in the energy converter, thus reducing noise pollution and low
maintenance cost.

- Quickly recharged.

- The utilization of waste heat in a cogeneration and bottom recycle.

3.2 Solid oxide fuel cell (SOFC)

As mentioned above, solid oxide fuel cell (SOFC) is one of the most efficient
device since it composes of a ceramic ions-conducting electrolyte such as yttria-
stabilized zirconia (YSZ). It operates at high temperature which offers several
advantages as shortly described. Although the basic advantages of SOFC are similar to
other fuel cells, SOFC presents more benefits, for example:

- SOFCs can be operated with many common hydrocarbon fuels such as natural
gas, gasoline, biofuels, and alcohol without reforming of such fuel into pure
hydrogen before feeding to the SOFCs.

- The high temperature exhaust gases and heat generation in the SOFCs can be
used for cogeneration applications and bottoming recycles (Saebea et al., 2012).

This leads to increasing overall efficiency of SOFC system.
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- SOFCs are no need to use precious metals as catalysts and thus, there are
potentially lower cost compared with PEMFC and PAFC in which platinum is
used as a catalyst. SOFCs have all-solid-state construction which in turn both
electrodes and electrolyte are solid state ceramic cells. Accordingly, there are

no problems in terms of material corrosion and electrolyte management.
3.2.1 Principle of SOFC

SOFC is currently the highest-temperature fuel cell which can be operated over
a wide temperature range between 600°C and 1000°C and atmospheric or elevated
pressures. As mentioned above, the structure of SOFC is the solid state character of all
SOFC components. This means, in principle, there is no restriction on the cell
configuration. The SOFC structure consists of two porous electrodes, anode and
cathode, which are separated by ceramic ions-conducting electrolyte (denoted as the
PEN, Positive electrode-Electrolyte-Negative electrode) and can be expressed in Figure
3.2. In general, a single unit of SOFC cannot produce adequate power and thus, it is
necessary to stack SOFCs to increase the voltage and power. The interconnection in
fuel cell stacks is desired to connect each cell in series or parallel, so that the electricity

each cell generated from fuel cell can be combined. Figure 3.3 shows a schematic view

of basic SOFC operation.
\ Interconnect
Fuel or H, \\\’I_
Anode 4§
Electrolyte
Cathode

Figure 3. 2 The structure of solid oxide fuel cell.



27

Electron Flow

Syngas
(hydrogen & carbon monoxide) Oxygen

—> - - .- - L

2 1 1 < [ | 1
" LAY W f 1 H 1 '
e 5 1 Oxygen lons Z 1
% ) . . ] 1
i X = H i &

o < 1 1 § 1
@ .. 1 P
N 1 = 1

g - - - - —>

Carbon dioxide & water Excess oxygen

Anode Electrolyte Cathode

Figure 3. 3 A schematic view of basic solid oxide fuel cell operation.

(http://www.fuelcelltoday.com/technologies/sofc)

Fuels such as hydrogen, methane, ethanol, carbon monoxide or hydrocarbons
are directly fed at the anode side and air or oxygen used as oxidant is continuously fed
at the cathode side for generating electricity. At the cathode side, the reduction reaction
occurs when oxygen is reduced, and formed into oxygen ions. Then oxygen ions can
diffuse through the ceramic ions-conducting electrolyte to the anode/electrolyte
interface where they react chemically with hydrogen held in the fuel. The dense
structure of the electrolyte does not allow the passage of the cathodic gas through it,
while the high ionic conductivity and the high electrical resistance allow only oxygen
ions to migrate from the cathode to the anode. The electrons are produced afterward via
the electrochemical reaction between the hydrogen and oxygen on the anode side. The
electrons transport through the anode via the external circuit, providing electrical
energy and back to the cathode/electrolyte interface. Water and heat as by-product are
also given.

The electrochemical reactions occurring in SOFC from the utilization of Hz and
O are expressed as Egs. (3.1) and (3.2).

At the anode, oxygen ion reacts with hydrogen producing water and electrons.

H, +0* - H,0+2e" (3.1)

At the cathode, the reduction of oxygen occurs via

%oz +2e" 0% (3.2)


http://www.fuelcelltoday.com/technologies/sofc
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The overall reaction occurring in the cell is exothermic.
1
HZ +§OZ_)H20 (33)

Because of the high operating temperatures of present SOFC (approximately
800 °C-1000 °C), the materials used in the cell components are limited by chemical
stability in oxidizing, reducing environments and chemical stability of contacting
materials. The properties of SOFC material should be high electrical conductivity for
the electrodes and almost zero electrical conductivity for the electrolyte. In order to
avoid mechanical fracture and material delimitation, the thermal expansion of each
material composing the stack must be as close as possible. These limitations have
prompted investigations of developing cells with compositions of oxide and metals.

The traditional materials for SOFC are summarized in Table 3.3.

Table 3. 3 Summarizes traditional materials for SOFC.(Sammes, 2006).

Specific
. conductivity (S/m) Conductivity depends
Component composition at SOFC running upon
temperature
Anode: Ni/YSZ cermet 400-1000 Particle size ratio Ni content
Cathode: SrxLai1xMn0Os-s 6-60 Cathode Porosity Sr content
Electrolyte: Y203-ZrO> 10-15 Electrolyte Density

The most used material for the anode is currently a composite of Ni/YSZ (i.e.
Ni with 8% mole of YSZ). Ni/YSZ cermet provides the anode with high electrical
conductivity, an adequate ionic conductivity, and a high activity for the electrochemical
reactions and reforming reaction. Moreover, the mechanical characteristics enable the
anode to be the supporting structure of the entire cell, thus realizing anode supported
cells. The anode layer must be very porous to allow the fuel to diffuse towards the
electrolyte.

The typical material for the cathode is the strontium doped LaMnO3z (LSM).
LSM presents good electrochemical activity for oxygen reduction, a thermal expansion
close to that of YSZ, and good stability when the fuel cell operates at about 1000°C.
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The solid oxide electrolyte must be free of porosity that permits gas to permeate
from one side of the electrolyte layer to the other, and it should be thin to minimize
ohmic loss. Yttria-stabilized zirconia (YSZ) is currently the most widely employed
material for the electrolyte manufacture. YSZ presents good ionic conductivity and
negligible electronic conductivity at high temperature (above 700°C), it is chemical
stable at the SOFC operating conditions, and presents a thermal expansion that is
compatible with the anode and the cathode.

There are two main types of materials employed for the interconnect
manufacture: ceramic, which are suitable for high temperature usage and metallic alloys
for intermediate temperature. When the operating temperature is lower, the use of
metallic interconnects becomes feasible. Compared to ceramic materials, metallic

alloys are relatively inexpensive and easy to process.
3.2.2 SOFC design

SOFC configuration can be classified into two classes that consist of self-
supporting and those requiring external support. In the first class, the cell components,
often the thickest layer acts as the cell structural support such as electrolyte-supported,
anode-supported, or cathode-supported. In the latter class, the single cell is configured
as thin layers on the interconnection or a porous substrate. It is necessary to stack
SOFCs to increase the voltage and power being produced. Because there are no liquid
components, the SOFC can be shaped into flexible shapes such as flat planar, tubular,
and monolithic. Each type is different and can be description.

Flat Planar: The flat planar structure is the common configuration for fuel cell
stacks. Fabrication and assembly appear to be simpler for the flat plate design as
compared with the other designs. In a planar SOFC, cell components such as the
electrodes, electrolyte, and current collectors are configured as a flat planar geometry,
and arranged in the ‘typical’ sandwich configuration that can be presented in Figure
3.4. This configuration is quite simple, relatively easy and inexpensive to construct, and

the associated power density can be relatively high.
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Figure 3. 4 A schematic of planar SOFC design.

(https://www.egcfe.ewqg.apec.org)

The most important design feature of the planar SOFC relates to gas flow
configuration and gas manifolding which can be arranged in several ways, as shown in
Figure 3.5. Flow configurations of planar SOFC consist of co-flow, counter-flow, and
cross flow. The selection of a particular flow configuration has significant effects on
temperature and current distribution within the stack, depending on the precise stack
design.

Although flat planar design has many advantages, it offers disadvantages.
Firstly, the different thermal expansion of the components can lead to cracking
problems and thus, the maximum active surface is usually limited. Another
disadvantage is the high contact resistance between electrolyte and electrodes, due to

the geometrical configuration and the all solid state components.
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Figure 3. 5 Flow configurations of planar SOFC (Rahimpour and Lotfinejad, 2008).

Tubular design: In tubular design, individual fuels cells are arranged in bands
along the support tube and are connected in series by a ceramic interconnect material.
In general, the tubular SOFC is cathode-supported SOFC and thin electrolyte and anode
layers cover the cathode, as demonstrated in Figure 3.6. A major advantage is that
relatively large single tubular cells can be constructed in which the successive active
layers. The tubular approach with one closed end eliminates the requirement of gas
seals between cells. One attractive feature of this design is that it eliminates the need
for leak-free gas manifolding of the fuel and oxidant streams. However, the seal less
tubular design results in a relatively long current path around the circumference of the
cell to the interconnection, resulting in the limitation of cell performance. Other
drawbacks of the tubular design are the low volumetric power density, and the high
manufacturing costs.
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Figure 3. 6 A schematic of tubular SOFC design.

(http://www.netl.doe.gov/publications/press/2000/tl sofcdemo.html)

3.2.3 Internal reforming SOFC

Due to the high operating temperature of SOFC, it can directly run on
hydrocarbon fuels which are internally reformed to generate hydrogen-rich gas within
a fuel cell stack. The method can be called reforming which can be split into internal
reforming and external reforming. In this part, we will explain only internal reforming.
The internal reforming occurring inside the fuel itself (at the surface of anode’s
catalysts) is divided into indirect internal reforming (IIR) and direct internal reforming
(DIR). The primary conversion may be accomplished with or without a catalyst via one
of three major types of fuel reforming processes, i.e., steam reforming (SR), partial
oxidation (POX) reforming, and autothermal reforming (AR).

Chemical reaction characteristics of three primary fuel reforming reactions are
shown in Table 3.4 whereas Table 3.5 presents advantages and disadvantages of three
primary Ha production methods. The steam reforming reaction produces the highest H:
yield and cleanest exhaust. The low H> yield for another is a result of their intake of air;
the oxygen in air partially oxidizes the fuel while the nitrogen in air dilutes the hydrogen
composition in the outlet gas. For all three reactions, the H; yield can be increased by

downstream use of the water gas shift reaction.


http://www.netl.doe.gov/publications/press/2000/tl_sofcdemo.html
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The steam reforming of hydrocarbons are required for SOFC. Internal
reforming of the hydrocarbon fuels in SOFC systems increases the system efficiency
by recuperating waste heat from the stack into the fuel supply, whereas at the same time
substantially reducing the complexity and cost of the system by elimination of the
external reformer and associated heating arrangements and by reduction in the stack
cooling air requirements and associated equipment. Thus, internal reforming SOFCs
offer significantly higher system efficiencies and reduced complexity compared to
lower temperature fuel cells, as well as offer flexibility in the choice of fuel.

Direct Internal Reforming SOFC (DIR-SOFC): The reforming takes place
directly on the anode and the fuels are supplied directly into the cell. This type offers
the simplest and most cost effective design for an SOFC system. High-efficiency of
using DIR-SOFC results from utilizing the heat from the exothermic electrochemical
oxidation reaction to reform the hydrocarbon fuel which is a strongly endothermic
reaction. The advantage of direct internal reforming is that by consuming the hydrogen
to form steam, which can then reform more of the hydrocarbon fuel, the electrochemical
reactions help drive the reforming reaction to completion.

However, the problems with direct internal reforming is that it gives rise to a
sharp endothermic cooling effect at the cell inlet, generating inhomogeneous
temperature distributions and a steep temperature gradient along the length of the
anode. This problem is very difficult to control and can result in cracking of the anode
and electrolyte materials.

Indirect Internal Reforming SOFC (IIR-SOFC): the reformer unit is
separated from the fuel cell but adjacent to the fuel cell anode. The heat from the
exothermic fuel cell reaction is still utilized. Although indirect internal reforming is less
efficient and less straightforward than direct reforming, it still represents a more
efficient, simpler and more cost-effective approach than using an external reformer.
The advantage of indirect internal reforming is much easier to control from a
thermodynamic standpoint. Moreover, it is easier to develop dispersed catalysts which
do not promote carbon deposition to the same extent as the nickel anode. Nevertheless
the conversion of fuels to hydrogen is not promoted to the same extent as with direct

internal reforming. A schematic of IIR/DIR SOFC is illustrated in Figure 3.7.
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Figure 3. 7 A schematic of IIR/DIR SOFC.

3.3 Control structure design

To design an efficient control system, it is necessary to first decide the control
structure design. Control structure design deals with the structural decisions of the
control system, including the selection of manipulated variables (inputs), controlled
variables (output), measurements, control configuration, and controller type and what
to control and how to pair the variables to form control loops (Skogestad and
Postlethwaite, 1996). Control structure selection points are identified as important also
in many industries and the most important control aspect has been to select the correct
controlled variables. The key to the control design is selecting the variables to be
regulated and the controls to perform regulation (Balas, 2003). Moreover, the self-
optimizing control is implemented to select the good controlled variable which can be
kept constant at setpoints without the need to re-optimize when disturbance occur.

The control structure design procedure can follow the stepwise of Skogestad
(2004). The procedure is divided in two main parts: Top-down analysis and Bottom-up
design of the control system that include the purpose and typical model requirements
for each layer, implementing decentralized (single loop) control or multivariable
control (e.g. MPC) in the supervisory control layer. The first part including definition
of operational objectives, consideration of degrees of freedom available, and selection
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of controlled variables and production rate. The second part shows the detail of the

stabilizing control layer. The step of control structure design can be shown as follow:

Step 1. Definition of operational objectives.

It must be distinctly defined for design a control system. Moreover, operational
constraints and a scalar cost function J to be minimized should be identified. In general,
function J may be selected as the operational cost; however, it can be formulated as
constraints.

The general operational objective function is defined as J (u, x, d). The variable
u refers to degrees of freedom, x refers to state variables, and d refers to disturbances
variable. The operational objective function J optimized to be minimize with respect to
u for given d can be expressed as:

min J (u,, d) (3.4)

Subjectto:  Model equations
Operational constraints

Step 2. Selection of manipulated variables and degrees of freedom.
The dynamic and steady-state degrees of freedom (DOFs) are identified. The
number of control variables is equal to the number of steady-state degrees of freedom,

Nssand can be calculated from Eq. (3.5).

Nss = Nvalves _(NOy + NO,vaIves) (35)

where Nvaies represents the numbers of dynamic DOFs (counting valves) that is equal
to the number of manipulated variables, Noy represents the numbers of controlled
variables (liquid levels) with no steady-state effect, and Novaives represents the numbers
of purely dynamic control DOFs.

Step 3. Selection of primary controlled variables.
Which variables should be controlled? We needs to control the variables that
relate to ensuring optimal economic operation. The control active constraints variable

and control self-optimizing variable are identified and controlled to their setpoints. The
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variable needed to remain constant is active constraint. Self-optimizing control is
achieved an acceptable loss L (without the need to reoptimize when disturbances occur)
with constant setpoint values for the controlled variables. The concept of self-
optimizing control can be shown in Figure 3.8. The loss L is defined as the difference
between the actual value (J(d)) of the cost function and the optimal value (Jopt(d)) and

can be EXpress as.
Loss L=J(d)-J,,(d) (3.6)

Loss imposed by keeping constant setpoint for the controlled variable, Cys is
better self-optimizing controlled variable than C2s. d” represents its nominal optimal

operating point.

C, = constant

Cost

C ,,= constant
Loss

Reoptimized J upt(d)

Disturbance d

Figure 3. 8 The concept of self-optimizing control.

Step 4. Definition of production rate.

The production rate is usually assumed to be set at the inlet to the process and
set at the throughput manipulated (TPM) located. TPM is the manipulated variable used
to control throughput (controlled variable) or a degree of freedom that affects the

network flow.

Step 5. Structure of stabilizing control layer.
The objective of the regulatory control layer is to select and control secondary

controlled variables (measurements), so that the effect of disturbances on the primary
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outputs can be handled by the layer above. Moreover, this measurements are pairing
with the manipulated variables. The good secondary measurements should select the

variables that easy to measure and control using the available manipulated variables.

Step 6. Supervisory control layer.

The controlled outputs are keep at optimal setpoints, using as degrees of
freedom (inputs) for the regulatory layer. For decentralized (single-loop) control may
use simple P1 or PID controllers. The structural is to choose input-output pairing. The

pairing analysis is discussed in Section 3.4 on controllability analysis.

Step 7. Optimization.
This step is to identify active constraints and to compute optimal setpoints for
controlled variables. Optimization is based on nonlinear steady-state model including

costs and constraints.

Step 8. Validation.

It involves nonlinear dynamic simulation of critical parts.

3.4 Controllability analysis

Controllability plays an important role in designing a control system as it
demonstrates the ability to move system outputs to specified bounds using available
inputs. Controllability analysis can offer insights for identifying the inherent properties
of a process and how they limit control performance (Morari, 1983). It is also the ability
of a process to achieve acceptable control performance; that is, to preserve the outputs
with in specified bounds (Skogestad and Postlethwaite, 1996). In addition, a
controllability analysis is generally applied for selection of the best controlled and
manipulated variable pairing within one process and evaluation of control properties
for two or more process alternatives.

It offers a numerical indication of the sensitivity balance to provide a qualitative
assessment of the control properties of the alternative designs. A plant is controllable if
there exists a controller that yields acceptable performance for all expected plant

variations. From this, controllability is independent of the controller and a property of
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the process alone. Therefore, controllability analysis is applied to a plant to find out
what control performance can be expected.

In particular, in this thesis we will apply controllability analysis in the design of
processes, namely such processes that are designed for dynamic and control purposes,
and in the design and understanding of feedforward and multivariable controllers.

Next, the relative gain array (RGA) is considered a controllability index for the
selection of input-output pairings and to describe the interactions among inputs and
outputs. Furthermore, it is an analysis tool used to determine the optimal control
structure of multi input multiple output (MIMO) and determine the interaction among
control loops in a multivariable process (Garcia et al., 2011). Generally, a RGA that is
a normalized form of the gain matrix, close to the unity matrix at frequencies around
bandwidth is preferred and in particular control structures with high RGA elements
should be avoided. It is important to know that the structures with large RGA elements
around the bandwidth frequency are difficult to control due to sensitivity to input
uncertainty (Skogestad and Postlethwaite, 1996). The RGA of a non-singular square
complex matrix (G) is defined as indicated in Eq (3.6), where x denotes element by

element multiplication (the Hadamard or Schur product).
RGA(G)=A(G)=Gx(G] (3.6)

The RGA of a transfer matrix is generally computed as a function of frequency.
The example for a 2x2 matrix with elements gj;, the RGA can be shown as:

A A
A(G)‘LM z} &0
1
/111—1_gm (3.8)
911922

The RGA provides a measure of interactions (Bristol, 1996). Assume u;j and y;
refer to a particular input-output pair for the multivariable plant G and u; is used to
control y;.
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For all other loops open

Ay.J
gi' = 2L (3'9)
J [Auj U =0,k ]
For other loops closed
. Ay.
Lo~ L 3.10
(2] o
Yy =0 k=i

where gij is the ij th element of G and §;is the inverse of the ji th element of GL
op :1/[G‘1]ji (3.11)

The ratio between the gains in Egs. (3.9) and (3.10) is a useful measure of

interactions, and the ij th the relative gain can be defined as:

2= -[e) 6], (312)

ij

[(@}

The corresponding matrix of relative gains is the RGA. From Eq. (3.12), this is
identical to the definition of the RGA matrix in Eq. (3.6).
3.5 Robust model predictive control

3.5.1 Model description

In order to define the controller for robust control, a linear time-varying (LTV)
system is considered for multi-model paradigm or polytopic uncertainty. The linear

discrete-time model can be expressed as:
X(k+1) = A(k)x(k) + B(k)u(k) (3.13)
y(k) = Cx(K)
[AK) Bk)]eQ

where x(k) is the state of the plant, u(k) is the control input and y(k) is the plant output.

Furthermore, we define that the set Q is the polytope for polytopic systems.

Q=CO{[A1 Bl]’[AZ BZ]""’[AL BL]} (3.14)
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where Co represents the convex hull and [Ai Bi] are vertices in the convex hull. If the
system is the nominal linear time-invariant (LTI) model, it shows that L=1.
For other cases, [A(k) B(k)]€Q defined by L vertices, we have
L
[AK) B(K)]=>4[A B] (3.15)

i=1
> A=l 0<x<1

Notation: For a matrix A, AT represents the transpose of matrix A, A represents
the inverse of matrix A, | represents the identity matrix. For a vector x, x(k/K) represents
the state measured at real time k, x(k+i/k) represents the state at prediction time k+i

predicted at real time k.
3.5.2 Lyapunov theory

To determine the stability of the linear discrete-time systems, Lyapunov
theorem is used as an important basic theorem and used to make conclusions about
trajectories of a system without finding the trajectories. Moreover, the formulation of
the Lyapunov stability constraint is implemented to guarantee robust stability of the
closed-loop system. The Lyapunov stability can be extended to infinite-dimensional
manifolds that relates to the behavior of different solutions to differential equations.

Suppose there is a function V such that V is a positive definite function. For the

linear discrete-time system, Let
x(k +1)= Ax(k) (3.16)

This system is an asymptotically stable if

V(x)=x"Px>0 (3.17)
such that
V(x(k +i[k))=0,at x(k +ijk)=0 (3.18)

and

V (x(k +i+1k))-V (x(k +ilk))<0, for all non-zero (3.19)
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At sampling time Kk,

x(k +i+1k)= Ax(k +ilk) (3.20)
by substitution Eq. (3.17) to Eq.(3.19):

x(k +i+1k ) Px(k +i +1k) - x(k +i[k ] Px(k +i[k) <0 (3.21)

Equivalent to

x(k +i[k )" ATPAX(k +ilk )— x(k +ik )" Px(k +ilk)<0 (3.22)
Pre-multiplying by x(k +ilk)" and post-multiplying by x(k +i[k)", and then Eq.
(3.22) can be written as:

ATPA—P <0 (3.23)

3.5.3 Model predictive control (MPC) (Seborg et al., 2003)

Model Predictive Control (MPC) is an important advanced control technique
for difficult multivariable control problems. Suppose that we wish to control a multiple-
input, multiple-output process while satisfying inequality constraints on the input and
output variables. If a reasonably accurate dynamic model of the process is available,
we can use the model and current measurement to predict future values of the outputs.
Then the appropriate changes in the input variables can be calculated based on both
predictions and measurements. In essence, the changes in the individual input variables
are coordinated after considering the input-output relationships represented by the
process model. In MPC applications, the output variables are also referred as controlled
variables or CVs, while the input variables are also called manipulated variables or
MVs. Measured disturbance variables are called DVs or feedforward variables.

Model predictive control offers several important advantages: (1) The process
model captures the dynamic and static interactions between input, output, and
disturbance variables; (2) constraints on inputs and outputs are considered in a
systematic manner; (3) the control calculations can be coordinated with the calculation
of optimum set points, and (4) accurate model predictions can provide early warnings

of potential problem. Clearly, the success of MPC (or any other model-based approach)
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depends on the accuracy of the process model. Inaccurate predictions can make matters
worse, instead of better.

A block diagram of a model predictive control system is shown in Figure 3.9.
A process model is used to predict the current values of the output variables. The
residuals, the differences between the actual and predicted outputs, serve as a feedback
signal to a prediction block. The predictions are used in two types of MPC calculations
that are performed at each sampling instant: set-point calculations and control
calculations. Inequality constraints on the input and output variables, such as upper and
lower limits, can be included in either type of calculation. Furthermore, MPC has had
a much greater impact on industrial practice because it is more suitable for constrained
MIMO control problems.

The set points for the control calculations, also called targets, are calculated
from an economic optimization based on a steady-state model of the process,
traditionally, a linear model. Typical optimization objectives include maximizing a
profit function, minimizing a cost function, or maximizing a production rate. The
optimum values of set points are changed frequently owing to varying process
conditions, especially changes in the inequality constraints. The constraint changes are
due to variations in process conditions, equipment, and instrumentation, as well as
economic data such as prices and costs. In MPC, the set points are typically calculated
each time the control calculations are performed.

Set-point
calculations
Set points
) (targets)
Predicted L Process
Outputs Inputs outputs
—»  Prediction > Control > Process

calculations

A

Inputs

Y

Model

Residuals

Figure 3. 9 Block diagram for model predictive control (Seborg et al., 2003).

The objective of the MPC control calculations is to determine a sequence of

control moves (that is, manipulated input changes) so that the predicted response moves
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to the set point in an optimal manner. The actual output, y, predicted output, y , and

manipulated input, u, are shown in Figure 3.10. At the current sampling instant, denoted
by k, the MPC strategy calculates a set of M values of the input

{u(k+i-1),i=12,..,M}. The set consists of the current input u(k)and M-1 future

inputs. The input is held constant after the M control moves. When the inputs are

calculated, the set of P predicted outputs {9(k +i),i=12,..., P} reach the set point in

an optimal manner. The control calculations are based on optimizing an objective
function. The number of prediction P is preferred to as the prediction horizon while the
number of control moves M is called the control horizon.

A distinguishing feature of MPC is its receding horizon approach. Although a
sequence of M control moves is calculated at each sampling instant, only the first move
is actually implemented. Then a new sequence is calculated at the next sampling instant,
after new measurement become available; only the first input move is implemented.

This procedure is repeated at each sampling instant.

Past Future
1> Set point (target)
3 , " eee Past output
y | S y, o o o Predicted future output
. —— Past control action
e o o Control horizon, M ——- Future control action
I u
_ | _________
u ] —: |
- L_Ar——l Prediction horizon, P
| L1 | |
k-1 k k+1 k+2 k+M-1 k+P

Sampling instant

Figure 3. 10 Basic concepts for model predictive control (Seborg et al., 2003).

At each sampling time k, the control moves u+i), i = 0, 1, ..., m-1, (control
horizon, m) can be computed by minimizing a performance cost Jy(k) over a prediction

horizon p and expressed as:
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min J (k) (3.24)

u(k+i) P

Subject to constraints on the control input u, the state x, the output y.
In this research, the performance cost is considered following quadratic

objective and shown as:

J,(k)= Z[x(k +ilk )" Qux(k +ifk)+ulk +ifk)" Ru(k +i|k)] (3.25)

p
=
where Q1>0 and R>0 are symmetric weighting matrices.
3.5.4 Robust MPC algorithm (Kothare et al., 1996)

Model predictive control (MPC) is effectively implemented to many chemical
processes; however, a robust stability of the control system is not guarantee. The control
performance base on MPC is significantly deteriorates and incompetence to deal with
plant uncertainty. Therefore, robust MPC synthesis that allows a plant model
uncertainty in the problem formulation has been proposed. The algorithm is then proved
to guarantee robust stability by imposing the Lyapunov stability constraint.

This part serves as robust constrained infinite horizon model predictive control
(IH-MPC) that includes input and output constraints integrated with linear matrix
inequality (LMI) constraints in robust MPC problem. LMI constraints are convex
quadratic inequalities. Thus, it is computationally tractable. The more details of LMI
are referred to Boyd et al. (1994).

At each sampling time k, a robust performance objective is a min-max problem
(minimization of worst-case performance cost) in term of the quadratic objective for

the LTV system as given in Eq. (3.26).

u(k+i\milg),l ..... m  [A(k+) r&%)]eQ,iZO 3.0 (k) (3.26)
where
3,(k) = > [x(k +ilk) T Qux(k +ifk) +u(k +ifk)T Ru(k +ifk)] (3.27)
i=0

where Q1>0 and R>0 are symmetric weighting matrices.
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The state feedback control law with the state feedback matrix F is defined to

synthesis the robust MPC algorithm.
u(k +ilk) = Fx(k +ilk), i>0 (3.28)

The state feedback gains F in the control law are defined as F=YQ to stabilize
the closed-loop system. The matrix variables Q>0 and Y are achieved from the result of
the linear objective minimization problem J-(k) with the upper bound V(x(k/k)) on the
robust performance objective function at sampling time k.

The linear objective minimization problem can be expressed as:

min y

7.QY (3.29)
subject to
Loxk™ ) (3.30)
x(k|k) Q

and

Q QAT +YTB] QQY* YTR*?

A"QLB"Y 5 : ° |z j=12,.,L (3.31)
rQ 0 / 0
R¥?Y 0 0 A

Proof. See Appendix A
For input constraints, it is the limitations in the process equipment that inflict

hard constraints on the manipulated variable u(k).
uz 1y
" >0, (3.32)
Yo Q
Performance terms inflict constraints on the process output y(k) for output

constraints.

{ Q (AQ+BY)C >0, j=12,..,L (3:33)

c(AQ+BY) Y2l
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In order to guarantee robust constraint satisfaction, Eq. (3.32) is expressed for
guarantee input constraint satisfaction and Eq. (3.33) is expressed for guarantee output

constraint satisfaction.



CHAPTER IV

MATHEMATICAL MODEL

A mathematical model is an essential tool in the design and optimization of the
process system. The mathematical model of fuel cell is helpful for fuel cell developers
because it can lead to improve the fuel cell design. The model should be robust and
accurate and be able to provide solutions to fuel cell performance under a wide range
of fuel cell operating conditions. The dynamic model of process refers to unsteady-state
(or transient) process behavior. By contrast, most of the curricula emphasize steady-
state and equilibrium conditions such as mass and energy balances, thermodynamics,
and transport phenomena. However, the dynamic models are also very important.
Transient behavior occurs during important situations such as start-ups and shutdowns,
and unusual process disturbances. Consequently, this part is concerned with the process
dynamic model. For this research, the mass balance in flow channel, energy balance,

and electrochemical model of SOFC is also described.

4.1 Model configuration

A sketch of a planar solid oxide fuel cell is shown in Figure 4.1. The solid oxide
fuel cell structure is composed of a ceramic ion-conducting electrolyte sandwiched
between two porous electrodes, anode and cathode (denoted as the PEN, Positive
electrode-Electrolyte-Negative electrode). Fuels such as hydrogen or hydrocarbon fuels
are directly fed at the anode side and air used as oxidant at the cathode side is
continuously fed into the fuel cell for generating electricity. At the cathode side, the
oxygen is reduced and formed into oxygen ions which can diffuse through the ceramic
ion-conducting electrolyte to the anode/electrolyte interface. The oxygen ions react
with hydrogen which is supplied continuously to the anode side. Afterwards, the
electrons are produced by the electrochemical reactions between hydrogen and oxygen
ions on the anode side. The electrons transport through the anode via the external
circuit, generating electricity and return to the cathode/electrolyte interface. Water,

exhaust gases and heat as by-product are also produced.
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Figure 4. 1 A schematic of solid oxide fuel cell operation.

4.2 Model assumption

The mathematical model is considered for a planar direct internal reforming
solid oxide fuel cell with co-flow direction of fuel and air (as shown in Figure 4.2). The
fuel is directly reformed into hydrogen on the anode side by the steam reforming and
water-gas shift (WGS) reactions inside the fuel cell stack (called direct internal
reforming solid oxide fuel cell (DIR-SOFC)). In this work, methane, steam, and air are

the main reactants for producing electricity.

.in )
I
n Ty I
Juel > fuel 1 CH, +H)0<>3H,+CO Stcam reforming
|:::> CO+H,0 ¢ H, +CO, Water-gas shift :||:>
Hy H.0
~ e Exhaust gas

| |
: Anode \ H, +0% 5 H,0+2e” : T
T . 4 FC
| é Electrolyte  To? | % load
I
|

Cathode J' 1/20,+2¢” >0

. in n
nafr’ > Tafr

Figure 4. 2 Direct internal reforming solid oxide fuel cell.

The main assumptions are defined as follows:
1. Lumped-parameter model is considered.

2. All gas components are performed as ideal-gases.
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3. Heat capacities of all components are constant.
4. Heat loss to the surrounding and distribution of pressure inside the gas
channels are negligible.

5. The exit temperatures of fuel and air are same as the cell temperature.

4.3 SOFC model

The dynamic mathematical models of SOFC including mass balances in the fuel
and air channels, energy balance, and electrochemical model were considered and
explained in this Section.

4.3.1 Mass and energy balances

All reactions used in the mass and energy balances are presented in Table 4.1.
In the fuel channel, three reactions are taken into account: (i) methane steam reforming
reaction that is methane directly reformed within SOFC by the strongly endothermic
reaction, (ii) water gas-shift reaction which is carbon monoxide reacted with water to
produce hydrogen and carbon dioxide, and (iii) hydrogen oxidation reaction. In the air

channel, only (iv) oxygen reduction reaction is considered.

Table 4. 1 Reactions considered in an SOFC.

Reaction name No. Reaction equation AH (kJ/mol)
steam reforming Q) CH, +H,0 <« 3H, +CO 206.10
water-gas shift (i) CO+H,0«>H, +CO, -41.15
hydrogen oxidation (iii) H,+0% 5> H,0+2e" -
oxygen reduction (iv) 1/20, +2e~ — 0% -
electrochemical reaction (V) H,+1/20, - H,0 -241.83

The internal methane steam reforming (MSR) reaction in porous-supported
SOFC is the important factor to expose the performances of SOFC completely (Yang
et al., 2009). Moreover, it is the major reaction involved in the hydrogen production.
As mentioned above, the steam reforming reaction is an endothermic reaction of steam
with methane as fuel. The rate expression of steam reforming reaction, Rg is written as
(Achenbach, 1994):
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Ea
Ry = K, Pch, EXP (_ aT j 4.1)

where ko is a pre-exponential constant and equal to 4274 mol s and Ea is an
activation energy, equal to 82 kJ mol™.

Excess steam is used to prevent carbon formation on the catalyst at anode side
and to force the reaction to completion. An associated reaction to the reforming reaction
is the water-gas shift reaction. Unlike the steam reforming reaction, the water gas-shift
reaction is an exothermic reaction. The rate expression of water gas shift reaction, R

is written as (Haberman and Young, 2004):

R(ii) = Kwesr pco[l_ Peo, szK/ e szoJ (4.2)
eq
Kyosr = 0.0171exp(L3191j (4.3)
RT
Keg = exp(@ — 3.961) (4.4

Faraday’s law relates the flux of reactants and products to the electric current
arising from an electrochemical reaction. According to this law and when only
hydrogen oxidation is present, the local amount of H> and Oz consumed and H.O
produced through overall cell reaction, Ry is related to the electric current density, j,
produced in the cell by:

i
R, =— 45
v) 2F ( )

Mass Balances

Methane is assumed to be only reformed to hydrogen, carbon monoxide, and
carbon dioxide and, therefore, not electrochemically oxidized (Aguiar et al., 2004).
Thus, the chemical species considered in the fuel channel consist of methane, water,
carbon monoxide, hydrogen, and carbon dioxide (CHa, H20, CO, Hy, and CO>) whereas
the chemical species in the air channel are oxygen and nitrogen (O2 and N2). Lumped
parameter models are adequately accurate for systems-level analysis and control as

confirmed through experimental validation (Xi et al., 2010).
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The lumped parameter models were employed for analysis and control of SOFC
systems (Muller et al., 2008, Murshed et al., 2007, Sorrentino et al., 2008). Therefore,
the lumped parameter model is implemented to describe the dynamics of the fuel cell.

Hence, the lumped model of mass balances in the fuel and air channels can be
defined in term the mole of component, as shown below:

In fuel channel: (i = CH4, H20, CO, Hz, and COy)

dn;

" =N —n, + ZuikakA (4.6)
kel (v)}

Initial condition for the fuel channel:
N ¢ ‘ = (4.7)

In air channel: (i = Oz and N2)

dn.

ia

dt = nii’na — r‘]i’a =+ Ui,(V)R(V)A (48)

Initial condition for the air channel:

=n; (4.9)

where n, , and n,, (mol s™) are the molar flow rate of species i in the fuel and air

channels, respectively, vik is the stoichiometric coefficient of component i in reaction
k, Rk (mol st m™) is the rate of reaction k, and A is the reaction area (m?).

Energy Balance

It is assumed that the temperature variation inside the fuel cell is negligible for
the lumped model, resulting in the following expression for the fuel cell temperature
(Trc):

0Tee 1
dt psopccpso»:cvsom

(Q.f jin Qf ,out + Qa,in - Q.alout + (_ AH )k Rk A_ jAVFC J
(v)}

kel
(4.10)

where

Qi :anij(ri —Teet) (4.11)
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Moreover, psorc (kg m3), Cpsorc (kJ kgt K1), and Vsorc (Mm®) represent the
density, heat capacity, and volume of SOFC, respectively, AH (kJ mol™?) represents the
heat of reaction, and Qi (kJ s*) shows the enthalpy flow, and subscripts i and j in Eq.

(4.11) refer to the corresponding streams (fuel or air) and components, respectively.
4.3.2 Electrochemical model

It is necessary to understand the reaction process occurring at the anode and
cathode, the reaction rate to produce the electric current and the fuel cell energy
conversion efficiency.

Thermodynamics is the study of energy changing from one stage to another.
The conversion of the free energy change associated with a chemical reaction directly
into electrical energy is the electrochemical energy conversion. Maximum electrical
work (Weiec) is given by the negative change in Gibbs free energy change (AG) for the

process, and can be expressed in molar quantities as:

W, =-4G (4.12)

elec

The potential of a system to perform electrical work by a charge, Q (coulombs),

through an electrical potential difference, E (Volts), is
Wy = EQ (4.13)
It the charge is assumed to be carried out by electrons:
Q=nrF (4.14)

where n is the number of electrons transferred and F is the Faraday's constant (96,487
coulombs per electrons). Therefore, the maximum reversible voltage can be provided

by the cell can be expressed in Eq. (4.15),
AG = —nFE, (4.15)

where E; is the standard reversible potential.

For any chemical reaction

JA+kB — mC+nD (4.16)
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The Gibbs free energy can be expressed in terms of the standard state Gibbs free

energy and the partial pressures of the reactants and products:

o (pe/Py)"™ (P /Py)"
= | i .
A0=40 +RTn(pA/Po)‘(pB/Po)k @37

The overall reaction in an SOFC is the oxidation of H2 to form H-20O, that is,
1
H2+§o2 —H,0 (4.18)

In this reaction, the number of electrons transferred for one mole of reacted

hydrogen is 2 (n=2) and then,

4G _ AG® RT | Puo

E=-"2= o (4.19)
nF nF  nF bu, pOVf
Thus,
E=g® R | _Pro (4.20)
2F b
Py, PO’

EqQ. (4.20) can be called Nernst Equation; it depends on the gas composition and
cell temperature and results from the difference between the thermodynamic potentials
of the electrode reactions. For this work, the Nernst equation can be express as Eq.
(4.21):

RT Ph,
Eocv = Eo(Tee) - 2|§C In i O% (4.21)
Py, Po,

The theoretical open-circuit voltage or reversible cell voltage (Eocv) is the
maximum voltage. Eo is the standard-state reversible potential or the open-circuit
voltage at the standard pressure and is a function of the operating temperature (Trc) that
can be expressed by Eq. (4.22). Whereas pi is the partial pressure of component i, R is

the universal gas constant, and Trc is the operating cell temperature.

E, =1.253—2.4516x107*T. (K) (4.22)
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The theoretical open circuit voltage is the maximum voltage that can be
calculated by Nernst equation. In general, the fuel cell cannot achieve maximum
reversible voltage. The rate at which this work can be realized near equilibrium is
essentially zero as the current flowing through the cell at open-circuit voltage (OCV).
When an external load is connected, a finite, non-zero current flows through the circuit,
and the process is carried out irreversibly. Thus, the operating cell voltage or the actual
voltage (Vrc) is less than its open-circuit voltage due to ohmic resistance (77ohm) and
overpotentials losses that can be divided into concentration overpotentials (7conc) and
activation overpotentials (7act). These losses depend on the cell temperature, current
density, and species concentrations. Therefore, the cell operating voltage is given by
subtracting the various losses from the theoretical open circuit voltage and can be

shown as:

VFC = EOCV - (nOhm + nconc A nact) (423)

Three major losses influence the shape of V-i curve (voltage-current density
curve) that shows the output voltage of the fuel cell for a given current output, as

illustrated in Figure 4.3.
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Region of Total Loss

Activation Polarization
(Reaction Rate Loss)

Region of
Concentration Polarization
(Gas Transport Loss)

/
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(Resistance Loss)

f
!

Y

Cell Voltage (V)

Operation Voltage, V, Curve

Current Density (A/cm2)

Figure 4. 3 A schematic of fuel cell V-i curve.
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The ohmic losses (7onm) are caused by the oxide ions transport through the
electrolyte, the electrons transport through the porous electrodes (anode and cathode),
and contact resistance occurs between cell components. The electronic resistivity is
corrected for porosity and the possible existence of secondary, insulating phases. Ohm's
law can describe the ohmic losses that can be expressed as:

nohm = jROhm (424)

where Ronm is the internal resistance of the cell that depends on the resistivity and the
thicknesses of electrodes and electrolyte. It is also calculated from the conductivity and

the thickness of the individual layers as:

T
ROhm =

T T
lectroly e
anode electroly cathode (4 25)

o (¢ (&)

anode electrolye cathode

Where zanode, Zelectrolyte, aNA Zcathode refer to the thickness of the anode, electrolyte, and
cathode layers, respectively, canode aNd crathode refer to the electronic conductivity of the
anode and cathode, respectively, and ceiectroiyte refers to the ionic conductivity of the
electrolyte.

Assumption of Eq. (4.25) is negligible contact resistances, cross-plane charge
flow, and series connection of resistances. General methods of reducing ohmic losses
include making the electrolyte as thin layer, employing high conductivity materials, and
operating cell at higher temperatures.

The concentration overpotentials (77conc) are the result of practical limitations on
mass transport within the cell. They can be caused when the reactants are consumed by
the electrochemical reaction faster than diffusing into the porous electrode. Moreover,
they can also be caused by variation in bulk flow composition because the consumption
of reacting species in the reactant flows causes a drop in reactant concentration along
the cell, which causes a drop in the local potential near the end of the cell. The
occurrences of these losses include gas species transport in electrodes, solution of
reactants into the electrolyte, dissolution of products out of the electrolyte, and diffusion
of the reactants/products through the electrolyte to/from the reaction sites. At the high
current densities, these overpotentials become significant because of the lacking of fuel

at the reaction sites, resulting in a corresponding loss in the output voltage.
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These losses involve the species concentration at the three-phase boundaries
(TPB) and the bulk channel flow and current density. The Nernst equation at TPB (

E.pg ) IS Written as:

RT Ph,0,r8
ETPB = EO(TFC)_ ZIEC In

(4.26)

2
sz ,TPB pOZ ,TPB

The difference between Equations (4.21) and (4.26) gives the departure from

the theoretical voltage; therefore, the concentration overpotentials can be calculated by:

oy = RTec In Ph,0,1e8 PH, N RT In Po, 4.27)
2F Ph,0 P, e 4F Po, e

where pites IS the partial pressure of component i at three-phase boundaries (TPB).
The concentration overpotentials appeared in Eq. (4.27) can be divided into the
anodic concentration overpotentials, (7jconc,anode) OCcurring on the first term of right-
hand side and the cathodic concentration overpotential, (77conc,cathode) Which occurs on
the second term of right-hand side.
The partial pressures of Hz, H20, and O: at the three-phase boundaries can be
determined by using porous-media gas-phase transport models as shown in Egs. (4.28)

- (4.30), respectively.

RLRFDIN G

_ _ anode 4.28

sz,TPB sz,f 2FDeﬁ’an0de J ( )

RTFC z-a\node H

Prome = Prosr T oo ) (4.29)

H,0,TPB H,0 2FDeﬁ1an0de
RT .7 .
—P—(P- e FC * cathode 4.30
Po, tee (P—po,) m(—leDemmOdep JJ (4.30)

where Deff.anode Stands for the effective diffusivity coefficient in the anode (considering
a binary gas mixture of H2 and HO), and Defcathode Stands for the oxygen effective
diffusivity coefficient in the cathode (binary gas mixture of O, and N). These
overpotentials can be mitigated by reducing the reactant utilization fraction or

increasing the electrode porosity.
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The activation overpotentials (77act) are the result of the kinetics involved with
the electrochemical reactions at the electrode/electrolyte interface. The activation
barrier is the effect of many complex electrochemical reaction steps where typically the
rate limiting step is responsible for the overpotentials. The overpotentials equation
shown below can be found by solving the non-linear Butler-Volmer equation, which
relates the current density drawn to the activation overpotential, for a first order charge
transfer controlled electrochemical reaction. These overpotentials need to determine
both the exchange current density and the transfer coefficient for both the anode and
the cathode reactions.

.. pHZ,TPB onkF szo,TpB (1—0{)n|:
= JO,anode eXp nact,anode ————€EXp| — —nact,anode

H, f RTec Ph,o.f RTe
(4.31)
o onF (l-a)nF
)= JO,cathode, eXp F':Cnact,cathode —E€Xp _Wnact,cathode (432)

where « is the fraction of the applied potential that promotes the transfer coefficient
and usually taken to be 0.5 and n is the number of electrons transferred in the single
elementary rate-limiting reaction step. The exchange current density of electrode (jo,

electrode) Can be expressed by:

H RTFC e
— Kk e __ _—electrode ,
JO,eIectrode nF electrode Xp( RTFC J (433)

electrode e {anode, cathode}

where Eelectrode represents the activation energy of the electrode exchange current
densities as 140 kJ mol™* and 137 kJ mol* for anode and cathode, respectively and
Kelectrode represents the pre-exponential factor of the electrode exchange current density
as 6.54 x 10 Q'm and 2.35x10% Q'm for anode and cathode, respectively (Aguiar
etal., 2004).



60

4.4 SOFC performance

The power density or power output of cell (Prc) is the amount of power per unit
area which is obtained by the product of the operating cell voltage and current density,

as given by:
Pec = jVFC (4.34)
where Vrc represents the operating cell voltage, and j represents the current density.

The fuel utilization factor (Urer) is the ratio of the total inlet fuel used to produce

electricity in the cell and the inlet fuel flow, and is defined by:

_ JLw
(BFXcy, +2FXg, +2FXZ0 )Ny

(4.35)

U fuel

Fuel utilization ratio is the amount of hydrogen that is reacted in the

electrochemical reaction to the amount of hydrogen in the inlet stream, expressed as:

m.. —m m
U, = [¥J %100% = % x100% (4.36)
f,in

where m, is the mass flow rate of fuel inlet and m,,is the mass flow rate of fuel

outlet.
The excess air is a very important process parameter for the design of the total
system. The air ratio reflects the air excess which is supplied to the cell for cooling and

retaining the cell temperature. Therefore, the air utilization factor can be defined as:

main - rha out ma consumed
U, =| —ein —Teout | 10096 = —acnsumed 909004 (4.37)
m

a,in

The air ratio (Zair) is the inverse of the air utilization factor, which is defined as:

Ay =— (4.38)

or,

A, = o, M (4.39)
LW/ 4F '
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For energy conversion device, the efficiency of a system is great importance.
Fuel efficiency represents the capability of the total chemical energy in the inlet fuel
which is converted into electricity. Fuel cell efficiency can be calculated from thermal
energy of fuel fed in the cell that are methane, carbon monoxide, and hydrogen, as
described below:
Ve LW
(X, LHVG,, + X5 LHV,, + X0 LHV , o

Total,anode

(4.40)

Esorc =

4.5 Model validation

The electrochemical model allows for the computation of the SOFC voltage,
current density, and power density. The model reliability has been examined by
comparing the predicted results with the experimental data from Zhao and Virkar
(2005). Figure 4.4 shows the operating voltage of the SOFC predicted from the model,
compared with the experimental data as a function of current densities at different
operating temperatures. Table 4.2 and Table 4.3 show the values of operating
parameters used for model validation.

The comparison shows good agreement with the experimental data for operating
at 1073 K. When operating under lower temperatures such as 873 and 973 K, it seems
to have the error between the predicted results and experiment data at lower current
density. This may be caused by the model parameter errors in terms of the activation
overpotentials and ohmic losses. However, the predicted cell voltage have a similar
shape with the experiment data. Moreover, the coefficient of determination between
simulation results and experiment data can be expressed in Figure 4.5. The result shows
that the coefficient of determinations are 0.9613, 0.9912, and 0.9987 for the cell
temperature as 873, 973, and 1073 K, respectively. It indicates the predicted values

properly fit the experiment data.
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Figure 4. 4 Comparison between the model prediction and experimental data from
Zhao and Virkar (2005).
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Table 4. 2 Operating conditions for model validation (Zhao and Virkar, 2005).

Symbol Representation Value Unit
P Pressure 1 bar
Tsorc cell temperature 873,973, 1073 K
Fuel feed 97% H2, 3% H20

Air feed 21% Oz, 79% N2

Table 4. 3 Structure parameters for model validation (Zhao and Virkar, 2005).

Symbol Representation Value Unit
Tanode anode thickness 1000 um
Teathode cathode thickness 20 um
Telectrolyte  €lectrolyte thickness 8 um
hs fuel channel height 1 mm
ha air channel height 1 mm
L cell length 0.4 m

W cell width 0.1 m




CHAPTER V
DESIGN AND DYNAMIC MODELING OF SOLID OXIDE FUEL

CELL WITH METHANE STEAM REFORMING

This chapter presents the implementing of internal methane steam reforming for
a planar solid oxide fuel cell. The operating design for SOFC is considered with the
goal to select optimal operating point by using steady-state model of mass and energy
balances and electrochemical model. The effect of key operating parameters on the cell

temperature and cell voltage is considered by investigating the dynamic responses.

5.1 Introduction

A solid oxide fuel cell (SOFC) is regarded as the promising fuel cell technology
with possibility of its use in cogeneration applications. It operates at high temperatures
(typically between 1073 and 1273 K) and converts the chemical energy in the fuel
directly to electrical energy by electrochemical reactions (Yamamoto, 2000). Further,
SOFC can use the flexibility of various fuel types such as hydrocarbon fuels. Due to its
high-temperature operation, the SOFC can internally reformed fuels to hydrogen-rich
gas within a fuel cell stack. This operation is known as a direct internal reforming solid
oxide fuel cell (DIR-SOFC). SOFC is not necessary to use only hydrogen as fuel that
is still very difficult to produce and store hydrogen effectively and economically (Ni,
2011). In addition to hydrogen, methane that is the major component in natural gas can
be used as fuel for SOFC. Ni et al. (2009) studied the performance of solid oxide fuel
cells using methane as fuel with considering the direct internal methane steam
reforming and water gas shift reaction. Moreover, Yang et al. (2009) investigated the
methane steam reforming in planar porous support solid oxide fuel cell. The simulation
result reported the reforming reaction and the distribution of hydrogen were influenced
by the operating conditions such as cell temperature and steam to carbon ratio.
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Many research have been studied a promising alternative to eliminate the
requirement high performance materials and to prevent thermal expansion and
management for high temperature SOFC. Therefore, SOFC operating at intermediate
temperatures and reducing the thickness of electrolyte layer by adopting anode support
structure in SOFC instead of electrolyte layer support have been investigated. The role
of support structures were investigated by Patcharavorachot et al. (2008). The
simulation result showed that an anode-supported SOFC was superior to an electrolyte-
supported and cathode-supported SOFC under SOFC operated at intermediate
temperature. The performance of an anode-supported intermediate temperature direct
internal reforming planar solid oxide fuel cell was studies (Aguiar et al., 2004).

To develop the SOFC performance, a dynamic model is considered an essential
tool. It is used to design for fuel cell improvement and to predict the time-dependent
behavior of the SOFC system due to step changes in input variables. To date, various
SOFC models have been reported, ranging from one to three dimensional models that
describe the spatially distributed nature of SOFC variables and the internal complex
transport processes within the SOFC. However, it is difficult to build and solve due to
complex form and also spend time-consuming. To cope with these difficulties, Murshed
et al. (2007) developed a control relevant model of the hybrid SOFC system using a
lumped parameter modeling concept.

The purpose of this part is to analyze the performance of a planar anode-
supported SOFC with direct internal reforming of methane. The optimal operating
condition is selected under steady state analysis and the dynamic behavior of the SOFC
is studied to investigate dynamic responses using a lumped parameter model. The effect
of input variables on the cell temperature and cell voltage is investigated.

5.2 Results and discussion

5.2.1 Steady-state analysis

In order to obtain an exact solution, the electrochemical, mass and energy
models are presented and solved simultaneously (Pirkandi et al., 2012). The steady state
analysis is performed for the SOFC and reformer in order to select operating conditions

such as the cell temperature, cell voltage, power density, and current density. This
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operating condition will be the initial condition for dynamic behavior and the design of
SOFC control.

The lumped parameter model of SOFC is built by relating mass and energy
balances for investigating steady state and dynamic behavior.

The model parameters and cell geometry data for the SOFC are given in Table
5.1. The structure parameters, the heat capacities of all component, and the operating

conditions for SOFC are presented in Tables 5.2, 5.3, and 5.4, respectively.

Table 5. 1 Kinetic and material property data for SOFC.

Symbol Representation Value

Kanode pre-exponential factor of anode 6.54x10%
exchange current density, Q*m

Kcathode pre-exponential factor of cathode 2.35x10%
exchange current density, Qm

Eanode activation energy of anode 140
exchange current density, kJ mol™

Ecathode activation energy of cathode 135

exchange current density, kJ mol™

Deffanode  anode effective diffusivity 3.66x10°
coefficient, m?s!

Defrcathode  Cathode effective diffusivity 1.37x10°°
coefficient, m?s™®

Oanode electronic conductivity of anode, 9.5x107/Trc exp(-1150/ Trc)
olm?

Cathode electronic conductivity of cathode, 4.2x107/Tec exp(-1200/ Trc)
Qlm?

Oelectrolyte  10NIC conductivity of electrolyte, 33.4x10%xp(-10300/ Trc)
Qlm2




Table 5. 2 Structure parameters for SOFC.

Symbol Representation Value
Tanode anode thickness, um 500
Tcathode cathode thickness, um 50
Telectrolyte electrolyte thickness, um 20
ht fuel channel height, mm 1
ha air channel height, mm 1
L cell length, m 0.4
w cell width, m 0.1
DSOFC SOFC density, kg m™ 4200
Cpsorc SOFC heat capacity, J KgiK? 640
Table 5. 3 Heat capacities of each component.
Components ~ Cp, Jmol*K?  Components  Cp, J mol*K™
CHa 58.381 CO: 49.561
H-0 38.459 o)) 32.582
CcoO 31.374 N2 31.394
H2 30.236
Table 5. 4 Operating conditions for SOFC.

Symbol Representation Value

P Pressure, bar 1

T fuel inlet temperature, K 1023

Ta air inlet temperature, K 1023

Ufuel fuel utilisation factor 70%

Aair air ratio 8.5

Fuel feed SIC=2,

Air feed

10% pre-reforming
21% Oz, 79% N2

67
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Figure 5.1 shows (a) the effect of the current density on the cell voltage and
power density and (b) the cell temperature as a function of current density at steady
state for a planar SOFC. The operating condition is desired close to the highest power
production point (Georgis et al., 2011). Moreover, the cell performance will be a good
compromise between cell efficiency, power density, stable operation, and so on when
the cell voltage operates near 0.7 V (Aguiar et al., 2004). Therefore, the nominal steady
state operating points is selected at current density, j = 0.45 A/cm?. At this condition, it
is observed that cell voltage, Vec = 0.72 V, power density, Prc = 0.32 W/cm?, and cell
temperature, Trc = 1058 K. This is closed to the maximum power density. At this point,
the SOFC is operated between 823 and 1073 K it is called an intermediate temperature
solid oxide fuel cell (IT-SOFC). The cell temperature increases with increase in the
current density due to high electrochemical reactions that is exothermic reaction.
However, the cell voltage depending on the cell temperature decreases rapidly at high

current density due to concentration overpotentials.
5.2.1 Dynamic behavior

In this work, the model introduced in chapter 4 has been simulated using Matlab.
The electrochemical model allows for the computation of the SOFC voltage, current
density, and power density. The model reliability has been examined by comparing the
predicted results with the experimental data from Zhao and Virkar (2005).

After we obtain the optimum operating condition on SOFC performance, it is
applied as the initial condition to investigate the open-loop dynamic responses to step
changes around the assumed operating point by using the nonlinear ODEs of mass and
energy balances. The effects of variables are studied to investigate the responses of the
cell temperature and cell voltage by changing the current density, the inlet temperatures

of air and fuel, and the inlet molar flow rates of air and fuel in terms of velocity.
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Figure 5. 1 (a) the cell voltage and power density, and (b) the cell temperature as a

function of the current density at the steady-state for a planar SOFC.
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The open-loop response of the fuel cell temperature and cell voltage due to step
changes of £10% in the current density is shown in Figure 5.2.

In the first period, it is the nominal operating point in the dynamic model that
the cell voltage and cell temperature start from their setpoints at 0.72 V and 1058 K,
respectively. The step changes of +10% in each input are presented at the second period.
For the third period between 4000 and 7000 s, it shows the responses due to step
changes of -10% in each input. The last period of this result is to move to the initial
conditions.

As seen in Figure 5.2, the cell voltage indeed depends on the cell operating
temperature which is dependent on the fuel and air inlet temperatures as well as the
current density. The transient response of the cell voltage and cell temperature due to
step change in current density is studied while the inlet temperatures and mole flow
rates of air and fuel are maintained at the nominal values. When the SOFC is operated
at the high current densities, it is observed that the cell operating temperature increases
because of an instantaneous increase in hydrogen consumption in the cell. Moreover,
the fuel cell voltage also sudden drops associated with the ohmic losses according to
Eq. (4.24), although the increase in the cell temperature will decrease the activation
overpotentials and the internal resistance in ohmic losses. The cell voltage is dependent
on the magnitude of ohmic loss (Murshed et al., 2007).

The effects of the inlet temperatures of air and fuel on the both of them can be
shown in Figures 5.3 and 5.4, respectively. The step changes of £10% in the inlet
temperatures of air and fuel are investigated with the different inputs kept at their
nominal values. The results show that the dynamic response of fuel cell voltage and cell
temperature depend on the inlet temperatures of fuel and air. The inlet temperatures of
fuel and air increased cause an increase in the cell temperature and also increase in the

fuel cell voltage due to the ohmic losses term decreased.
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Figure 5. 3 The responses of the voltage and cell temperature due to step changes in

the inlet temperature of air (Tair,in).
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Figure 5. 4 The responses of the voltage and cell temperature due to step changes in
the inlet temperature of fuel (Truel,in).

Furthermore, the transient responses due to the inlet molar flow rates of air and
fuel in term velocity are shown in Figures 5.5 and 5.6, respectively. The inlet flow rates
of air and fuel can be expressed in terms of air and fuel velocity that calculated from
air ratio and fuel utilization factor, respectively. The transient responses of fuel cell
voltage and cell temperature for the step changes of +10% in the inlet flow rate of air
and fuel are investigated. The inputs such as the current density and the inlet
temperatures of air and fuel are kept constant. When the molar flow rates are changed,
the fuel cell voltage and cell temperature changed are observed. The inlet molar flow
rate of fuel increased causes an increase in hydrogen production rate associated with
increase in reforming reaction rate. Because of the endothermic steam reforming
reaction, heat for reformer provided by heat produced in a fuel cell results in the
decrease of the cell temperature. However, the fuel cell voltage increases due to partial
pressure of hydrogen increased and partial pressure of water decreased as a result of an
increase in the fuel flow rate. The overshoots occurred in step changes could be
described by the numerical errors, which are generated by the discontinuity in time
(Chaisantikulwat et al., 2008).
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5.3 Conclusions

In this study, the steady state analysis was analyzed to design the optimal
operating condition for a planar solid oxide fuel cell. The results showed the optimal
point was selected near maximum power density and voltage was equal to 0.72 V. The
dynamic behavior of the cell voltage and cell temperature were considered by changing
the input parameters. The simulation results indicated that the fuel cell temperature
increases at high current densities because of the increased hydrogen consumption,
leading to high exothermic reaction. However, the voltage drops immediately when the
current density increases because of the concentration losses due to the insufficiency of
hydrogen at the reaction sites. When the inlet temperature of air and fuel are increased,
the cell temperature also increases leading to the gain of cell voltage due to decreasing
of the internal resistance. Moreover, the cell voltage and cell temperature also depended

on the inlet molar flow rate of air and fuel.



CHAPTER VI
CONTROL STRUCTURE DESIGN FOR A SOLID OXIDE FUEL

CELL

This chapter focuses on the implementing of control structure design and
controllability analysis for SOFC to design a good control system. A procedure for
select an active constraint and a self-optimizing variables is presented. Moreover, the
relative gain array (RGA) considered as a controllability index for the selection of

input-output pairings is also implemented.

6.1 Introduction

Due to the direct internal reforming of solid oxide fuel cell, a temperature
gradient due to the endothermic cooling effect in the fuel cell stack, especially at the
cell inlet may be occurred. In addition, the coupling of the reforming and
electrochemical reactions results in a complicated dynamic response that requires an
efficient control system.

In recent years, SOFC has received much attention on its operation and design,
but less focus has been given to the control study, including control structure design,
controllability analysis, and the design and tuning of the controllers. Controllability
analysis can offer insights for identifying the inherent properties of a process and how
they limit control performance (Skogestad and Postlethwaite, 1996). Morari (1983) has
reported that controllability is an inherent property of the process itself and should be
considered at the design stage before the control system design is fixed. The comparison
and selection of different control structures and the validation of the controlled system
were studied for the controllability analysis of decentralized linear controllers (Garcia
etal., 2010, Serraetal., 2005). In addition, a controllability analysis is generally applied
for selection of the best controlled and manipulated variable pairing within one process
and evaluation of control properties for two or more process alternatives (Skogestad
and Postlethwaite, 1996). Therefore, the theory of controllability analysis is interesting

and challenging for SOFC.
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The selection of manipulated variables, controlled variables, control
configuration, and controller type and what to control and how to pair the variables to
form control loops were described by Skogestad and Postlethwaite (1996) to achieve
an effective control system. The proposed structures were tested to verify their
performance. The self-optimizing control is implemented to select the good controlled
variable which can be kept constant at setpoints without the need to reoptimize when
disturbance occur. Moreover, the understanding of steady-state and dynamic behavior
IS an essential necessity for the nonlinear control system design (See detail in Chapter
5). Simple and accurate SOFC dynamic model is very important for optimizing the
system as well as for developing control strategies (Kang et al., 2009). Compared with
a very detailed model of SOFC, the developed SOFC model can captures the dynamics
of the SOFC and thus the lumped parameter model can be used to design a control
structure.

The purpose of this chapter is to study the control structure design and
controllability analysis of an SOFC with direct internal reforming of methane. The
control structure of the SOFC is determined and its controllability property is
investigated by considering a relative gain array (RGA). The self-optimizing control
concept is investigated and implemented to select economic controlled variables for
SOFC.

6.2 Control structure design for SOFC

The most important control structure decision is usually to identify good
controlled variables (CVs). The first is to find the active constraints at optimal
operation, which should be controlled to operate the plant optimally. We here follow
the stepwise procedure of Skogestad (2004). A process flow diagram of the direct
internal solid oxide fuel cell is illustrated in the Figure 6.1. The goal is to control cell

temperature to its desired value.
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Figure 6. 1 Process flow diagram of the direct internal solid oxide fuel cell.
Step 1: Define cost function J and constraints.

With a given load (current density), the cost function J to be minimized is the
cost of the fuel feed minus the value of the power, subject to satisfying constraints on
the cell temperature kept at 1058 K (active constraint).

The objective function is defined as:

Cost = Steam price * total steam supply - Product price * total product
Step 2: Identify optimal operation as a function of disturbances.

At steady-state, there are two operational degrees of freedom (DOFs); the molar
flow rates of air and fuel, MVs = [nll  al",]. The current density (j) is the main
disturbance, and it is also the throughput manipulator (TPM) for the system. We have
optimized the system in detail and found that the fuel cell temperature constraint of Tec
= 1058 K is always active. There is then one remaining unconstrained degree of

freedom, which is related to the excess of air.
Step 3: Identify economic CVs.

The self-optimizing control idea is used to select the economic CVs. Self-
optimizing control is achieved when an acceptable loss L result is achieved with a
constant setpoint values for the controlled variables, without the need to reoptimize
when disturbances occur (Skogestad, 2004). The loss L is defined for a given
disturbance as the difference between the actual value of the cost function (J(d)) and

the optimal value (Jopt(d)),

LossL =J(d)-J,,(d) (6.1)
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Table 6.1 shows the four disturbance variables used in this study. For selecting
economic CVs, the fraction of methane (Xcns) and hydrogen (x2) is considered. To find
the loss, the candidate CV is kept constant when a process is disturbed by the
disturbances. The fraction of methane and hydrogen need to kept constant at 0.0226
and 0.088, respectively. The loss results are shown in Table 6.2. The loss with constant
XcHa IS acceptable, and it is found that XcHa is a better self-optimizing controlled variable

than xH2 when disturbances move away from their nominal operating points.

Table 6. 1 Disturbances to select economic CVs.

Disturbances Nominal Expected variation
d1 current density 0.45 Alcm? +10%
d> inlet temperature of fuel 1023 K +30K
ds inlet temperature of air 1023 K +30K
ds cell temperature 1058 K +30K

Table 6. 2 Evaluation of loss.

Disturbances Optimal Loss using Loss using
d1 d> d3 da Cost constant XcHs  constant X
0.45 1023 1023 1058 -0.0832

+10% 1023 1023 1058 -0.0873 0.0002 0.0028
-10% 1023 1023 1058 -0.0640 0.0014 0.0052
045 +30K 1023 1058 -0.0732 0.0000 0.0016
045 -30K 1023 1058 -0.0849 0.0000 0.0125
0.45 1023  +30K 1058 -0.0818 0.0009 0.0036
0.45 1023  -30K 1058 -0.0833 0.0040 0.0073
0.45 1023 1023 +30K  -0.0749 0.0017 0.0088

In summary, we select CV = [Tec, Xcrs]. The first CV is the active constraint
which is the optimally constrained variable and should be controlled at its setpoint. As
a “self-optimizing” variable for the unconstrained degree of freedom, we select the
fraction of unconverted methane in the exhaust gas (xcxs) which was found to result in

a small economic loss.
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Step 4: Select the throughput manipulator.
As already mentioned, it is the current density.
Step 5: Structure of stabilizing control layer.

An important decision is to select the “stabilizing” controlled variables CV2,
including inventories and other drifting variables that need to be controlled on a fast
time scale. In this case, one need to control the temperature tightly to avoid material
stresses and other needs to prevent cell voltage drop due to depletion of fuel.
Fortunately, in this case the economic controlled variables (CV1) are also acceptable

as stabilizing variables (CV2 = CV1), so a separate regulatory layer is not needed.
Step 6: Select structure for control of CV1.

This is the pairing issue which is discussed in Section 6.3 on “controllability

analysis”.

6.3 Controllability analysis for SOFC

The controllability analysis that computes zeros, poles, and relative gain array
requires a linear dynamic model. The measurements of open-loop right half plane
(RHP) zeros and poles are independent of the controller and the control configuration
and thus reflect the controllability of the plant. The RHP-zeros and poles are also
considered due to its presence limiting on the achievable control performance (Havre
and Skogestad, 1998). Unstable (RHP) zeros may result in serious control problems
and affect the achievable transient performances of feedback loops. The closed-loop
poles can change to unstable if the open-loop zeros are lying in RHP. When a system
has one pole lying in the right half plane, it also means an unstable system. The system
will move away from the steady state in open-loop instability system. Figure 6.2 shows
the open-loop poles and zeros location in the complex plane the dynamic system; all
the zeros are in LHP. Small stable zeros with stable poles show that a very large amount
of overshoot will be predicted. Small stable poles show a small amount of overshoot
may be predicted. The unstable zeros and poles do not appear here and thus, the open-
loop RHP zeros and poles may not affect the closed loop performance.
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Figure 6. 2 Pole and Zero location for the dynamic model of SOFC.

The controllability of a process is the ability to achieve acceptable control
performance; that is, to preserve the outputs with in specified bounds. It offers a
numerical indication of the sensitivity balance to provide a qualitative assessment of
the control properties of the alternative designs. To perform the controllability analysis
of the SOFC, we consider the lumped parameter models with two inputs: the inlet molar
flow rates of air (u1) and fuel (u2). The fuel cell temperature (y1) and the fraction of
methane (y-) are selected as outputs. Next, the relative gain array (RGA) is considered
a controllability index for the selection of input-output pairings and to describe the
interactions among inputs and outputs. Generally, a RGA matrix close to the unity
matrix is preferred and in particular control structures with high RGA elements should
be avoided. The RGA of a non-singular square complex matrix (G) is defined as
indicated in Eqg. (6.2), where x denotes element by element multiplication (the

Hadamard or Schur product).
RGA(G)=A(G)=Gx(G*] (6.2)

The selection of the controlled and manipulated variables for the investigated
system is analyzed at the control structure design part. According to the RGA, the

steady-state RGA is 1.94 for the diagonal pairings (u1-y1, U2-y2), which is close to 1 as
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desired. This pairing is also reasonable from a dynamic point of view because the molar
flow rate of fuel at inlet (u2) has a direct effect on the fraction of methane (y2).
Moreover, the RGA at zero frequency for different cases are shown in Table 6.3. The
10% input increases while the other inputs are kept at the nominal point. The results
show that the pairing choice is accepted by RGA1:. In all the case studies, the inlet
molar flow rates of air and fuel are used as manipulated variable to control the cell

temperature and the concentration of fuel, respectively.

Table 6. 3 Controllability index RGA at zero frequency (»=0 rad/s) for different

cases.
Case Alncrement RGA11= RGA2 RGA=RGA2
1 Nominal Operation 1.94 -0.94
2 +10% ur 1.92 -0.92
3 +10% Ua 1.87 -0.87
4 +10% T{° 1.89 -0.89
5 +10% T4 2.02 -1.02
6 +10% j 1.94 -0.94

At steady state, the controllability analysis is completed with the investigation
at different cases and the good control structure is identified as ui-yi, uz-y2. The
frequency range from 107 to 10 rad/s is considered. Figure 6.3 shows the result for
RGA1: of difference cases during a wide frequency range. It can be observed that the

pairing between ui-yi, Uz2-y2 is also suitable for all case.
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Figure 6. 3 Relative gain array (RGA11) of SOFC for different cases in the frequency
range of 107 to 10 rad/s.

6.4 Conclusions

This work focused on a control structure design and controllability analysis of
SOFC operated under a direct internal reforming of methane. The lumped-model
represented zero dimensional nonlinear ODEs was implemented for dynamic and
control design. The control structure design was implemented to identify good
controlled variable. We found the cell temperature was the active constraints that should
be controlled at its setpoint. Moreover, the fraction of unconverted methane was a good
CV for the remaining unconstrained variable by the self-optimizing concept. The
controllability analysis based on RGA at zero frequency was performed to pairing
between manipulated variables and controlled variables. The result showed the inlet
molar flow rates of air and fuel were manipulated variables to control the cell
temperature and the unreacted fraction of methane, respectively. Moreover, the open-
loop zeros and poles were calculated to investigate RHP zeros and poles.



CHAPTER VII
CONTROL OF THE INTERNAL REFORMING SOLID OXIDE

FUEL CELL

As mentioned above, the dynamic behavior is implemented to describe their
response by lumped-parameter model and the control structure design can define the
good controlled variables with their manipulated variables. Therefore, it is interesting
to implement controller to the process. This chapter presents the controller design for
control the internal reforming solid oxide fuel cell. Control studies on the conventional
PID controller strategy are investigated. The simulation result of the PID controllers is

discussed.

7.1 Introduction

Recently, the several works have been concentrated on the dynamic models for
process control of solid oxide fuel cell. In the work (Li et al., 2005), a dynamic model
was derived and a control of a SOFC power was studied by implementing proportional-
integral (P1) controller to maintain fuel utilization and voltage when the stack current
changes. Whereas a SOFC dynamic model and a feedback control scheme can maintain
output voltage despite load changes and the SOFC output voltage controlled by
implementing a PI controller (Chaisantikulwat et al., 2008). A PID controller was
implemented to maintain the outlet fuel temperature and the fuel utilization during load
changes (Aguiar et al., 2004). Stiller et al. (2006) has developed a dynamic model for
control of a SOFC and gas turbine hybrid system. The proportional—integral-derivative
(PID) type controller was used for controlling the SOFC power, fuel utilization, air
flow, and cell temperature.

In this work, we concentrate on the implementing of the PID controller for the
internal reforming solid oxide fuel cell. Performance of the SOFC control using a

conventional control methodology with the designed control structure is studied.
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7.2 PID controller strategy

The most popular type of feedback stabilization control is Proportional-Integral-
Derivative gain feedback. A proportional-integral-derivative controller (PID controller)
is a control loop controller widely used in industrial control systems and is very
effective and easy to implement. The PID controller calculates an error value between
a measured variable (output variable) and a desired setpoint value. The controller
attempts to minimize the error by adjusting a manipulated variable. The proportional
depends on the present error, the integral involves the accumulation of past error, and
the derivative is a prediction of future error. The PID controller is used to adjust the
process via a final control element.

By tuning the three parameters in the PID controller algorithm, the controller
can provide control action designed for specific process requirements. The response of
the controller can be described in terms of the responsiveness of the controller to an
error, the degree to which the controller overshoot the setpoint, and the degree of system
oscillation.

The PID control scheme is to calculate the manipulated variable (MV). The
proportional, integral, and derivative terms are summed to calculate the output of the

PID controller, u(t). The final form of the PID algorithm can be expressed as:

ult)=u, + Kc[e(t)+ij-e(z')dr+r,3 % (7.0)

710

where
K¢ is proportional gain
a1 is integral gain
 is derivative gain
e is error (setpoint value - measured value)
tistime

ris variable of integration
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The result of a high proportional gain shows a large change in the output for a
given change in the error. If the proportional gain is too high, the system can become
unstable. In contrast, if the proportional gain is too low, the control action may be too
small when responding to system disturbances.

The integral term accelerates the movement of the process towards setpoint and
eliminates the residual steady-state error that occurs with a pure proportional controller.
However, since the integral term responds to accumulated errors from the past, it can
cause the present value to overshoot the setpoint value.

A derivative action predicts system behavior and thus improves settling time
and stability of the system. Derivative control action produces more robust behavior by
the controlled processes. The implementation of PID controllers includes an additional
low pass filtering to limit the high frequency gain and noise. Derivative action is
occasionally used in practice though by one estimate in only 20% of deployed
controllers because of its variable impact on system stability in real-world applications
(Ang et al., 2005).

To obtain PID-tuning gains, there has been many works concentrated on
Ziegler—Nichols method (Ziegler and Nichols, 1942) and Internal Model Control (IMC)
PID-tuning rule (Rivera et al., 1986). The result for first method showed a very good
disturbance response for integrating processes, but it was poor performance for
processes with a dominant delay. For second method, it was found that a disturbance
response was poor for integrating processes but was robust and gave very good
responses for setpoint changes. Therefore, in this study, the SIMC (Skogestad IMC)
PID tuning rules are implemented because they are simple and easy to memorize and
work well on a wide range of processes (Skogestad, 2003). The second-order time delay

model for PID —control can be expressed in form g(s):

0= K e (7.2)

7,5 +1)r, +1)

where k denotes the plant gain (k=Ay(«)/Au), 7. denotes the time constant, = denotes

the second-order lag time constant and &denotes the time delay without output changes.
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The SIMC PID tuning rules for the second-order time delay process in Eq. (7.2)

are defined as:

1 7
“Tk 7. +6 (7:3)
r, =min{r,,4(r_ +6)} (7.4)
Ty =17, (7.5)

where 7 is the closed-loop response time constant and » > ¢ for dominant second-
order process. The selection of tuning parameter, z, is determined between tight control
that wants the fastest possible control with good robustness and smooth control that
requires slowest possible control with acceptable disturbance rejection. This work
focuses on the tight control of active constraints; therefore, the SIMC rule for fast

response is expressed as z = 6.

7.3 Results and discussion

The control structure with two feedback loops for solid oxide fuel cell is shown
in Figure 7.1. Two proportional integral derivative controllers (PID controller) were
implemented with controller parameters obtained using the SIMC method (Skogestad,
2003). According to control structure design, the inlet molar flow rates of air and fuel
are used as manipulated variables to control the fuel cell temperature and the fraction
of methane, respectively. To control cell temperature by using the flow rate of air, in
this case the process gain Kc is negative (direct-acting control), if the cell temperature
increases, the air flow rate must be increased to maintain the desired temperature. On
the other hand, if the fraction of methane increases, the fuel flow rate must be decreased

to maintain the desired value. This is called reverse-acting control (Kc>0).
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Figure 7. 1 Process flowsheet with control loops for SOFC.

In this study, the current density is the disturbance which effects on the SOFC.
The controller design is carried out on the dynamic models of the SOFC. The first PID
controller is implemented to control the cell temperature by using the inlet molar flow
rate of air as manipulated variable. Moreover, the fraction of methane is controlled by
manipulating the inlet molar flow rate of fuel using another PID controller. The step
changes in the current density at 100s is simulated. The SIMC tuning technique is

implemented and the controller gains are showed in Table 7.1.

Table 7. 1 The controller parameter for controlling the cell temperature and fraction of

methane.
Controller tuning parameter Cell temperature Fraction of methane
Controller gain, Kc 5 1
Integral time, o 4 8
Derivative time, m 1 0.1

Figure 7.2 shows closed-loop responses for two controlled variables when the
current density (disturbance) changes from 0.45 A/cm? to 0.47 A/cm? and 0.43 A/lcm?.
The response of cell voltage due to step changes in the current density can be shown in

Figure 7.3.
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Figure 7. 2 Closed-loop responses of the cell temperature and fraction of methane due

to step changes in the current density.
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Figure 7. 3 The response of cell voltage due to step changes in the current density.

After the current density is changed at 100s, the cell temperature increases and
the fraction of methane decreases due to the increased amount of hydrogen reacted in
the fuel cell. The two PID controllers successfully maintain the cell temperature and
fraction of methane to their desired setpoint. On the other hand, the cell voltage
immediately drops due to the ohmic losses and fuel starvation. The controller
performance of the two PID controller in term the IAE values is shown in Table 7.2. It
observes that the IAE value for the PID controller of the fraction of methane is very

small.

Table 7. 2 The controller performance in term the 1AE values from controlling the cell

temperature and the fraction of methane.

Variables IAE
Cell temperature 14.6317
Fraction of methane 3.3131x10°®

Cell voltage 7.5535
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According to the operational objective, the cost function J to be minimized
involves cost. Therefore, the fraction of methane is selected as economic controlled
variable. However, it is importance for the SOFC to maintain the cell voltage to its
setpoint value. Then, the cell voltage is selected as controlled variable replaces the
fraction of methane by the inlet molar flow rate of fuel. The controller parameter tuning
used in the fraction of methane is implemented for controlling the cell voltage. Figure
7.4 shows closed-loop responses for the cell temperature and the cell voltage when the
current density (disturbance) changes from 0.45 A/cm? to 0.47 A/lcm?and 0.43 A/cm?.
The response of fraction of methane due to step changes in the current density can be
shown in Figure 7.5. The simulation results show the cell temperature and cell voltage
can back to their setpoints by manipulating the inlet molar flow rate of air and fuel,
respectively. When the step increases in the current density is applied, hydrogen reacted
in the fuel cell increases. Therefore, the hydrogen production rate is increased by
supplying more fuel in the fuel cell to avoid the fuel starvation.

The controller performance of the two PID controller in term the IAE value is
shown in Table 7.3. It observes that the IAE values in Table 7.3 for all variables is
better than the IAE values in Table 7.2.

Table 7. 3 The controller performance in term the 1AE values from controlling the cell

temperature and the cell voltage.

Variables IAE
Cell temperature 7.7823
Fraction of methane 0.2917

Cell voltage 0.3669
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Figure 7. 4 Closed-loop responses of the cell temperature and cell voltage due to step

changes in the current density.
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7.4 Conclusions

In this chapter, we concentrated on the implementing of the two PID controller
for the internal reforming solid oxide fuel cell. Performance of the SOFC control using
a conventional control methodology with the designed control structure was studied.
The cell temperature and the fraction of methane were controlled by manipulating the
inlet molar flow rate of air and fuel, respectively. The controller parameter tunings were
obtained by using the SIMC (Skogestad IMC) PID tuning rule. The simulation result
showed the PID controllers successfully control two controlled variable to their
setpoints. However, the cell voltage was needed to maintain constant. Therefore, the
cell voltage was controlled by using the same controller tuning parameter. The result
showed good control performances by investigating the IAE value. However, the use
of the PID controller algorithm for controlled variables under a large step increases in

the current density cannot guarantee optimal control of the system.



CHAPTER VIII
AN OFF-LINE ROBUST MODEL PREDICTIVE CONTROL

ALGORITHM FOR THE INTERNAL REFORMING SOFC

This chapter describes the implementation of an off-line robust model predictive
control algorithm based on uncertain polytopic approach using linear time-varying
(LTV) and linear parameter varying (LPV) systems for controlling the internal
reforming SOFC. The state feedback control law is defined to synthesis the robust MPC

algorithm and are implemented to the process.

8.1 Introduction

Among many advanced control techniques, a model predictive control (MPC)
technique is one of the most studied control algorithm. MPC is an effective control
algorithm for dealing with multivariable constrained control problems. The overall
objectives of an MPC controller have been summarized (Qin and Badgwell, 2003) such
as to prevent violations of input and output constraints, to drive some output variables
to their optimal set points, while maintaining other outputs within specified ranges.
MPC can be designed to guarantee its stability, independence of the controlled plant.
The MPC controller was implemented to prevent oxidant starvation of fuel in the fuel
cell process due to load changes or decoupling the desired load from the effective load
(Danzer et al., 2009). Moreover, the nonlinear model predictive control (NMPC) was
studied and implemented by using the unscented Kalman filter to utilize estimated
states for the solid oxide fuel cell system (Murshed et al., 2010). The linear MPC can
stabilize the system for a small load change. It cannot control the system for higher load
disturbances.

According to a model-based control, it is difficulty for MPC to handle with an
uncertain plant model. There are many real chemical processes which are rigorously
nonlinear model and uncertain. The control technique base on MPC is incompetence to

deal with the plant model uncertainly (Kothare et al., 1996). As a result, the several
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works focus on the development of MPC technique called robust MPC to handle
nonlinear systems and the problem of robust stability.

Linear matrix inequalities (LMIs) involved the convex optimization problem is
used to solve the problem of minimizing objective function. This approach can
guarantee robust stability. Moreover, an algorithm of robust MPC for uncertain
polytopic discrete-time systems is studied and implemented the state feedback control
law to the process (Bumroongsri and Kheawhom, 2012). Robust model predictive
control (RMPC) algorithm is presented to stabilize any linear time-varying (LTV)
system (Pannocchia, 2004). Recently, the controller synthesis based on a linear
parameter varying (LPV) system has been received considerable attention
(Bumroongsri and Kheawhom, 2012). Casavola et al. (2012) proposed the MPC for
feedback regulation problems. The LPV model was used to explain a nonlinear plant in
the MPC algorithm. According to an on-line synthesis approach, the resulting on-line
computation will grow significantly when MPC incorporates model uncertainty. With
the off-line approach, the computation of robust MPC is reduced significantly with
minor loss in performance. Therefore, the off-line computational is implemented for
the robust model predictive control.

Because the SOFC model involves many uncertain parameters, the control
design should sustain this model uncertainty. The performance of the developed MPC
based on LPV and LTV models was compared.

The aim of this study is to develop the robust constrained MPC with a state
feedback control law for the direct internal reforming SOFC. Uncertain polytopic
discrete-time linear time varying (LTV) and linear parameter varying (LPV) models are
employed to explain the SOFC behavior and to design the MPC control. Performance

of the MPC based on the two different linear models are investigated and compared.
8.2 Robust MPC Algorithm for LTV and LPV systems
8.2.1 Model Description

For a Linear Time Varying (LTV) system

To synthesize a robust controller, a linear time-varying (LTV) system is defined

for multi-model paradigm or polytopic uncertainty.
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x(k +1) = A()x(k) + B(k)u(k) (8.1)
y(k) = Cx(k)
[AK) B(k)]eq

where x(K) is the state of the plant, u(k) is the control input and y(k) is the plant output.

Furthermore, we define that the set Q is the polytope for polytopic systems.
a-coffA Bl[A BJ.[A B]J (6.2

where Co represents the convex hull and [Ai Bi] are vertices in the convex hull. 4 is the

uncertain parameter vector (for some nonnegative summing of A to one).If the system
is the nominal linear time-invariant (LT1) model, it shows that L=1.

For other cases, [A(K) B(k)] Q2 defined by L vertices, we have

(A6 Blk]-4A &) (83)

izli =1 0<ic<1

i1
For a Linear Parameter Varying (LPV) system
Consider the discrete-time polytopic linear parameter varying system
x(k +1) = A(p(k)x(k) + B(p(k hu(k) (8.4)
y(k) =Cx(k)
[A(p(k) B(p(k)]e

The scheduling parameter p(k) is measurable on-line at each sampling time k.

Furthermore, we define the set Q which is the polytope for polytopic systems.

Q=Co{A B][A BJ..[A B]J (8.5)

where [A(p(k)) B(p(k))] are the linear combination of the vertices
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L

[A(p(k) B(pK)]=p;(k)A, B (8.6)

i=1

ij(k)=1f 0< p,-(k)s1

8.2.2 Model Predictive Control (MPC) Formulation

At each sampling time k, the robust performance objective is a min-max
problem (minimization of worst-case performance cost) in term of the quadratic

objective as given in Egs. (8.7) and (8.8) for the LTV and LPV systems, respectively.

u(k+i\mii2),1 ,,,,, m [Ak+i) g}%)]eg,izoj@(k) (8'7)
u(k+i\milzr?),1 ..... m [A(p(k+i)) g}%n))]eg,izo\]w(k) (8'8)
3, (k)= i[x(k +ilk)" Qux(k +ifk )+ u(k +ifk )" Ru(k + i|k)] (8.9)
i=0

where Q1 > 0 and R > 0 are the symmetric weighting matrices.

subject to
uy (k +ik) <Up . h=12,3,...n, (8.10)
Yo (k+ik)] < Yy T=12.3,..1, (8.11)

The performance cost, Eq (8.9) at each sample time step is formulated as the
convex optimization problem with linear matrix inequalities (LMIs) constraints
(Kothare et al., 1996). The Lyapunov function is presented to guarantee the stability for
the MPC algorithm.

The state-feedback control law can be stabilized as Eqgs. (8.12) and (8.13) for
the LTV and LPV systems, respectively.

u(k) = Fx(k), i>0 (8.12)

u(k) = F(p(k))x(k), F(p(k)=>"p;k)F, (8.13)
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8.2.3 Off-line robust MPC algorithm using ellipsoidal invariant sets

For a Linear Time Varying (LTV) system

The state feedback gains F in the control law are defined as F=YiQi to stabilize

the closed-loop system with in the ellipsoidal invariant set € = {X/x"Q'x<1}. The matrix

variables Q>0 and Y; are achieved from the result of the linear objective minimization

problem J-(k) with the upper bound yon the worst-case MPC. The symbol * represents

the corresponding transpose of the lower block part of symmetric matrices.

min
7,QiY; Y
subject to
1 *
>0
X Q
and
Q_ *
AQ +BY, Q
Q, 0
RY?Y, 0

(8.14)

(8.15)

L120, j=12..L (8.16)

/

For input constraints, it is the limitations in the process equipment that inflict

hard constraints on the manipulated variable u(k). Boyd et al. (1994) showed the basic

ideal for continuous-time systems. However, we present here in (discrete-time) robust

MPC as follows:

with

(8.17)

(8.18)
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Performance terms inflict constraints on the process output y(k) for output

constraints.

S *

with
S <Y F=12..,n, (8.20)
Eqg. (8.17) is expressed for input constraint satisfaction and Eq. (8.19) is
expressed for output constraint satisfaction.
For a Linear Parameter Varying (LPV) system

The state feedback gains Fi in the control law are defined as Ki =YiGi* (Wada
et al., 2006) to stabilize the closed-loop system. The matrix variables Qi, Gi, and Y; are
achieved from the result of the linear objective minimization problem with the upper
bound y on the worst-case MPC. The symbol * represents the corresponding transpose

of the lower block part of symmetric matrices.

ey (8.21)
subject to
1 *
>0 8.22
{xi QJ (622

and

Gi+GiT_Qi * *  x

* *
AG +BY,Q >0, j=12,..L (8.23)
QG 0 -

RY?Y, 0 0 A

=

Input constraint

X *
{Y.T G.+G.T—Q}ZO’ Xop SUE L h=12,.n, (8.24)
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Output constraint

S *

>
(AG +BY,JCT G +G] -Q =0, (8.25)

Sy < Vimx: F=12...n,

8.3 Results and discussion

In this part, the implementation of the ellipsoidal off-line robust MPC algorithm
for LTV systems is presented and performed using SeDuMi (Sturm, 1998) and
YALMIP (Lofberg, 2004) within Matlab R2012a. The control algorithm is considered
to the nonlinear model of SOFC. For the LTV system, the cell voltage, Vrc is considered
as the uncertain parameter and assumed as an arbitrarily time-varying in the indicated
range of variation. Whereas the scheduling parameter, p(k) for LPV system can be
calculated from temperature.The lumped-parameter model represented by nonlinear

ODEs of mass and energy balances of SOFC is linearized as follows:
X = Ax+Bu (8.26)
y = CX

where x are the state variables of SOFC. They include the mole contents of fuel and air
and the cell temperature. Whereas u are the input variables or manipulated variables
that are the inlet molar flow rate of air and fuel. Matrix A and B are obtained from
linearization, and y are the output variables.

Then the linearized model is discretized using Euler first-order approximation
into discrete-time model (expressed in Eq. 8.27) with a sampling period of 5 second.
Let x = X-Xss and u = u-Uss where the subscript ss denotes the corresponding variable at

steady state condition.

x(k +1) = A(K)x(k) + B(K)u(k) (8.27)

y(k) =cx(k)
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Due to the cell temperature increased, the material stresses could potentially be
a problem that can result in cracking of the anode and electrolyte materials. The
objective is to control the state variables to their desired value by manipulating the input
variables with Q1=I and R=0.1l.

In this study, the polytopic uncertain model includes two vertices due to one
uncertain parameter, Vrc for LTV system. The uncertain parameter is randomly time-
varying between 0.6 and 0.8 V. While the scheduling parameter for LPV system can be
calculated from temperature at each sampling time.

Figure 8.1 shows schematic diagram of control system between robust MPC
and SOFC. The solid line refers to on-line computational and the dash line refers to off-
line computational. From SOFC model that is non-linear model is linearized, (the state,
input, and output variables are expressed in term the deviation variables) and then
discretized using Euler first-order approximation into discrete-time model. After we get
LTV and LPV systems, they are implemented with robust MPC algorithm. To get gain
F, we find matrix Qi, Gi, and Y; from the result of optimization. Lastly, the state
feedback control, u can be calculated and used to adjust the final control element.

Methane
S —
Steam 'DQ " Matlab for SOFC Qutput >
N Model
Al (
: —— On-line
,____*____I - - - Off-line
I
1 LTV system :
State-feedback e === -
control, u !
F 9 r—-——- _L —— -
I Robust MPC |
: Algorithm 1
————m -
I
_—— e __ .
I- v -
| T N\ Setpoints
1 Optimnization '\_/‘
e o e ] +

Figure 8. 1 Schematic diagram of control system.
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The robust MPC using LTV model with the state feedback control is
implemented as controller to maintain the state variables to their setpoints when the
disturbance occurs. The closed-loop response of cell temperature and cell voltage due
to the current density changes from 0.45 to 0.47 A/cm? is shown in Figures 8.2 and 8.3,
respectively. Moreover, the responses of the moles of methane, water, carbon
monoxide, hydrogen, carbon dioxide, and oxygen are shown in Figure 8.4. The
reactions of the inlet molar flow rate of air and fuel in term velocity as the control input

can be seen in Figure 8.5.

12 : : : : :

| | i ' :
0 50 100 150 200 250 300
Time (s)

Figure 8. 2 The closed-loop response of SOFC temperature.
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Figure 8. 3 The closed-loop response of the cell voltage.
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Figure 8. 4 The regular output in term mole contents of fuel and air.
(@) mole of methane, (b) mole of water, (c) mole of carbon monoxide, (d) mole of

hydrogen, (e) mole of carbon dioxide, and (f) mole of oxygen.

The results show the inlet molar flow rate of air and fuel in term velocity can
maintain the cell voltage and the state variables that are the cell temperature and the

content of fuel and air to their setpoints when the process is changed due to current
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density changes. The robust MPC controller with model uncertainty can control the
SOFC and guarantee the stability of the SOFC.

(@) The inlet molar flow rate of fuel in term velocity

0.15

_______________________________________________________________________________

_____________________________

i i i
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Time (s)

i
100

(b) The inlet molar flow rate of air in term velocity

(m/s)

Uy

' i i i i
0 50 100 150 200 250 300
Time (s)

Figure 8. 5 The control input for LTV system (a) inlet molar flow rate of fuel in term
velocity and (b) inlet molar flow rate of air in term velocity.

The robust MPC algorithm using LTV and LPV systems with the state feedback
control is implemented for the SOFC. The comparison between LTV system and LPV
system is investigated when the cell temperature (deviation variable) start at 10 K from

setpoint.
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Figure 8.6 shows the closed-loop responses of the cell temperature for the robust
MPC based on the (a) LTV and (b) LPV systems. The regular output in term mole
contents of fuel and air based on LTV and LPV systems can be shown in Figure 8.7
and 8.8, respectively. The results show that the proposed control algorithm can reach
good results. The MPC controller for LTV and LPV systems can maintain the regular

outputs to their setpoints by manipulating the control inputs.

(@) LTV system
10

' i i ' :
0 50 100 150 200 250 300
Time (s)

(b) LPV system

10

TFC (K)

0 50 100 150 200 250 300
Time (s)

Figure 8. 6 The closed-loop responses of SOFC temperature: (a) LTV system, (b)
LPV system.
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Figure 8. 7 The regular output in term mole contents of fuel and air based on LTV
system.
(@) mole of methane, (b) mole of water, (c) mole of carbon monoxide, (d) mole of

hydrogen, (e) mole of carbon dioxide, and (f) mole of oxygen.
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Figure 8. 8 The regular output in term mole contents of fuel and air based on LPV
system.
(@) mole of methane, (b) mole of water, (c) mole of carbon monoxide, (d) mole of
hydrogen, (e) mole of carbon dioxide, and (f) mole of oxygen.
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The control inputs for closed-loop response of the SOFC based on LTV and

LPV systems can be shown in Figure 8.9 and 8.10, respectively.

(@) The inlet molar flow rate of fuel in term velocity

0.25 : : : : :
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(b) The inlet molar flow rate of air in term velocity
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Time (s)
Figure 8. 9 The control input for LTV system.
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Figure 8. 10 The control input for LPV system.
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Moreover, it is observed that the cell voltage (Vrc) also moves to its desired
value (Figure 8.11). By comparing the MPC design based on the LTV and LPV
systems, it seems that the MPC with the LPV system can achieve a better control
performance because the scheduling parameter is taken into the controller synthesis.

(@) LTV system
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Figure 8. 11 The closed-loop responses of the cell voltage: (a) LTV system, (b) LPV

system.
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8.4 Conclusions

In this work, the robust constrained MPC algorithm based on uncertain
polytopic discrete-time LTV and LPV systems was synthesized for controlling the
direct internal reforming SOFC. The state feedback control law minimizing an upper
bound on the worst-case objective function was implemented. The lumped-parameter
model was used to explain the SOFC dynamic behavior and employed to design the
MPC controller. The performance of the MPC controller using the proposed different
models was compared. The simulation results showed that under model uncertainties,
the proposed robust MPC can control the cell voltage and temperature to its setpoint.
The proposed controller can guarantee the stability of the SOFC. The results also
showed the control performance of the robust MPC algorithm based on LPV system

was better than LTV system.



CHAPTER IX

CONCLUSIONS AND RECOMMENDATIONS

This work studies on the performance of the direct internal reforming solid
oxide fuel cell using methane as fuel. The steady state analysis is studied to desire the
optimal operating condition. The dynamic behavior using the lumped parameter model
of mass and energy balances is investigated to explain the dynamic responses. The
effect of the input variables such as the inlet temperatures of fuel and air, the molar
flow rates of fuel and air in term velocity, and current density on the cell voltage and
cell temperature are explained. Moreover, the control structure design is implemented
to select the good controlled variable, manipulated variable, and control configuration
by using the procedure of Skogestad (2004). The controllability analysis using the
relative gain array as the controllability index is studied for the selection of input-output
pairings. The implementation of conventional PID controller to control the cell
temperature and the fraction of methane is presented. Finally, the off-line robust model
predictive control using linear time varying and linear parameter varying systems is
proposed for the internal reforming solid oxide fuel cell. The performance of robust
MPC based on two different models is compared.

9.1 Conclusions

In this study, the methane is fed as fuel for the planar solid oxide fuel cell
(SOFC) with the direct internal reforming. The electrochemical model, mass and energy
balances were performed in Matlab to study the steady state analysis, dynamic
behavior, control structure design as well as the controller design. The lumped
parameter model of the mass and energy balances was implemented. The steady state
analysis was performed for the SOFC and reformer in order to the select operating
condition that is near the maximum power density and voltage near 0.7V. The cell
temperature, cell voltage, and power density were determined as a function of current
density. The results showed an increase in the current density cause a reduction of cell
voltage and an increasing of cell temperature because of the increased hydrogen
consumption. Moreover, the dynamic responses due to step changed of the different
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input were investigated by using the operating condition as the initial condition. The
cell temperature and cell voltage depend on, the inlet temperature of air and fuel as well
as the current density. An increase in the inlet temperature of air and fuel resulted in
the cell temperature increased leading to the gain of cell voltage due to decreasing of
the internal resistance. At the high current densities, the cell operating temperature
increased due to an increase in hydrogen consumption in the cell; however, the fuel cell
voltage also sudden dropped associated with the ohmic losses.

After the dynamic behavior was analyzed, the implementing of control structure
design and controllability analysis for the planar SOFC to design a good control system
was studied. The cost function needed to be minimized was defined subject to satisfying
constraints. A procedure for selecting an active constraint and a self-optimizing
variables was presented. The results found the cell temperature was the active constraint
variable needed to maintain at its desired value and the fraction of methane was found
as the self-optimizing variable by investigating the loss, L. The inlet molar flow rate of
air and fuel were selected as manipulated variables and the main disturbance variable
was the current density. Moreover, the relative gain array (RGA) considered as a
controllability index for the selection of input-output pairings was also implemented.
The pairing result showed that the steady-state RGA was 1.94 for pairing the inlet molar
flow rate of air with the cell temperature and the inlet molar flow rate of fuel with the
fraction of methane. This mean the inlet molar flow rates of air and fuel were the
manipulated variables to control the cell temperature and the fraction of methane at the
outlet, respectively.

As mentioned above, the control structure design defined the good controlled
variables with their manipulated variables. Therefore, it was interesting to implement
controller design for control the internal reforming solid oxide fuel cell. Control studies
on the conventional Proportional-Integral-Derivative (PID) controller was investigated
and the SIMC (Skogestad Internal Model Control) PID tuning rule was id to find tuning
parameters (K¢, a1, and m). The simulation studies of the two PID controller with the
designed control structure was discussed. The cell temperature and the fraction of
methane were controlled by manipulating the inlet molar flow rate of air and fuel,
respectively. The simulation result showed the PID controllers successfully maintained

two controlled variable to their setpoints. When the current density was changed at
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100s, the cell temperature increases and the fraction of methane decreases due to the
increased amount of hydrogen reacted in the fuel cell. The inlet molar flow rate of air
increased to reduce the cell temperature. The changing of the fraction of methane was
very small and can be observed from the IAE value. However, the cell voltage was
necessary to constant for SOFC. Therefore, the cell voltage was controlled by using the
same controller tuning parameter. The simulation result showed the cell voltage was
controlled to its desired value. The performance of two PID controller showed the good
control performances by investigating the IAE value. However, the PID controller
algorithm for controlled variables under a large step increases in the current density
cannot guarantee optimal control of the system.

According to controller design, the model predictive control (MPC) is
interesting to implement for the internal reforming SOFC. However, it is incompetent
to deal with plant model uncertainties. Several works have been focused on the
development of robust MPC to handle nonlinear systems and guarantee its stability.
Therefore, an off-line robust model predictive control algorithm based on uncertain
polytopic approach using linear time-varying (LTV) and linear parameter varying
(LPV) systems was implemented for controlling the internal reforming SOFC. The
minimization of an upper bound on the worst-case performance cost with the state
feedback control law was implemented to the process. The state feedback control law
is used to calculate the control input that was implemented to the process. The lumped-
parameter model of SOFC was linearized and discretized using Euler first-order
approximation into discrete-time model. The voltage was uncertain parameter for the
LTV system. Whereas the scheduling parameter for LPV system can be calculated from
the cell temperature. The control performance of the robust MPC controller using the
proposed different models was compared. The simulation result showed the proposed
robust MPC can control the output variables to their setpoints. The proposed controller
can guarantee the stability of the internal reforming SOFC. The result also showed the
control performance of the robust MPC algorithm based on LPV system was better than

LTV system because the scheduling parameter was taken into the controller synthesis.
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9.2 Recommendations

1.

In this study, we only considered the solid oxide fuel cell (SOFC) single
cell. When comparing the controlling of an SOFC system, variable
parameters of SOFC system affecting the system performance and
efficiency are more than that of the SOFC single cell. It is a challenge in the
implementation of the control structure design on the SOFC system in order
to achieve the good control system. Therefore, the selection of control
structure and the increase variable parameters should be considered to find
the suitable condition for controlling the SOFC system

A development of control strategies to control the important variables of
SOFC should be investigated. The robust model predictive control (MPC)
based on the ellipsoidal approximation implemented for the SOFC
(proposed in Chapter 8) only considered small number of vertices. The
offline robust MPC handling more uncertain parameter and using a
polyhedral invariant set is interesting for the SOFC. Moreover, disturbance
variables should be included.
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APPENDIX A
PROOF OF LINEAR OBJECTIVE MINIMIZATION PROBLEM

Let x(k)=x( k | k ) be the state of the uncertain system (A.1l) measured at
sampling time k.

X(k +1) = A(K)x(k) + B(k)u(k) (A1)
y(k) = Cx(k)

[AKk) B(k)]eQ

An upper bound on the robust performance cost is given as:

max 3, (k)<V(x(kK))

[A(k+i) B(k+i)le
Therefore, minimization of V = x"Px, P>0 is equivalent to

min (A2)
7,P

subject to
X'Px <y
DefiningQ = P1>0
X'x< Pt
Q-x"x>0

Convert to LMI form using Schur complements

1 x'
e o

To guarantee the robust stability to the closed-loop, the state feedback gain, F
is proved to satisfy the Lyapunov stability constraint.
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Derivation of the upper bound, assume V satisfies the following inequality for
all x( k+i | k), u( k+i | k), i >0 satisfying (A.1), and for any [A(k+i) B(k+i)]€Q, i >0.
We get

V (k1 +2K )=V (el + K )) < —|x(k + i) Quxli + ik )+ uli + ik ) Ru(k + k)

(A.4)
Substituting
uk +ifk) = Fx(k +ilk) (A.5)
V (x(k[k)) = x(k|k )" Px(k[k) (A.6)
x(k +i +1K) = (A(k +i)+ B(k +i)F )x(k +ilk) (A7)
The quadratic function V required to satisfy (A.4) becomes
x(k +i +1k) T Px(k +i +1Kk) = x(k +i[k)" Px(k +i[k)
(A.8)
< —[x(k +ifk) Qux(k +ilk )+ Fx(k +ilk)" RFx(k + i|k)]
[(A(k +i)+ Bk +i)F x(k +i[k) " P[(Ak +i)+ B(k +i)F )x(k +i[K)] A9

(k)T Px(k + k) < —Jelk + i) [Qu + FTRE Ik + i)

x(K +iK)T[(AKk +)+ B(k +1)F )" P(A(k +i)+ B(k +)F)— P J(k +ilk)

A.10
< —[x(k +ilk) Q. + FTRF [x(k + i|k)] (A-10)
X(k+i|k)T[(A(k+i)+ B(Tk+i)|:)T P(A(k +i)+ B(k+i)F)}X(k vk <0
-P+Q,+F RF
(A.11)

That is satisfied for all i >0 if

(Akk+i)+ Bk +i)F) P(Ak +i)+ Bk +i)F)-P+Q,+ FTRF <0  (A.12)
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Substituting

P=Q7* Q>0 (A.13)
and

Y =FQ (A.14)

Then pre- and post- multiplying by Q
(Ak +i)Q+B(k+i)FQ)" Q' (Ak +i)Q + B(k +i)FQ)

A.15
-QQ'Q+QQQ+QFRFQ <0 A1)
—(Ak+i)Q+B(k+i)Y)" Q7 (Ak+i)Q+B(k+i)Y) (A16)
+Qy-QQQ+YTRY >0 '
Convert to LMI form using Schur complements
Q QAKk+i) +Y'B(k+i)" QQ'* YT'RY
Ak +i)Q+B(k +i)Y Q 0 0 |,
/2Q 0 7 o |-
RY2y 0 0 A
(A.17)

Using Schur complement, let Q(x) = Q(X)", R(x) = R(X)", and S(x) defend

affinely on x. The matrix inequalities

R(X)>0, Q(x)-S(x)R(x)*S(x)" >0 (A.18)
or,

Q(x)>0, R(x)-S(x)" Q(x)*S(x)>0 (A.19)

This is equivalent to the linear matrix inequalities (LMIs)

Q(x) s(x)
L(X)T R(X)}>0 (A.20)



129

APPENDIX B
LIST OF PUBLICATIONS

International publications

1. Chatrattanawet, N., Skogestad, S., Arpornwichanop, A., (2014). Control
Structure Design and Controllability Analysis for Solid Oxide Fuel Cell.
Chemical Engineering Transactions, 39, 1291-1296.

2. Chatrattanawet, N., Kheawhom, S., Arpornwichanop, A., (2015). Robust
Model Predictive Control Strategy for LTV and LPV Systems of the Internal
Reforming Solid Oxide Fuel Cell. Computer Aided Chemical Engineering, 37,
1733-1738.

3. Chatrattanawet, N., Skogestad, S., Arpornwichanop, A., (2015). Control
structure design and dynamic modeling for a solid oxide fuel cell with direct
internal reforming of methane. Chemical Engineering Research and Design, 98,
202-211.

International conferences

1. Chatrattanawet, N., Skogestad, S., and Arpornwichanop, A. (2014). Control
Structure Design and Controllability Analysis for Solid Oxide Fuel Cell. 17th
Conference Process Integration, Modelling and Optimisation for Energy Saving
and Pollution Reduction (PRES 2014), 23-27 August 2014, Prague, Czech
Republic.

2. Chatrattanawet, N., Kheawhom, S., Arpornwichanop, A. (2014). Off-Line
Robust Model Predictive Control of the Internal Reforming Solid Oxide Fuel
Cell. The 4" TICHE International Conference 2014 “Changes: Cleaner Energy,
Leaner Processes, Better Living” (TICHE 2014), 18-19 December 2014, Chiang
Mai, Thailand.



130

3. Chatrattanawet, N., Kheawhom, S., Arpornwichanop, A. (2015). Robust
Model Predictive Control Strategy for LTV and LPV Systems of the Internal
Reforming Solid Oxide Fuel Cell. 12" International Symposium on Process
Systems Engineering and 25" European Symposium on Computer Aided
Process Engineering (PSE2015/ESCAPE25), 31 May - 4 June 2015,

Copenhagen, Denmark.

National conference

1. Chatrattanawet, N. and Arpornwichanop, A. (2012). Performance Analysis
and Dynamic Modeling of Solid Oxide Fuel Cell with Methane Steam
Reforming. RGJ-Ph.D. Congress XIII “From Green Revolution to Green
Innovation”, 6-8 April 2012, Pattaya, Thailand



131

VITA

Miss Narissara Chatrattanawet was born in Songkhla, Thailand, on July 14, 1986. She
received her Bachelor of Engineering Degree (with first class honours) in Chemical Engineering from
Prince of Songkla University in 2008. She directly continued her graduate studies at Chulalongkorn
University in Control and Systems Engineering Research Center, Department of Chemical
Engineering, Faculty of Engineering in June 2008 and received Ph.D. scholarship from Thailand
Research fund (TRF) through the Royal Golden Jubilee Ph.D. program. During her graduate studies,
she spent a period of 9 months in the Department of Chemical Engineering, Norwegian University

of Science and Technology (NTNU), Norway, to do some parts of the Ph.D. research.



	THAI ABSTRACT
	ENGLISH ABSTRACT
	ACKNOWLEDGEMENTS
	CONTENTS
	LIST OF TABLES
	LIST OF FIGURES
	NOMENCLATURES
	CHAPTER I INTRODUCTION
	1.1 Research background and motivation
	1.2 Research objective
	1.3 Dissertation overview

	CHAPTER II LITERATURE REVIEWS
	2.1 Solid oxide fuel cell (SOFC)
	2.1.1 Design and modeling of SOFC
	2.1.2 Dynamic and control of SOFC

	2.2 Control structure design
	2.3 Control algorithms
	2.3.1 Basic principle of MPC
	2.3.2 Robustness of MPC


	CHAPTER III THEORY
	3.1 Basic principle of fuel cell
	3.1.1 Type of fuel cells
	3.1.2 Advantage of fuel cells

	3.2 Solid oxide fuel cell (SOFC)
	3.2.1 Principle of SOFC
	3.2.2 SOFC design
	3.2.3 Internal reforming SOFC

	3.3 Control structure design
	3.4 Controllability analysis
	3.5 Robust model predictive control
	3.5.1 Model description
	3.5.2 Lyapunov theory
	3.5.3 Model predictive control (MPC) (Seborg et al., 2003)
	3.5.4 Robust MPC algorithm (Kothare et al., 1996)


	CHAPTER IV MATHEMATICAL MODEL
	4.1 Model configuration
	4.2 Model assumption
	4.3 SOFC model
	4.3.1 Mass and energy balances
	4.3.2 Electrochemical model

	4.4 SOFC performance
	4.5 Model validation

	CHAPTER V DESIGN AND DYNAMIC MODELING OF SOLID OXIDE FUEL CELL WITH METHANE STEAM REFORMING
	5.1 Introduction
	5.2 Results and discussion
	5.2.1 Steady-state analysis
	5.2.1 Dynamic behavior

	5.3 Conclusions

	CHAPTER VI CONTROL STRUCTURE DESIGN FOR A SOLID OXIDE FUEL CELL
	6.1 Introduction
	6.2 Control structure design for SOFC
	6.3 Controllability analysis for SOFC
	6.4 Conclusions

	CHAPTER VII CONTROL OF THE INTERNAL REFORMING SOLID OXIDE FUEL CELL
	7.1 Introduction
	7.2 PID controller strategy
	7.3 Results and discussion
	7.4 Conclusions

	CHAPTER VIII AN OFF-LINE ROBUST MODEL PREDICTIVE CONTROL ALGORITHM FOR THE INTERNAL REFORMING SOFC
	8.1 Introduction
	8.2 Robust MPC Algorithm for LTV and LPV systems
	8.2.1 Model Description
	8.2.2 Model Predictive Control (MPC) Formulation
	8.2.3 Off-line robust MPC algorithm using ellipsoidal invariant sets

	8.3 Results and discussion
	8.4 Conclusions

	CHAPTER IX CONCLUSIONS AND RECOMMENDATIONS
	9.1 Conclusions
	9.2 Recommendations

	REFERENCES
	APPENDIX
	APPENDIX A PROOF OF LINEAR OBJECTIVE MINIMIZATION PROBLEM
	APPENDIX B LIST OF PUBLICATIONS

	VITA

