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## CHAPTER I

## INTRODUCTION

This chapter will provide some background in functional equations, stability problems of functional equations, as well as the motivation of our proposed problem.

### 1.1 Functional Equations

A functional equation is simply an equation whose unknowns are functions. To solve a functional equation is to seek all possible functions satisfying the equation.

Example 1.1. In order to find all functions $f: \mathbb{R} \rightarrow \mathbb{R}$ such that

$$
\begin{equation*}
x^{2} f(x)+f(1-x)=2 x-x^{4} \text { for all } x \in \mathbb{R}, \tag{1.1}
\end{equation*}
$$

we will start with replacing $x$ by $1-x$ to get

$$
(1-x)^{2} f(1-x)+f(x)=2(1-x)-(1-x)^{4} \text { for all } x \in \mathbb{R} .
$$

Substituting $f(1-x)=2 x-x^{4}-x^{2} f(x)$ from (1.1) into the above equation and solving for $f(x)$, we obtain $f(x)=1-x^{2}$ for all $x \in \mathbb{R}$.

On the contrary, if $f(x)=1-x^{2}$, then

$$
x^{2} f(x)+f(1-x)=x^{2}\left(1-x^{2}\right)+\left(1-(1-x)^{2}\right)=2 x-x^{4},
$$

which asserts that the functional equation (1.1) holds for all $x \in \mathbb{R}$. Therefore, the solution of (1.1) is the function $f$ given by $f(x)=1-x^{2}$ for all $x \in \mathbb{R}$.

One of the most studied functional equations is the additive functional equation:

$$
\begin{equation*}
f(x+y)=f(x)+f(y) \tag{1.2}
\end{equation*}
$$

In the pioneering paper by A.L.Cauchy [4] in 1821, it was shown that all continuous solutions of (1.2) on $\mathbb{R}$ are linear functions given by $f(x)=c x$ for all $x \in \mathbb{R}$, where $c$ is a real constant. This additive functional equation was later known as the Cauchy functional equation. An existence of a nonlinear additive function on $\mathbb{R}$ was not realized before 1905, when G. Hamel [9] constructed the general solution of (1.2) using a Hamel basis over $\mathbb{Q}$. A remarkable result regarding the nonlinear additive functions is that the graph $G(f)=\{(x, f(x)): x \in \mathbb{R}\}$ is a dense subset of $\mathbb{R}^{2}$ (see [10]). In other words, for all $\varepsilon>0$ and for all $(x, y) \in \mathbb{R}^{2}$, there exists a point $(a, f(a)) \in G(f)$ such that $(x-a)^{2}+(y-f(a))^{2}<\varepsilon^{2}$, which indicates that the graph of a nonlinear additive functions must consist of points scattered all over the plane $\mathbb{R}^{2}$.

A functional equation closely related to (1.2) is the Jensen functional equation:

$$
\begin{equation*}
f\left(\frac{x+y}{2}\right)=\frac{f(x)+f(y)}{2} \tag{1.3}
\end{equation*}
$$

It should be noted that (1.3) is invariant under an introduction of a constant; i.e. if we define a function $g$ by $g(x)=f(x)-c$, where $c$ is a constant, then $g$ still satisfies (1.3). It is known (see [5]) that the general solution of (1.3) is of the form $f(x)=c+A(x)$, where $A$ is a solution of (1.2).

We may think of $c+A(x)$ as a generalized polynomial function of degree 1 . In an attempt to generalize the result to higher degrees, M. Fréchet [7] studied a functional equation written in terms of a difference operator with a span $h$ :

$$
\begin{equation*}
\Delta_{h}^{n+1} f(x)=0, \tag{1.4}
\end{equation*}
$$

where $n$ is a nonnegative integer. More precisely, Fréchet showed that a continuous solution $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfies (1.4) if and only if $f$ is a polynomial function of degree at most $n$, i.e. $f(x)=a_{0}+a_{1} x+a_{2} x^{2}+\ldots+a_{n} x^{n}$. Hence, (1.4) will be referred to as the Fréchet functional equation.

### 1.2 Stability Problems of Functional Equations

In 1940, the problem of stability of functional equations was first introduced by S.M. Ulam [25] during his talk delivered to the Mathematics Club of the University
of Wisconsin. Ulam proposed the following question: "Let $G_{1}$ be a group and let $G_{2}$ be a metric group with the metric d. Given $\varepsilon>0$, does there exist a $\delta>0$ such that if $f: G_{1} \rightarrow G_{2}$ satisfies the inequality $d(f(x y), f(x) f(y))<\delta$ for all $x, y \in G_{1}$, then there exists a homomorphism $H: G_{1} \rightarrow G_{2}$ with $d(f(x), H(x))<\varepsilon$ for all $x \in G_{1}$ ?"

In the following year, this stability problem was affirmatively answered by D.H. Hyers [11] that for a mapping $f$ between Banach spaces $E_{1}$ and $E_{2}$, if $f$ satisfies the inequality

$$
\|f(x+y)-f(x)-f(y)\| \leq \varepsilon
$$

for all $x, y \in E_{1}$ and for some $\varepsilon>0$, then there will exist a unique additive mapping $A: E_{1} \rightarrow E_{2}$ satisfying the inequality

$$
\|A(x)-f(x)\| \leq \varepsilon
$$

The mapping $A$ may be formed from $A(x)=\lim _{n \rightarrow \infty} 2^{-n} f\left(2^{n} x\right)$. The stability in this sense was later recognized as the Hyers-Ulam stability and became one of fundamental concepts of the stability theory of functional equations.

Another inspiring work regarding the stability problem of functional equation is the work by Th.M. Rassias [19] in 1978 where he proved that if $f$ satisfies

$$
\|f(x+y)-f(x)-f(y)\| \leq \theta\left(\|x\|^{p}+\|y\|^{p}\right)
$$

for some $\theta \in[0, \infty)$ and $p \in[0,1)$, then there is a unique additive mapping $A: E_{1} \rightarrow E_{2}$ such that

$$
\|f(x)-A(x)\| \leq \frac{2 \theta}{2-2^{p}}\|x\|^{p}
$$

This type of stability is known as the Hyers-Ulam-Rassias stability. The stability theorem then has been generalized to the case that the bound of the Cauchy difference is a function with some certain conditions by Gãvruta [8] in 1994.

### 1.3 Motivation and Proposed Problem

The stability problem of functional equations has gained wide popularity from researchers over the past few decades. Nonetheless, to the best of our knowledge,
stability of polynomial-type functional equations were studied up to those of order not exceeding 4. This motivates us to develop a new technique to prove the stability of a functional equation which its solution is a generalized polynomial of an arbitrary order.

The main purpose of this dissertation is to investigate the Hyers-Ulam stability of the Fréchet functional equation (1.4) and its stability when the span $h$ is restricted to the region $\|h\|>a$ for a given positive real number $a$.


## CHAPTER II

## PRELIMINARIES

This chapter covers some basic theorems and lemmas concerning the difference operator and multi-additive functions. Throughout this chapter, we let $X$ and $Y$ be linear spaces and $f: X \rightarrow Y$ be an arbitrary function.

We shall begin with some basic definitions related to our work.

Definition 2.1. If a function $A: X \rightarrow Y$ satisfies the property

$$
\begin{equation*}
A(x+y)=A(x)+A(y) \tag{2.1}
\end{equation*}
$$

for all $x, y \in X$, then $A$ is called an additive function.
Definition 2.2. Define the difference operator $\Delta_{h}$ with the span $h \in X$ by

$$
\Delta_{h} f(x)=f(x+h)-f(x) \text { for all } x \in X
$$

For each positive integer $n$, we define the iterates $\Delta_{h}^{n}$ by the recurrence

$$
\Delta_{h}^{n+1} f=\Delta_{h}\left(\Delta_{h}^{n} f\right)
$$

We may also write the iterated operators $\Delta_{h_{1}} \cdots \Delta_{h_{n}}$ shortly as $\Delta_{h_{1} \ldots h_{n}}$.
Lemma 2.3. [5] The difference operators commute; that is, for all $h_{1}, h_{2} \in X$,

$$
\Delta_{h_{1}} \Delta_{h_{2}} f=\Delta_{h_{2}} \Delta_{h_{1}} f .
$$

Lemma 2.4. [5] For all $h_{1}, h_{2} \in X$,

$$
\Delta_{h_{1}+h_{2}} f=\Delta_{h_{1}} f+\Delta_{h_{2}} f+\Delta_{h_{1}} \Delta_{h_{2}} f
$$

We can also express the term $\Delta_{h}^{n} f(x)$ in the form of the summation of $f$.

Lemma 2.5. [5] Let $n$ be a positive integer. For all $x, h \in X$,

$$
\begin{equation*}
\Delta_{h}^{n} f(x)=\sum_{k=0}^{n}(-1)^{n-k}\binom{n}{k} f(x+k h) . \tag{2.2}
\end{equation*}
$$

In a similar way, an $n$-additive function can be defined as in the following.

Definition 2.6. Let $n$ be a positive integer. A function $A_{n}: X \rightarrow Y$ will be called an $n$-additive function if it is additive in each of its arguments; i.e., for each $1 \leq i \leq n$ and for all $x_{1}, \ldots, x_{n}, y_{i} \in X$,

$$
A_{n}\left(x_{1}, \ldots, x_{i}+y_{i}, \ldots, x_{n}\right)=A_{n}\left(x_{1}, \ldots, x_{i}, \ldots, x_{n}\right)+A_{n}\left(x_{1}, \ldots, y_{i}, \ldots, x_{n}\right) .
$$

Lemma 2.7. [5] Let $A_{n}: X^{n} \rightarrow Y$ be an $n$-additive function, where $n$ is a positive integer, and let $r$ be a rational number. For all $x_{1}, \ldots, x_{n} \in X$.

$$
\begin{equation*}
A_{n}\left(x_{1}, \ldots, r x_{i}, \ldots, x_{n}\right)=r A_{n}\left(x_{1}, \ldots, x_{i}, \ldots, x_{n}\right) . \tag{2.3}
\end{equation*}
$$

In particular when $r=0, A_{n}\left(x_{1}, \ldots, 0, \ldots, x_{n}\right)=0$.

Definition 2.8. The diagonalization of an $n$-additive function $A_{n}: X^{n} \rightarrow Y$, where $n$ is a positive integer, is the function $A^{n}: X \rightarrow Y$ defined by

$$
\begin{equation*}
A^{n}(x)=A_{n}(x, \ldots, x) \quad \text { for all } x \in X \tag{2.4}
\end{equation*}
$$

Lemma 2.9. [5] Let $A^{n}: X \rightarrow Y$ be the diagonalization of an $n$-additive function, where $n$ is a positive integer, and let $r$ be a rational number. For all $x \in X$,

$$
A^{n}(r x)=r^{n} A^{n}(x) .
$$

Definition 2.10. A function $f: X^{n} \rightarrow Y$ will be called symmetric if it is invariant under a permutation of its arguments; that is,

$$
f\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)=f\left(x_{1}, \ldots, x_{n}\right)
$$

for all $x_{1}, \ldots, x_{n} \in X$ and $\left(x_{1}^{\prime}, \ldots, x_{n}^{\prime}\right)$ denotes any permutation of $\left(x_{1}, \ldots, x_{n}\right)$.

Theorem 2.11. [5] Let $A^{n}: X \rightarrow Y$ be the diagonalization of a symmetric $n$ additive function, where $n$ is a positive integer, and let $m \geq n$ be an integer. Then, for all $x, h_{1}, \ldots, h_{m} \in X$,

$$
\Delta_{h_{1} \cdots h_{m}} A^{n}(x)= \begin{cases}n!A_{n}\left(h_{1}, \ldots, h_{n}\right) & \text { if } m=n \\ 0 & \text { if } m>n\end{cases}
$$

The following remarkable theorem by M. Kuczma [16] shows that $\Delta_{h_{1} \ldots h_{n}} f(x)$ can be rewritten in terms of $\Delta_{h}^{n} f(x)$ for various values of $x$ and $h$.

Theorem 2.12. [16] Let $f: X \rightarrow Y$ be a function and let $h_{1}, \ldots, h_{n} \in X$ be arbitrary. For $\varepsilon_{1}, \ldots, \varepsilon_{n} \in\{0,1\}$, define

$$
\alpha_{\varepsilon_{1}, \ldots \varepsilon_{n}}=-\sum_{r=1}^{n} \frac{\varepsilon_{r} h_{r}}{r}
$$

and

$$
b_{\varepsilon_{1} \ldots \varepsilon_{n}}=-\sum_{r=1}^{n} \varepsilon_{r} h_{r}
$$

Then for every $x \in X$,

$$
\Delta_{h_{1}, \ldots, h_{n}} f(x)=\sum_{\varepsilon_{1}, \ldots, \varepsilon_{n} \in\{0,1\}}(-1)^{\varepsilon_{1}+\ldots+\varepsilon_{n}} \Delta_{\alpha_{\varepsilon_{1} \ldots \varepsilon_{n}}^{n}}^{n} f\left(x+b_{\varepsilon_{1} \ldots \varepsilon_{n}}\right) .
$$

Definition 2.13. Let $n$ be a nonnegative integer. A function $f: X \rightarrow Y$ which satisfies

$$
\Delta_{h}^{n+1} f(x)=0
$$

for all $x, h \in X$, will be called a polynomial function of order $n$.

Theorem 2.14. [16] If $f: X \rightarrow Y$ is a polynomial function of order $n$, then, for all $x, h_{1}, \ldots, h_{n+1} \in X$,

$$
\Delta_{h_{1}, \ldots, h_{n+1}} f(x)=0 .
$$

The following theorem give us the general solution of the Fréchet functional equation.

Theorem 2.15. [5] Let $n$ be a nonnegative integer. A function $f: X \rightarrow Y$ is a polynomial function of order $n$, i.e. $\Delta_{h}^{n+1} f(x)=0$ for all $x \in X$ and for all $h \in X$,
then there exist symmetric $k$-additive functions $A_{k}: X^{k} \rightarrow Y, k=0,1, \ldots, n$ whose diagonalizations $A^{k}: X \rightarrow Y$ satisfy

$$
f(x)=A_{0}+\sum_{k=1}^{n} A^{k}(x) .
$$



## CHAPTER III

## STABILITY OF QUADRATIC FUNCTIONAL EQUATIONS

In this chapter, we will investigate the stability of an $n$-dimensional quadratic functional equation. The first section proves its general solution and the following section will demonstrate its stability which elucidates the fundamental concepts in our main work.

### 3.1 General Solution of Quadratic Functional Equations

One way to generalize a functional equation is to generalize the number of arguments appearing in the functional equation. Here we take the classical quadratic functional equation

$$
\begin{equation*}
f(x+y)+f(x-y)=2 f(x)+2 f(y) \tag{3.1}
\end{equation*}
$$

where its solution is the diagonalization of a bi-additive function, and we attempt to generalize it to the following form:

$$
\begin{equation*}
\sum_{1 \leq i<j \leq n}\left(f\left(x_{i}+x_{j}\right)+f\left(x_{i}-x_{j}\right)\right)=2(n-1) \sum_{i=1}^{n} f\left(x_{i}\right) \tag{3.2}
\end{equation*}
$$

where $n>1$ is a given integer.
In the following theorem, we will show that the functional equation (3.1) and (3.2) are equivalent; i.e. they possess the same set of solutions.

Theorem 3.1. Let $X$ and $Y$ be vector spaces. A mapping $f: X \rightarrow Y$ satisfies the functional equation (3.2) where $n>1$, for all $x_{1}, \ldots, x_{n} \in X$, if and only if it satisfies the quadratic functional equation (3.1) for all $x, y \in X$.

Proof. (Necessity) Putting $x_{1}=x_{2}=\ldots=x_{n}=0$ in (3.2) yields

$$
(n-1) n f(0)=2(n-1) n f(0) .
$$

Since $n>1$, we have

$$
\begin{equation*}
f(0)=0 \tag{3.3}
\end{equation*}
$$

Then, setting $x_{1}=x, x_{2}=y$, and $x_{3}=x_{4}=\ldots=x_{n}=0$ in (3.2), we have

$$
\begin{aligned}
f(x+y) & +f(x-y)+2(n-2) f(x)+2(n-2) f(y)+(n-2)(n-3) f(0) \\
& =2(n-1)(f(x)+f(y)) .
\end{aligned}
$$

Using (3.3) ensures the validity of (3.1).
(Sufficiency) Assume (3.1) holds. Then,

$$
\begin{aligned}
\sum_{1 \leq i<j \leq n}\left(f\left(x_{i}+x_{j}\right)+f\left(x_{i}-x_{j}\right)\right) & =\sum_{1 \leq i<j \leq n}\left(2 f\left(x_{i}\right)+2 f\left(x_{j}\right)\right) \\
& =2(n-1) \sum_{i=1}^{n} f\left(x_{i}\right) .
\end{aligned}
$$

This completes the proof.

### 3.2 Generalized Stability

Throughout this section $X$ and $Y$ will be a real normed vector space and a real Banach space, respectively. Given a function $f: X \rightarrow Y$, we set

$$
D f\left(x_{1}, x_{2}, \ldots, x_{n}\right):=\sum_{1 \leq i<j \leq n}\left(f\left(x_{i}+x_{j}\right)+f\left(x_{i}-x_{j}\right)\right)-2(n-1) \sum_{i=1}^{n} f\left(x_{i}\right)
$$

for all $x_{1}, \ldots, x_{n} \in X$. At once, we prove the stability theorem of an $n$-dimensional quadratic functional equation.

Theorem 3.2. Let $\phi: X^{n} \rightarrow[0, \infty)$ be a function such that

$$
\left\{\begin{array}{l}
\sum_{i=0}^{\infty} 4^{-i} \phi\left(2^{i} x, 2^{i} x, 0, \ldots, 0\right) \quad \text { converges for all } x \in X, \text { and }  \tag{3.4}\\
\lim _{m \rightarrow \infty} 4^{-m} \phi\left(2^{m} x_{1}, 2^{m} x_{2}, \ldots, 2^{m} x_{n}\right)=0 \quad \text { for all } x_{1}, \ldots, x_{n} \in X,
\end{array}\right.
$$

or

$$
\left\{\begin{array}{l}
\sum_{i=0}^{\infty} 4^{i} \phi\left(2^{-i} x, 2^{-i} x, 0, \ldots, 0\right) \quad \text { converges for all } x \in X, \text { and }  \tag{3.5}\\
\lim _{m \rightarrow \infty} 4^{m} \phi\left(2^{-m} x_{1}, 2^{-m} x_{2}, \ldots, 2^{-m} x_{n}\right)=0 \quad \text { for all } x_{1}, \ldots, x_{n} \in X
\end{array}\right.
$$

If a function $f: X \rightarrow Y$ satisfies the inequality

$$
\begin{equation*}
\left\|D f\left(x_{1}, x_{2}, \ldots, x_{n}\right)\right\| \leq \phi\left(x_{1}, x_{2}, \ldots, x_{n}\right) \tag{3.6}
\end{equation*}
$$

for all $x_{1}, \ldots, x_{n} \in X$, and, in addition, $f(0)=0$ if (3.5) holds, then there is a unique function $Q: X \rightarrow Y$ such that $Q$ satisfies (3.2) and, for all $x \in X$,

$$
\left\|f(x)+\frac{n^{2}-n-3}{3} f(0)-Q(x)\right\| \leq \begin{cases}\frac{1}{4} \sum_{i=0}^{\infty} 4^{-i} \phi\left(2^{i} x, 2^{i} x, 0, \ldots, 0\right) & \text { if }(3.4) \text { holds }  \tag{3.7}\\ \frac{1}{4} \sum_{i=1}^{\infty} 4^{i} \phi\left(2^{-i} x, 2^{-i} x, 0, \ldots, 0\right) & \text { if (3.5) holds }\end{cases}
$$

The function $Q$ is given by

$$
Q(x)= \begin{cases}\lim _{m \rightarrow \infty} 4^{-m} f\left(2^{m} x\right) & \text { if }(3.4) \text { holds }  \tag{3.8}\\ \lim _{m \rightarrow \infty} 4^{m} f\left(2^{-m} x\right) & \text { if }(3.5) \text { holds }\end{cases}
$$

for all $x \in X$.
Proof. We will first prove the case when condition (3.4) holds. Let $g: X \rightarrow Y$ be the function defined by $g(x):=f(x)+\frac{n^{2}-n-3}{3} f(0)$ for all $x \in X$. Putting $x_{1}=x_{2}=x$ and $x_{3}=\ldots=x_{n}=0$ in (3.6) yields

$$
\begin{aligned}
\|g(2 x)-4 g(x)\| & =\left\|f(2 x)-4 f(x)-\left(n^{2}-n-3\right) f(0)\right\| \\
& =\|D f(x, x, 0, \ldots, 0)\| \\
& \leq \phi(x, x, 0, \ldots, 0)
\end{aligned}
$$

for all $x \in X$. Dividing the above relation by 4 yields

$$
\begin{equation*}
\left\|\frac{g(2 x)}{4}-g(x)\right\| \leq \frac{1}{4} \phi(x, x, 0, \ldots, 0) . \tag{3.9}
\end{equation*}
$$

Therefore,

$$
\begin{align*}
\left\|\frac{g\left(2^{m} x\right)}{4^{m}}-g(x)\right\| & =\left\|\sum_{i=0}^{m-1}\left(\frac{g\left(2^{i+1} x\right)}{4^{i+1}}-\frac{g\left(2^{i} x\right)}{4^{i}}\right)\right\| \\
& \leq \sum_{i=0}^{m-1} \frac{1}{4^{i}}\left\|\frac{g\left(2 \cdot 2^{i} x\right)}{4}-g\left(2^{i} x\right)\right\|  \tag{3.10}\\
& \leq \frac{1}{4} \sum_{i=0}^{m-1} 4^{-i} \phi\left(2^{i} x, 2^{i} x, 0, \ldots, 0\right)
\end{align*}
$$

for any positive integer $m$ and for all $x \in X$.
We will show that the sequence $\left\{\frac{g\left(2^{m} x\right)}{4^{m}}\right\}$ converges for all $x \in X$. For every positive integer $l$ and $m$, we consider

$$
\begin{aligned}
\left\|\frac{g\left(2^{l+m} x\right)}{4^{l+m}}-\frac{g\left(2^{m} x\right)}{4^{m}}\right\| & =\frac{1}{4^{m}}\left\|\frac{g\left(2^{l} 2^{m} x\right)}{4^{l}}-g\left(2^{m} x\right)\right\| \\
& \leq \frac{1}{4^{m}} \sum_{i=0}^{l-1} 4^{-i} \frac{1}{4} \phi\left(2^{i} \cdot 2^{m} x, 2^{i} \cdot 2^{m} x, 0, \ldots, 0\right) \\
& =\frac{1}{4} \sum_{i=0}^{l-1} 4^{-(i+m)} \phi\left(2^{i+m} x, 2^{i+m} x, 0, \ldots, 0\right) .
\end{aligned}
$$

By condition (3.4), the right-hand side approaches 0 when $m$ tends to infinity. Thus, the sequence $\left\{\frac{g\left(2^{m} x\right)}{4^{m}}\right\}$ is a Cauchy sequence. Since a Banach space is complete, we can define

$$
Q(x):=\lim _{m \rightarrow \infty} \frac{g\left(2^{m} x\right)}{4^{m}}
$$

for all $x \in X$. Consequently, by passing to the limit in (3.10) when $m$ goes to infinity, it follows that

$$
\|Q(x)-g(x)\| \leq \frac{1}{4} \sum_{i=o}^{\infty} 4^{-i} \phi\left(2^{i} x, 2^{i} x, 0, \ldots, 0\right)
$$

for all $x \in X$. This inequality implies the validity of (3.7). Moreover, let $x_{1}, \ldots, x_{n}$ be any points in $X$. We have

$$
\begin{aligned}
\left\|D Q\left(x_{1}, \ldots, x_{n}\right)\right\| & =\lim _{m \rightarrow \infty} 4^{-m}\left\|D g\left(2^{m} x_{1}, \ldots, 2^{m} x_{n}\right)\right\| \\
& \leq \lim _{m \rightarrow \infty} 4^{-m}\left(\left\|D f\left(2^{m} x_{1}, \ldots, 2^{m} x_{n}\right)\right\|+\left|\frac{n(n-1)\left(n^{2}-n-3\right)}{3}\right|\|f(0)\|\right) \\
& \leq \lim _{m \rightarrow \infty} 4^{-m} \phi\left(2^{m} x_{1}, \ldots, 2^{m} x_{n}\right)
\end{aligned}
$$

Using condition (3.4) the right-hand side tends to 0 . Hence, $Q$ satisfies (3.2) for all $x_{1}, \ldots, x_{n} \in X$ which implies that $Q$ is a quadratic function. It should be noted that $Q(a x)=a^{2} Q(x)$ for every positive integer $a$ and for all $x \in X$. [5]

Now, we prove the uniqueness of $Q$. Let $Q^{\prime}: X \rightarrow Y$ be another function satisfying (3.2) and (3.4). Therefore,

$$
\begin{aligned}
\left\|Q^{\prime}(x)-Q(x)\right\| & =\frac{1}{4^{m}}\left\|Q^{\prime}\left(2^{m} x\right)-Q\left(2^{m} x\right)\right\| \\
& \leq \frac{1}{4^{m}}\left\|Q^{\prime}\left(2^{m} x\right)-g\left(2^{m} x\right)\right\|+\frac{1}{4^{m}}\left\|g\left(2^{m} x\right)-Q\left(2^{m} x\right)\right\| \\
& \leq 2 \cdot \frac{1}{4^{m}} \frac{1}{4} \sum_{i=0}^{\infty} 4^{-i} \phi\left(2^{i+m} x, 2^{i+m} x, 0, \ldots, 0\right) \\
& \leq \frac{1}{2} \sum_{i=0}^{\infty} 4^{-(i+m)} \phi\left(2^{i+m} x, 2^{i+m} x, 0, \ldots, 0\right)
\end{aligned}
$$

for all $x \in X$. By condition (3.4), the right-hand side goes to 0 as $m$ tends to infinity, and it follows that $Q^{\prime}(x)=Q(x)$ for all $x \in X$. Hence, $Q$ is unique.

For the case that condition (3.5) holds, we can state the proof in a similar manner as in the case which the condition (3.4) holds with the additional condition, $f(0)=0$. Starting by replacing $x$ with $\frac{x}{2}$ in (3.9) and multiplying by 4 , we get

$$
\left\|g(x)-4 g\left(\frac{x}{2}\right)\right\| \leq \phi\left(\frac{x}{2}, \frac{x}{2}, 0, \ldots, 0\right)
$$

for all $x \in X$. This inequality can be extended by mathematical induction to

$$
\begin{aligned}
& \| g(x)-4^{m} g \underbrace{\left(\frac{x}{2^{m}}\right) \|} \leq \sum_{i=0}^{m-1} 4^{i} \phi\left(\frac{x}{2^{i+1}}, \frac{x}{2^{i+1}}, 0, \ldots, 0\right) \\
& \leq \frac{1}{4} \sum_{i=1}^{m} 4^{i} \phi\left(2^{-i} x, 2^{-i} x, 0, \ldots, 0\right)
\end{aligned}
$$

for any positive integer $m$ and for all $x \in X$.
We can show that a sequence $\left\{4^{m} g\left(\frac{x}{2^{m}}\right)\right\}$ converges for all $x \in X$ and let

$$
Q(x):=\lim _{m \rightarrow \infty} 4^{m} f\left(2^{-m} x\right)
$$

for all $x \in X$. The rest of the proof is similar to the corresponding part of the proof of the previous case. Thus, it will be omitted.

Therefore, we now obtain the stability of an $n$-dimensional quadratic functional equation in the Hyers-Ulam and the Hyers-Ulam-Rassias senses, respectively.

Corollary 3.3. If a function $f: X \rightarrow Y$ satisfies the inequality

$$
\left\|D f\left(x_{1}, \ldots, x_{n}\right)\right\| \leq \varepsilon
$$

for all $x_{1}, \ldots, x_{n} \in X$ and for some real number $\varepsilon>0$, then there exists a unique function $Q: X \rightarrow Y$ such that $Q$ satisfies (3.2) and

$$
\left\|f(x)+\frac{n^{2}-n-3}{3} f(0)-Q(x)\right\| \leq \frac{\varepsilon}{3}
$$

for all $x \in X$.
Proof. We choose $\phi\left(x_{1}, \ldots, x_{n}\right)=\varepsilon$ for all $x_{1}, \ldots, x_{n} \in X$. Being in condition (3.4) in Theorem 3.2, it follows that

$$
\left\|f(x)+\frac{n^{2}-n-3}{3} f(0)-Q(x)\right\| \leq \frac{1}{4} \sum_{i=0}^{\infty} \frac{\varepsilon}{4^{i}}=\frac{\varepsilon}{3}
$$

for all $x \in X$ as desired.

Corollary 3.4. Given positive real number $\varepsilon$ and $p$ with $p \neq 2$. If a function $f: X \rightarrow Y$ satisfies the inequality

$$
\left\|D f\left(x_{1}, \ldots, x_{n}\right)\right\| \leq \varepsilon \sum_{i=1}^{n}\left\|x_{i}\right\|^{p}
$$

for all $x_{1}, \ldots, x_{n} \in X$, then there exists a unique function $Q: X \rightarrow Y$ such that $Q$ satisfies (3.2) and

$$
\left\|f(x)+\frac{n^{2}-n-3}{3} f(0)-Q(x)\right\| \leq \frac{\varepsilon}{\left|2-2^{p-1}\right|}\|x\|^{p}
$$

for all $x \in X$.
 then condition (3.4) in Theorem 3.2 is fulfilled, and consequently

$$
\left\|f(x)+\frac{n^{2}-n-3}{3} f(0)-Q(x)\right\| \leq \frac{1}{4} \sum_{i=0}^{\infty} 4^{-i} \varepsilon \cdot 2\left\|2^{i} x\right\|^{p}=\frac{\varepsilon}{2-2^{p-1}}\|x\|^{p}
$$

for all $x \in X$. If $p>2$, the condition (3.5) in Theorem 3.2 is fulfilled, and consequently

$$
\left\|f(x)+\frac{n^{2}-n-3}{3} f(0)-Q(x)\right\| \leq \frac{1}{4} \sum_{i=1}^{\infty} 4^{i} \varepsilon \cdot 2\left\|2^{-i} x\right\|^{p}=\frac{\varepsilon}{2^{p-1}-2}\|x\|^{p}
$$

for all $x \in X$.

## CHAPTER IV

## STABILITY OF FRÉCHET FUNCTIONAL EQUATIONS

This chapter begins with the Hyers-Ulam stability of the Fréchet functional equation and will move on to the stability problem with a restricted span.

### 4.1 Hyers-Ulam Stability of Fréchet Functional Equations

In this section, we will explore the stability of the Fréchet functional equation

$$
\begin{equation*}
\Delta_{y}^{n+1} f(x)=0 \tag{4.1}
\end{equation*}
$$

where $n$ is a nonnegative integer.
To improve the readability, the first subsection will prove some lemmas that will be helpful for the stability theorem and the following subsection will complete the proof of the stability.

### 4.1.1 Auxiliary Lemmas

Throughout the section, we shall let $X$ be a linear space and let $Y$ be a Banach space.

Lemma 4.1. Let $\varepsilon>0$. Let $f: X \rightarrow Y$ be a function such that $\left\|\Delta_{h}^{n+1} f(x)\right\| \leq \varepsilon$ for all $x, h \in X$. For arbitrary $h_{1}, \ldots, h_{n+1} \in X$ and for every $x \in X$,

$$
\begin{equation*}
\left\|\Delta_{h_{1}, \ldots, h_{n+1}} f(x)\right\| \leq 2^{n+1} \varepsilon . \tag{4.2}
\end{equation*}
$$

Proof. Utilize Theorem 2.12 and apply the bound $\left\|\Delta_{h}^{n+1} f(x)\right\| \leq \varepsilon$, we immediately get the desired result.

Lemma 4.2. Let $n$ be a positive integer and let $\varepsilon>0$. Let $f: X \rightarrow Y$ be a function such that $\left\|\Delta_{h}^{n+1} f(x)\right\| \leq \varepsilon$ for all $x, h \in X$. Define a function $g: X^{n} \rightarrow$ $Y$ by

$$
g\left(x_{1}, \ldots, x_{n}\right)=\frac{1}{n!} \Delta_{x_{1}, \ldots, x_{n}} f(0) \quad \text { for all } x_{1}, \ldots, x_{n} \in X
$$

Then $g$ is symmetric and, for every $x_{1}, \ldots, x_{n}, y \in X$ and for each $1 \leq i \leq n$,
$\left\|g\left(x_{1}, \ldots, x_{i-1}, x_{i}+y, x_{i+1}, \ldots, x_{n}\right)-g\left(x_{1}, \ldots, x_{n}\right)-g\left(x_{1}, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_{n}\right)\right\|$

$$
\leq \frac{2^{n+1}}{n!} \varepsilon
$$

Moreover, for every $x_{1}, \ldots, x_{n} \in X$ and for each positive integer $m$,

$$
\left\|\frac{g\left(2^{m} x_{1}, \ldots, 2^{m} x_{n}\right)}{2^{m n}}-g\left(x_{1}, \ldots, x_{n}\right)\right\| \leq \frac{2^{n+1}}{n!} \varepsilon
$$

Proof. Since the difference operators commute, it immediately follows that $g$ is symmetric. By the definition of $g$ along with Lemma 2.4, for every $x_{1}, \ldots, x_{n}, y \in$ $X$,

$$
\begin{aligned}
& \left\|g\left(x_{1}+y, x_{2}, \ldots, x_{n}\right)-g\left(x_{1}, x_{2}, \ldots, x_{n}\right)-g\left(y, x_{2}, \ldots, x_{n}\right)\right\| \\
& =\frac{1}{n!}\left\|\Delta_{x_{2} \ldots x_{n}}\left(\Delta_{x_{1}+y} f(0)-\Delta_{x_{1}} f(0)-\Delta_{y} f(0)\right)\right\| \\
& =\frac{1}{n!}\left\|\Delta_{x_{2} \ldots x_{n}} \Delta_{x_{1}} \Delta_{y} f(0)\right\| .
\end{aligned}
$$

From Lemma 4.1, $\left\|\Delta_{x_{2} \ldots x_{n}} \Delta_{x_{1}} \Delta_{y} f(0)\right\| \leq 2^{n+1} \varepsilon$. Hence,

$$
\begin{equation*}
\left\|g\left(x_{1}+y, x_{2}, \ldots, x_{n}\right)-g\left(x_{1}, x_{2}, \ldots, x_{n}\right)-g\left(y, x_{2}, \ldots, x_{n}\right)\right\| \leq \frac{2^{n+1}}{n!} \varepsilon \tag{4.3}
\end{equation*}
$$

Recalling the symmetry of $g$, we can conclude that, for every $x_{1}, \ldots, x_{n}, y \in X$ and for each $1 \leq i \leq n$,

$$
\begin{aligned}
& \left\|g\left(x_{1}, \ldots, x_{i-1}, x_{i}+y, x_{i+1}, \ldots, x_{n}\right)-g\left(x_{1}, \ldots, x_{n}\right)-g\left(x_{1}, \ldots, x_{i-1}, y, x_{i+1}, \ldots, x_{n}\right)\right\| \\
& \leq \frac{2^{n+1}}{n!} \varepsilon .
\end{aligned}
$$

If we let $y=x_{i}$, the above inequality turns to

$$
\begin{equation*}
\left\|g\left(x_{1}, \ldots, x_{i-1}, 2 x_{i}+, x_{i+1}, \ldots, x_{n}\right)-2 g\left(x_{1}, \ldots, x_{n}\right)\right\| \leq \frac{2^{n+1}}{n!} \varepsilon \tag{4.4}
\end{equation*}
$$

## Now consider

$$
\begin{aligned}
& \left\|g\left(2 x_{1}, \ldots, 2 x_{n}\right)-2^{n} g\left(x_{1}, \ldots, x_{n}\right)\right\| \\
& =\left\|\sum_{k=1}^{n}\left(2^{n-k} g\left(2 x_{1}, \ldots, 2 x_{k}, x_{k+1}, \ldots, x_{n}\right)-2^{n-(k-1)} g\left(2 x_{1}, \ldots, 2 x_{k-1}, x_{k}, \ldots, x_{n}\right)\right)\right\| \\
& \leq \sum_{k=1}^{n} 2^{n-k}\left\|g\left(2 x_{1}, \ldots, 2 x_{k}, x_{k+1}, \ldots, x_{n}\right)-2 g\left(2 x_{1}, \ldots, 2 x_{k-1}, x_{k}, \ldots, x_{n}\right)\right\|
\end{aligned}
$$

Applying (4.4), we will have, for each $k$,

$$
\left\|g\left(2 x_{1}, \ldots, 2 x_{k}, x_{k+1}, \ldots, x_{n}\right)-2 g\left(2 x_{1}, \ldots, 2 x_{k-1}, x_{k}, \ldots, x_{n}\right)\right\| \leq \frac{2^{n+1}}{n!} \varepsilon
$$

Therefore,

$$
\left\|g\left(2 x_{1}, \ldots, 2 x_{n}\right)-2^{n} g\left(x_{1}, \ldots, x_{n}\right)\right\| \leq \sum_{k=1}^{n} 2^{n-k}\left(\frac{2^{n+1}}{n!} \varepsilon\right)=\frac{2^{n+1}\left(2^{n}-1\right)}{n!} \varepsilon
$$

That is, for every $x_{1}, \ldots, x_{n} \in X$,

$$
\begin{equation*}
\left\|\frac{g\left(2 x_{1}, \ldots, 2 x_{n}\right)}{2^{n}}-g\left(x_{1}, \ldots, x_{n}\right)\right\| \leq \frac{2\left(2^{n}-1\right)}{n!} \varepsilon . \tag{4.5}
\end{equation*}
$$

Let $m$ be a positive integer. Consider

$$
\begin{aligned}
& \left\|\frac{g\left(2^{m} x_{1}, \ldots, 2^{m} x_{n}\right)}{2^{m n}-g\left(x_{1}, \ldots, x_{n}\right)}\right\| \\
& =\left\|\sum_{i=0}^{m-1}\left(\frac{g\left(2^{i+1} x_{1}, \ldots, 2^{i+1} x_{n}\right)}{2^{(i+1) n}}-\frac{g\left(2^{i} x_{1}, \ldots, 2^{i} x_{n}\right)}{2^{i n}}\right)\right\| \\
& \leq \sum_{i=0}^{m-1} \frac{1}{2^{i n}}\left\|\frac{g\left(2^{i+1} x_{1}, \ldots, 2^{i+1} x_{n}\right)}{2^{k}}-g\left(2^{i} x_{1}, \ldots, 2^{i} x_{n}\right)\right\| .
\end{aligned}
$$

Apply the bound (4.5), we finally have

$$
\left\|\frac{g\left(2^{m} x_{1}, \ldots, 2^{m} x_{n}\right)}{2^{m n}}-g\left(x_{1}, \ldots, x_{n}\right)\right\| \leq \frac{2\left(2^{n}-1\right) \varepsilon}{n!} \sum_{i=0}^{m-1} \frac{1}{2^{i n}} \leq \frac{2^{n+1} \varepsilon}{n!}
$$

Lemma 4.3. Let $n$ be a nonnegative integer. If $F, \tilde{F}: X \rightarrow Y$ are polynomial functions of order $n$ with $F(0)=\tilde{F}(0)$, and there exists a constant $\varepsilon>0$ such that

$$
\begin{equation*}
\|F(x)-\tilde{F}(x)\| \leq \varepsilon \quad \text { for all } x \in X \tag{4.6}
\end{equation*}
$$

then $F(x)=\tilde{F}(x)$ for all $x \in X$.

Proof. We will prove by mathematical induction on the order $n$. For the basis step $n=0, F$ and $\tilde{F}$ simply are constant functions and thus $F(x)=\tilde{F}(x)$ for all $x \in X$.

For the inductive step, we assume that the Lemma holds for $n=k-1$. Here $k \geq 1$. We will prove that the lemma also holds for $n=k$. Assume the assumptions in the lemma when $n=k$. In addition, $F$ and $\tilde{F}$ are polynomial functions of order $k$; that is, by Theorem 2.15,

$$
\begin{equation*}
F(x)=F(0)+A^{1}(x)+\cdots+A^{k}(x) \quad \text { and } \quad \tilde{F}(x)=F(0)+\tilde{A}^{1}(x)+\cdots+\tilde{A}^{k}(x) \tag{4.7}
\end{equation*}
$$

where $A^{i}(x)$ and $\tilde{A}^{i}(x)$, for each $i=1, \ldots, k$, are the diagonalization of some
 account $F(0)=\tilde{F}(0)$. By Lemma 2.9, for every positive integer $m$,
$F\left(2^{m} x\right)=F(0)+A^{1}\left(2^{m} x\right)+\cdots+A^{k}\left(2^{m} x\right)=F(0)+2^{m} A^{1}(x)+\cdots+2^{m k} A^{k}(x)$.
Therefore, for every $x \in X$,

$$
\lim _{m \rightarrow \infty} \frac{F\left(2^{m} x\right)}{2^{m k}}=A^{k}(x)
$$

Similarly, for every $x \in X$,

$$
\lim _{m \rightarrow \infty} \frac{\tilde{F}\left(2^{m} x\right)}{2^{m k}}=\tilde{A}^{k}(x)
$$

Therefore,

$$
\left\|A^{k}(x)-\tilde{A}^{k}(x)\right\|=\left\|\lim _{m \rightarrow \infty} \frac{F\left(2^{m} x\right)-\tilde{F}\left(2^{m} x\right)}{2^{m k}}\right\|=\lim _{m \rightarrow \infty} \frac{1}{2^{m k}}\left\|F\left(2^{m} x\right)-\tilde{F}\left(2^{m} x\right)\right\|
$$

Since $\|F(x)-\tilde{F}(x)\| \leq \varepsilon$ for all $x \in X$, we have

$$
\lim _{m \rightarrow \infty} \frac{1}{2^{m k}}\left\|F\left(2^{m} x\right)-\tilde{F}\left(2^{m} x\right)\right\|=0
$$

That is $A^{k}(x)=\tilde{A}^{k}(x)$ for all $x \in X$. If we let $G(x)=F(0)+A^{1}(x)+\cdots+A^{k-1}(x)$ and $\tilde{G}(x)=F(0)+\tilde{A}^{1}(x)+\cdots+\tilde{A}^{k-1}(x)$, then $G$ and $\tilde{G}$ are polynomial functions of order $k-1$ with $G(0)=\tilde{G}(0)$. Moreover, for every $x \in X$,

$$
\|G(x)-\tilde{G}(x)\|=\|F(x)-\tilde{F}(x)\| \leq \varepsilon,
$$

which fulfils all assumptions of the lemma when $n=k-1$. Thus, the induction hypothesis gives $G(x)=\tilde{G}(x)$ for all $x \in X$, which in turn concludes that $F(x)=$ $\tilde{F}(x)$ for all $x \in X$.

### 4.1.2 Stability of Fréchet Functional Equation

We now state the stability theorem of the Fréchet functional equation as follows.

Theorem 4.4. Let $X$ be a linear space and let $Y$ be a Banach space. Let $\varepsilon>0$ and $n$ be a positive integer. If a function $f: X \rightarrow Y$ satisfies the inequality

$$
\begin{equation*}
\left\|\Delta_{h}^{n+1} f(x)\right\| \leq \varepsilon \quad \text { for all } x, h \in X \tag{4.8}
\end{equation*}
$$

then there exists a symmetric n-additive function where its diagonalization $A^{n}$ : $X \rightarrow Y$ satisfies

$$
\begin{equation*}
\left\|\Delta_{h}^{n}\left(f(x)-A^{n}(x)\right)\right\| \leq 2^{n+2} \varepsilon \quad \text { for all } x, h \in X \tag{4.9}
\end{equation*}
$$

Proof. Suppose a function $f: X \rightarrow Y$ satisfies the condition in the theorem. Define a function $g: X^{n} \rightarrow Y$ by

$$
g\left(x_{1}, \ldots, x_{n}\right):=\frac{1}{n!} \Delta_{x_{1} \ldots x_{n}} f(0) \text { for all } x_{1}, \ldots, x_{n} \in X
$$

From Lemma 4.2, we have, for every $x_{1}, \ldots, x_{n}$ and for each positive integer $m$,

$$
\begin{equation*}
\left\|\frac{g\left(2^{m} x_{1}, \ldots, 2^{m} x_{n}\right)}{2^{m n}}-g\left(x_{1}, \ldots, x_{n}\right)\right\| \leq \frac{2^{n+1} \varepsilon}{n!} \tag{4.10}
\end{equation*}
$$

We will show that $\left\{\frac{g\left(2^{m} x_{1}, \ldots, 2^{m} x_{n}\right)}{2^{m n}}\right\}_{m=1}^{\infty}$ is a Cauchy sequence. Let $p, q>0$ be integers.

$$
\begin{aligned}
& \left\|\frac{g\left(2^{p+q} x_{1}, \ldots, 2^{p+q} x_{n}\right)}{2^{(p+q) n}}-\frac{g\left(2^{p} x_{1}, \ldots, 2^{p} x_{n}\right)}{2^{p n}}\right\| \\
& \quad=\frac{1}{2^{p n}}\left\|\frac{g\left(2^{q} \cdot 2^{p} x_{1}, \ldots, 2^{q} \cdot 2^{p} x_{n}\right)}{2^{q n}}-g\left(2^{p} x_{1}, \ldots, 2^{p} x_{n}\right)\right\| \leq \frac{2^{n+1} \varepsilon}{2^{p n} n!} .
\end{aligned}
$$

Taking the limit $p \rightarrow \infty$, the term on the right-hand side tends to zero. Hence, the sequence is a Cauchy sequence as desired. This allows us to define a function
$A_{n}: X^{n} \rightarrow Y$ by

$$
A_{n}\left(x_{1}, \ldots, x_{k}\right):=\lim _{m \rightarrow \infty} \frac{g\left(2^{m} x_{1}, \ldots, 2^{m} x_{k}\right)}{2^{m k}}
$$

Next we will show that $A_{n}$ is $n$-additive. From Lemma 4.2, $g$ is symmetric and so is $A_{n}$. Thus, it suffices to prove the additivity only for the first component of $A_{n}$.

$$
\begin{aligned}
& \left\|A_{n}\left(x_{1}+y, x_{2}, \ldots, x_{n}\right)-A_{k}\left(x_{1}, x_{2}, \ldots, x_{n}\right)-A_{k}\left(y, x_{2}, \ldots, x_{n}\right)\right\| \\
& =\left\|\lim _{m \rightarrow \infty} \frac{1}{2^{m n}}\left(g\left(2^{m}\left(x_{1}+y\right), 2^{m} x_{2}, \ldots, 2^{m} x_{n}\right)-g\left(2^{m} x_{1}, \ldots, 2^{m} x_{n}\right)-g\left(2^{m} y, 2^{m} x_{2}, \ldots, 2^{m} x_{n}\right)\right)\right\| \\
& =\lim _{m \rightarrow \infty} \frac{1}{2^{m n}}\left\|\left(g\left(2^{m}\left(x_{1}+y\right), 2^{m} x_{2}, \ldots, 2^{m} x_{n}\right)-g\left(2^{m} x_{1}, \ldots, 2^{m} x_{n}\right)-g\left(2^{m} y, 2^{m} x_{2}, \ldots, 2^{m} x_{n}\right)\right)\right\|
\end{aligned}
$$

Using Lemma 4.2 again, we can see that the limit goes to zero, which concludes the additivity of $A_{n}$. Now if we fake the limit $m \rightarrow \infty$ in (4.10), then, for every $x_{1}, \ldots, x_{n}$,

$$
\begin{equation*}
\left\|A_{n}\left(x_{1}, \ldots, x_{n}\right)-g\left(x_{1}, \ldots, x_{n}\right)\right\| \leq \frac{2^{n+1} \varepsilon}{n!} \tag{4.11}
\end{equation*}
$$

Setting $x_{1}=\cdots=x_{n}=h$ in (4.11) and recalling that $g(h)=\frac{1}{n!} \Delta_{h}^{n} f(0)$, we have

$$
\left\|A^{n}(h)-\frac{1}{n!} \Delta_{h}^{n} f(0)\right\| \leq \frac{2^{n+1} \varepsilon}{n!}
$$

where $A^{n}: X \rightarrow Y$ is the diagonalization of $A_{n}$. From Theorem 2.11, $\Delta_{h}^{n} A^{n}(x)=$ $n!A^{n}(h)$. Therefore,

$$
\left\|\Delta_{h}^{n} A^{n}(x)-\Delta_{h}^{n} f(0)\right\| \leq 2^{n+1} \varepsilon .
$$

Consider

$$
\begin{aligned}
\left\|\Delta_{h}^{n}\left(f(x)-A^{n}(x)\right)\right\| & \left.=\| \Delta_{h}^{n}(f(x)-f(0))+\Delta_{h}^{n} f(0)-A^{n}(x)\right) \| \\
& \left.\leq\left\|\Delta_{h}^{n} \Delta_{x} f(0)\right\|+\| \Delta_{h}^{n} f(0)-A^{n}(x)\right) \| .
\end{aligned}
$$

From Lemma 4.1, $\left\|\Delta_{h}^{n} \Delta_{x} f(0)\right\| \leq 2^{n+1} \varepsilon$. Hence,

$$
\left\|\Delta_{h}^{n}\left(f(x)-A^{n}(x)\right)\right\| \leq 2^{n+2} \varepsilon
$$

as desired.

Theorem 4.5. Let $X$ be a linear space and let $Y$ be a Banach space. Let $\varepsilon>0$ and $n$ be a positive integer. If a function $f: X \rightarrow Y$ satisfies the inequality (4.8),
then there exists a unique function $F: X \rightarrow Y$ such that $F$ satisfies the Fréchet functional equation, $\Delta_{h}^{n+1} F(x)=0$, with $F(0)=f(0)$, and

$$
\begin{equation*}
\|f(x)-F(x)\| \leq 2^{\left(n^{2}+5 n-6\right) / 2} \varepsilon \quad \text { for all } x \in X \tag{4.12}
\end{equation*}
$$

Moreover, $F(x)=f(0)+A^{1}(x)+\cdots+A^{n}(x)$, where, for all $x \in X$,

$$
A^{n}(x)=\lim _{m \rightarrow \infty} \frac{f\left(2^{m} x\right)}{2^{m n}}
$$

and, for each $k=1, \ldots, n-1$,

$$
A^{k}(x)=\lim _{m \rightarrow \infty} \frac{1}{2^{m k}}\left(f\left(2^{m} x\right)-A^{k+1}\left(2^{m} x\right)-\cdots-A^{n}\left(2^{m} x\right)\right)
$$

Proof. We will prove by mathematical induction on $n$. For $n=1$, we have the stability problem for Jensen functional equation which has already been proved ([13], for example). For the inductive step, assume that the theorem holds for $n=k-1$, we shall prove that the theorem also holds for $n=k$. Assume that, for every $x, h \in X$,

$$
\left\|\Delta_{h}^{k+1} f(x)\right\| \leq \varepsilon
$$

By Theorem 4.4, there exists the diagonalization $A^{k}: X \rightarrow Y$ of a symmetric $k$-additive function such that

$$
\left\|\Delta_{h}^{k}\left(f(x)-A^{k}(x)\right)\right\| \leq 2^{k+2} \varepsilon .
$$

If we let $h(x)=f(x)-A^{k}(x)$ for all $x \in X$, then $\left\|\Delta_{h}^{k} h(x)\right\| \leq 2^{k+2} \varepsilon$. Applying the induction hypothesis, there exists a function $H: X \rightarrow Y$ such that

$$
\begin{equation*}
\Delta_{h}^{k} H(x)=0 \quad \text { and } \quad H(0)=h(0) \tag{4.13}
\end{equation*}
$$

and $\quad\|h(x)-H(x)\| \leq 2^{\left(k^{2}+3 k-10\right) / 2} \cdot 2^{k+2} \varepsilon=2^{\left(k^{2}+5 k-6\right) / 2} \varepsilon$.
Define $F(x)=H(x)+A^{k}(x)$. Using (4.13) and Theorem 2.15, we see that

$$
\Delta_{h}^{k+1} F(x)=\Delta_{h}^{k+1}\left(H(x)+A^{k}(x)\right)=0
$$

and $F(0)=H(0)+A^{k}(0)=f(0)$. In addition,

$$
\|f(x)-F(x)\|=\|h(x)-H(x)\| \leq 2^{\left(k^{2}+5 k-6\right) / 2} \varepsilon
$$

which completes the induction.
The uniqueness of $F$ is guaranteed by Lemma 4.3.

It is worth noting that the generalized stability problem with the bound $\left\|\Delta_{h}^{n+1} f(x)\right\| \leq \phi(x, h)$ for some general distance function $\phi$ (with certain conditions) is possible by essentially the same method as what we have shown, but the result might appears awkward. Therefore, it will be of advantage to treat only the stability in the sense of Hyers and Ulam here.

### 4.2 Stability Problems of Conditional Functional Equations

Generally, functional equations will be stated without additional conditions on the arguments, except for those violating the validity of the function values. It is usually more challenging to solve functional equations with some additional restrictions. The restricted domain of the arguments is sometimes called domains of validity ([18] and [22]). Recall the classical example of Cauchy functional equation,

$$
\begin{equation*}
f(x+y)=f(x)+f(y) \tag{4.15}
\end{equation*}
$$

when $x, y$ are restricted to a region $\Omega$. Its solutions may depend on the domain $\Omega$ as well as regularity assumptions of $f$ such as the continuity and the boundedness.

Example 4.6. As already noted, when $f: \mathbb{R} \rightarrow \mathbb{R}$ is an arbitrary function and the domain of validity, $\Omega$, is the entire domain $\mathbb{R}^{2}$, all continuous solutions will be linear functions. On the other hand, consider all functions $f$ satisfying

$$
\begin{equation*}
f(x+y)=f(x)+f(y) \text { for all }(x, y) \in \mathbb{R} \times\{0\} \tag{4.16}
\end{equation*}
$$

That is, the variable $y$ is restricted to be only zero. It is obvious that all solutions of Eq.(4.15) when $\Omega=\mathbb{R}^{2}$ are also solution of Eq.(4.16). However, there exists a function, for instance, $f(x)=x^{2}$, which satisfies Eq.(4.16), but does not satisfy Eq.(4.15) when $\Omega=\mathbb{R}^{2}$. As a consequence, it can be concluded that the set of solutions of Eq.(4.15) when $\Omega=\mathbb{R}^{2}$ is contained in the set of solutions of Eq.(4.16).

Due to the fact shown in the previous example, we found that new solutions may generally occur if the domain of variables is restricted. It is worth noting that some authors ([3], [18], for example) used the term conditional functional equations to describe the functional equation with restricted domains. Furthermore, there is a number of researches ([3], [6], [15], [18], and [20], for example) that address this type of problems. The Fréchet functional equation with restricted domain is one of interesting framework. One example of such works belongs to W . Towanlong and P. Nakmahachalasint [24].

Accordingly, it is also merit to call attention to such functional equations in the sense of stability problems. The bound of stability of a functional equation with restricted domain may be affected due to emerging new solutions. Some appealing works dealing with such stability problems belong to F. Skof [23] and Z. Kominek [14].

### 4.3 Stability of Conditional Fréchet Functional Equation

In this section, we will determine the Hyers-Ulam stability of the Fréchet functional equation, $\Delta_{h}^{n+1} f(x)=0$, when the spans, $h$, is restricted with the condition $\|h\|>a$, for a positive real number $a$.

Lemma 4.7. Let $n$ be a nonnegative integer. Let $f: X \rightarrow Y$ be a function. Then

$$
\begin{aligned}
& \sum_{k=0}^{n+1}(-1)^{n+1-k}\binom{n+1}{k} \Delta_{(k+1) z}^{n+1} f\left(x_{0}+k h_{0}\right) \\
& \quad=\sum_{j=0}^{n+1}(-1)^{n+1-j}\binom{n+1}{j} \Delta_{h_{0}+j z}^{n+1} f\left(x_{0}+j z\right)
\end{aligned}
$$

for all $x_{0}, h_{0}, z \in X$.
Proof. Let $x_{0}, h_{0}, z \in X$. By Lemma 2.5, we have

$$
\begin{align*}
& \sum_{k=0}^{n+1}(-1)^{n+1-k}\binom{n+1}{k} \Delta_{(k+1) z}^{n+1} f\left(x_{0}+k h_{0}\right) \\
& =\sum_{k=0}^{n+1}(-1)^{n+1-k}\binom{n+1}{k} \sum_{j=0}^{n+1}(-1)^{n+1-j}\binom{n+1}{j} f\left(x_{0}+k h_{0}+j(k+1) z\right) . \tag{4.17}
\end{align*}
$$

Swapping the order of the summations in (4.17) and applying Lemma 2.5, we get

$$
\begin{aligned}
& \sum_{k=0}^{n+1}(-1)^{n+1-k}\binom{n+1}{k} \Delta_{(k+1) z}^{n+1} f\left(x_{0}+k h_{0}\right) \\
&=\sum_{j=0}^{n+1}(-1)^{n+1-j}\binom{n+1}{j} \sum_{k=0}^{n+1}(-1)^{n+1-k}\binom{n+1}{k} f\left(x_{0}+j z+k\left(h_{0}+j z\right)\right) \\
& \quad=\sum_{j=0}^{n+1}(-1)^{n+1-j}\binom{n+1}{j} \Delta_{h_{0}+j z}^{n+1} f\left(x_{0}+j z\right) .
\end{aligned}
$$

Lemma 4.8. Let a be a positive real number and let $n$ be a nonnegative integer. If a function $f: X \rightarrow Y$ satisfies, for $\varepsilon>0$,

$$
\begin{equation*}
\left\|\Delta_{h}^{n+1} f(x)\right\| \leq \varepsilon \quad \text { for all } x \in X \text { and }\|h\|>a \tag{4.18}
\end{equation*}
$$

then

$$
\left\|\Delta_{h}^{n+1} f(x)\right\| \leq\left(2^{n+2}-1\right) \varepsilon \quad \text { for all } x, h \in X
$$

Proof. Let a function $f: X \rightarrow Y$ satisfy (4.18). Let $x_{0}, h_{0} \in X$. Choose $z \in X$ such that $\|z\|>a+\left\|h_{0}\right\|$. We then obtain that for $k=0, \ldots, n+1,(k+1)\|z\| \geq$ $\|z\|>a+\left\|h_{0}\right\| \geq a$. Thus, by (4.18), we have

$$
\begin{align*}
\left\|\sum_{k=0}^{n+1}(-1)^{n+1-k}\binom{n+1}{k} \Delta_{(k+1) z}^{n+1} f\left(x_{0}+k h_{0}\right)\right\| & \leq \sum_{k=0}^{n+1}\binom{n+1}{k}\left\|\Delta_{(k+1) z}^{n+1} f\left(x_{0}+k h_{0}\right)\right\| \\
& \leq 2^{n+1} \varepsilon . \tag{4.19}
\end{align*}
$$

Similarly, for all $j=1, \ldots, n+1$, we also have that $\left\|h_{0}+j z\right\| \geq\|z\|-\left\|h_{0}\right\|>a$ and then

$$
\begin{equation*}
\left\|\sum_{j=1}^{n+1}(-1)^{n+1-j}\binom{n+1}{j} \Delta_{h_{0}+j z}^{n+1} f\left(x_{0}+j z\right)\right\| \leq\left(2^{n+1}-1\right) \varepsilon . \tag{4.20}
\end{equation*}
$$

From Lemma 4.7,

$$
\begin{aligned}
(-1)^{n+1} \Delta_{h_{0}}^{n+1} f\left(x_{0}\right)= & \sum_{k=0}^{n+1}(-1)^{n+1-k}\binom{n+1}{k} \Delta_{(k+1) z}^{n+1} f\left(x_{0}+k h_{0}\right) \\
& -\sum_{j=1}^{n+1}(-1)^{n+1-j}\binom{n+1}{j} \Delta_{h_{0}+j z}^{n+1} f\left(x_{0}+j z\right) .
\end{aligned}
$$

That is

$$
\begin{aligned}
\left\|\Delta_{h_{0}}^{n+1} f\left(x_{0}\right)\right\| \leq & \left\|\sum_{k=0}^{n+1}(-1)^{n+1-k}\binom{n+1}{k} \Delta_{(k+1) z}^{n+1} f\left(x_{0}+k h_{0}\right)\right\| \\
& +\left\|\sum_{j=1}^{n+1}(-1)^{n+1-j}\binom{n+1}{j} \Delta_{h_{0}+j z}^{n+1} f\left(x_{0}+j z\right)\right\| \\
& \leq 2^{n+1} \varepsilon+\left(2^{n+1}-1\right) \varepsilon=\left(2^{n+2}-1\right) \varepsilon .
\end{aligned}
$$

We now reach the settlement of the stability of the Fréchet functional equation with restricted spans.

Theorem 4.9. Let a be a positive real number and let $n$ be a nonnegative integer. If a function $f: X \rightarrow Y$ satisfies, for $\varepsilon>0$,

$$
\left\|\Delta_{h}^{n+1} f(x)\right\| \leq \varepsilon \quad \text { for all } x \in X \text { and }\|h\|>a,
$$

then there exists a unique function $F: X \rightarrow Y$ such that $F$ satisfies the Fréchet functional equation with $F(0)=f(0)$ and

$$
\|f(x)-F(x)\| \leq 2^{\frac{n^{2}+5 n-6}{2}}\left(2^{n+2}-1\right) \varepsilon \quad \text { for all } x \in X .
$$

Proof. The desired result follows directly from Theorem 4.5 and Lemma 4.8.
For the case of functions defined on the set of real numbers, instead of restricting the span $h$ to $\|h\|>a$, we may separately consider the restrictions $h>a$ and $h<a$ as in the following two lemmas.

Lemma 4.10. Let $a \in \mathbb{R}$ and let $n$ be a nonnegative integer. If a function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfies, for $\varepsilon>0$,

$$
\begin{equation*}
\left\|\Delta_{h}^{n+1} f(x)\right\| \leq \varepsilon \quad \text { for all } x \in \mathbb{R} \text { and } h \in(a, \infty) \tag{4.21}
\end{equation*}
$$

then

$$
\left\|\Delta_{h}^{n+1} f(x)\right\| \leq\left(2^{n+2}-1\right) \varepsilon \quad \text { for all } x, h \in \mathbb{R}
$$

Proof. Let a function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfy (4.21). Let $x_{0}, h_{0} \in \mathbb{R}$. To prove this lemma, we will choose $z>\max \left\{0, a, a-h_{0}\right\}$. The rest of the proof is similar to Lemma 4.8.

Lemma 4.11. Let $a \in \mathbb{R}$ and let $n$ be a nonnegative integer. If a function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfies, for $\varepsilon>0$,

$$
\begin{equation*}
\left\|\Delta_{h}^{n+1} f(x)\right\| \leq \varepsilon \quad \text { for all } x \in \mathbb{R} \text { and } h \in(-\infty, a), \tag{4.22}
\end{equation*}
$$

then

$$
\left\|\Delta_{h}^{n+1} f(x)\right\| \leq\left(2^{n+2}-1\right) \varepsilon \quad \text { for all } x, h \in \mathbb{R}
$$

Proof. Let a function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfy (4.22). It is the fact that, for all $x_{0}, h_{0} \in$ $\mathbb{R}, \Delta_{h_{0}}^{n+1} f\left(x_{0}\right)=(-1)^{n+1} \Delta_{-h_{0}}^{n+1} f\left(x_{0}+(n+1) h_{0}\right)$. Due to this fact and (4.22), we obtain

$$
\left\|\Delta_{-h}^{n+1} f(x+(n+1) h)\right\|=\left\|\Delta_{h}^{n+1} f(x)\right\| \leq \varepsilon .
$$

Since $-h \in(a, \infty)$, we now can employ Lemma 4.10 to obtain the result as desired.

Theorem 4.12. Let $a \in \mathbb{R}$ and let $n$ be a positive integer. If a function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfies, for $\varepsilon>0$,

$$
\left\|\Delta_{h}^{n+1} f(x)\right\| \leq \varepsilon \quad \text { for all } x \in \mathbb{R} \text { and } h \in(a, \infty)
$$

then there exists a unique function $F: \mathbb{R} \rightarrow \mathbb{R}$ such that $F$ satisfies the Fréchet functional equation with $F(0)=f(0)$ and

$$
\|f(x)-F(x)\| \leq 2^{\frac{n^{2}+5 n-6}{2}}\left(2^{n+2}-1\right) \varepsilon \quad \text { for all } x \in \mathbb{R}
$$

Proof. The desired result follows directly from Theorem 4.5 and Lemma 4.10.
Theorem 4.13. Let $a \in \mathbb{R}$ and let $n$ be a positive integer. If a function $f: \mathbb{R} \rightarrow \mathbb{R}$ satisfies, for $\varepsilon>0$,

$$
\left\|\Delta_{h}^{n+1} f(x)\right\| \leq \varepsilon \quad \text { for all } x \in \mathbb{R} \text { and } h \in(-\infty, a),
$$

then there exists a unique function $F: \mathbb{R} \rightarrow \mathbb{R}$ such that $F$ satisfies the Fréchet functional equation with $F(0)=f(0)$ and

$$
\|f(x)-F(x)\| \leq 2^{\frac{n^{2}+5 n-6}{2}}\left(2^{n+2}-1\right) \varepsilon \quad \text { for all } x \in \mathbb{R}
$$

Proof. The desired result follows directly from Theorem 4.5 and Lemma 4.11.
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