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THAI ABSTRACT 

อิทธิพัทธ์ ไกรชิงฤทธิ์ : วิทยาการอ าพรางข้อมูลทางภาพความจุสูงที่ทนต่อการบีบอัดภาพ 
(HIGH CAPACITY IMAGE STEGANOGRAPHY TOLERATING IMAGE COMPRESSION) 
อ.ที่ปรึกษาวิทยานิพนธ์หลัก: ผศ. ดร. ศุภกานต ์พิมลธเรศ{, 49 หน้า. 
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Nowadays, data privacy becomes more important. Most of the existing data 
protection schemes based on cryptography cannot hide the existence of secret data. 
Thus, a steganography approach plays an important role to handle this problem. Image 
steganography can be categorized into two methods which are baesd on spatial 
domain and transform domain. Methods using spatial domain have high embedding 
capacity but they are not robust to image compression. On the other hand, methods 
using transform domain usually work with image compression but have low embedding 
capacity. In recent image steganography research, many transform domain methods 
are based on JPEG format which is quite old and its compression efficiency may not 
be suitable in cloud era. In 2010, Google introduced WebP, a new image format that 
has better lossy compression than JPEG. In this study, the new image steganography 
based on WebP is presented. Re-calculation and LSB on middle-frequency method 
are used. The proposed scheme provides better image quality and smaller file size 
than the existing JPEG based method at the same capacity. Moreover, not only 
applying to a grayscale image but also a color image and an alpha channel color image 
is introduced in this research. 
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Chapter 1. Introduction 

Nowadays, digital data is widely used for computation and communication. 
Using digital representation results in many benefits such as accuracy, portability or 
efficiency but not much advantage on security. To ensure data security, data hiding 
techniques are recommended. In data hiding, there are two methodologies which are 
widely used. The first methodology is called cryptography which transforms secret data 
into a non-understandable form. The other methodology is steganography which 
conceals the presence of secret data. The main advantage of steganography over 
cryptography is that it does not show any sign of secret data existence. 

Hiding secret data inside a media can be confused with digital watermarking. 
Digital watermarking and steganography are different in terms of their purpose. 
Steganography is used for secret communication which needs to be invisible while 
digital watermarking is used to declare its ownership. Digital watermarking can be visible 
or invisible depending on the need of application. In case of invisible watermarking, 
steganography techniques can be adapted to create invisible digital watermarking. 

The image steganography plays important roles in privacy protection. Many 
techniques have been invented to enhance information security. The major criteria for 
choosing techniques are quality of host image after embedding and quantity of secret 
data that are able to be embedded into the host image. The image quality metric is 
measured by peak signal-to-noise ratio (PSNR) or structural similarity index (SSIM) whilst 
the amount of embedded secret data is usually measured by bits per pixel (BPP). By 
using these metrics, any steganography research can be compared. 

In recent research approaches, Bhowmik, Islam, and Yang proposed new 
steganography methods based on least significant bit (LSB) technique on the spatial 
domain [1-3]. Their experimental results showed high embed data quantity with 
acceptable image quality. Unfortunately, none of them mentions about robustness to 
transformation or attacking. For the transform domain, new discrete cosine transform 
(DCT) based methods were introduced. Lin proposed the integer-to-integer based DCT 
to solve transformation rounding problem which achieves high image quality [4]. 
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However, as same as the above methods, the robustness performance was not 
mentioned. On the other hand, Zhang and Huang proposed new robustness algorithms 
that can be used with JPEG image compression [5, 6]. Nevertheless, the low embedded 
payload is still the drawback of their methods.  
Inventing a new steganography method based on JPEG that can provide a good 
payload capacity seems to be a good idea to overcome above problems. However, 
the current trend of the world is changed and everything is shifting into a cloud. Many 
data including images are highly sent over the internet. This means, the size of host 
image now plays important roles when applying steganography in the real-world 
scenario.  

JPEG compression is very old and it seems to be not good enough for cloud-
era. In 2010, Google introduced the new image format called WebP. WebP claims that 
it produces 25-34% smaller file size compared to JPEG at the same image quality [7]. 
Moreover, WebP supports alpha-channel image and lossless image compression which 
cannot be done in JPEG. Not only feature advantage, but WebP is now currently used 
by high traffic websites according to statistical information from W3CTech [8]. 

Considering WebP image as host image is a good idea because it is suitable for 
cloud-era and support many compression features such as alpha-channel and lossless 
compression. Moreover, it is very challenging because at the time this thesis is written, 
there is no steganography technique based on WebP image. By above reasons, this 
thesis aims to introduce a new steganography algorithm that can achieve acceptable 
image quality and payload quantity based on Lossy WebP image. 
 
1.1. Objective 

To propose an image steganography method providing high performance in 
metrics and compatible with WebP lossy compression. 
 

1.2. Scope of thesis and constraints 

The proposed method is limited as follows. 
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1. The proposed method is based on WebP lossy compression. 

2. The proposed method is based on a grayscale image with non-alpha channel. 
However, this method can be extended to support color image with alpha 
channel. 

3. Performance metrics concerned in this thesis are PSNR, SSIM, Capacity, FileSize,  
and IncreasedFileSize. 

 

1.3. Expected outcome 

This research aims to propose an image steganography method that works with 
WebP lossy compression and achieves higher performance in metrics compared to 
existing JPEG method. 
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Chapter 2. Theoretical backgrounds 

2.1. Lossy WebP compression algorithm 

Lossy WebP compression is an image compression algorithm based on block 
prediction method. The important concepts are introduced first and then the overview 
of the compression method is presented. 

Block concept - As mentioned, Lossy WebP is based on block prediction. There 
are two important types related to this scheme which are “Macroblock” and 
“Subblock”. The macroblock is sub-image with size of 16x16 pixels obtained from an 
input image while the subblock is sub-image with size of 4x4 pixels partitioned from a 
macroblock. Thus, a macroblock consists of 16 subblocks. Figure 1 shows the block 
concept of this scheme. 
 

 
Figure 1. Block concept 

 
Prediction concept - Lossy WebP takes advantage of a similarity between 

neighbor blocks. The algorithm tries to predict a block information from their neighbors 
to reduce some redundant information based on several prediction models. The 
neighbor blocks can be a left-block, a top-block, both or other blocks depending on a 
prediction model. After all prediction models are applied, the prediction model with 
most similar result will be assigned to the block. Figure 2 shows the prediction concept 
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of this scheme. The predicted subblock is generated from an averaging prediction 
model with data from its left neighbor subblock and its top neighbor subblock. 

 

 
Figure 2. Prediction concept 

 
Overview of the algorithm - The compression algorithm can be group into three 

major processes which are prediction, quantization, and encoding. First, an input image 
is divided into smaller pieces to form a macroblock structure. Then, each macroblock 
is sent to prediction process to find the best prediction model of their 16 subblocks. 
In prediction process, current block image will be constructed by several prediction 
models. The results of the predicted image can be viewed as redundant image data 
as shown in Figure 2. The most similar predicted image will be subtracted from original 
block image results in “residual” data. The residual is then sent to quantization process 
for data compression. The quantization process is very similar to JPEG compression, 
DCT is applied to those residual data and then all coefficients are quantized to make 
lossy compression. At this point, the compressed block will be restored and sent back 
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to the prediction process if another macroblock requires current block as a neighbor 
for its prediction model. After quantization process, all quantized coefficient will be 
arranged in ZigZag order and encoded by entropy encoding method.  
 

  
Figure 3. Lossy WebP flowchart 

 
2.2. Data hiding process discussion 

This section shows the discussion on where data hiding process should be 
placed on lossy WebP compression process. Considering JPEG based steganography 
schemes [5, 6], all schemes are manipulated the quantized DCT coefficients to make 
a room for hiding data. Because WebP and JPEG are very similar scheme, applying the 
same JPEG approach on WebP seem to be a reasonable idea. Thus, a test experiment 
was set up to check whether the idea is good. 

The test data hiding experiment on WebP was set up by adding data hiding 
process after quantization process. The flowchart of modified WebP algorithm for this 
experiment is shown in Figure 4. The LSB of quantized coefficients was changed to 
hide secret data. Lena image was used in this test and secret data were randomly 
generated. 
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Figure 4. Modified Lossy WebP flowchart 

 
Surprisingly, the experimental result was not good as expected. PSNR is 

approximately 10.93 dB and SSIM is approximately 0.44. Figure 5 shows a comparison 
between original WebP image and embedded WebP image. The host image’s quality 
was really low compared to original lossy WebP image. An investigation is needed to 
figure out what causes the dramatic distortion on the image quality. 
 

 
 

Figure 5. Experimental result (a) Original WebP (b) Embedded WebP 
 

According to WebP process, the quantized coefficients are restored to an image 
and taken by prediction process to predict a model for next block. This means block’s 

(a)                                                                          (b) 
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coefficients are related to some previous block’s coefficients. To decode image, WebP 
blocks must be decoded in order, from left to right and top to bottom. When block’s 
coefficients are changed by data hiding process, the decoder will produce a distorted 
sub-image. The distorted sub-image is then used for decoding the next block. The 
composition of the distorted sub-image causes the dramatic drop in image quality as 
the result. 

To solve this problem, one way is to move the data hiding process into the 
quantization process. Considering the source code of WebP encoder/decoder provided 
by Google [9], modifying the quantization or prediction process is very complicated. 
Moreover, changing those process should be done carefully because it can affect 
image quality or decoding process. Thus, this solution is not practical and can cause 
more problems than solving the existing one. However, another solution to address 
this problem has been found and will be introduced in Chapter 4. 
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Chapter 3. Related Works 

Since the steganography emerged, many kinds of techniques have been 
developed to enhance information security. Although these techniques are widely 
used in many media types such as text, audio, image or video, in this study, only image 
steganography techniques are focused and considered. The image steganography can 
be split into two major categories based on domain used in the process. The first 
category corresponds to the spatial domain while the transform domain is employed 
in the second category. 

For the spatial domain, data hiding based on the spatial domain usually directly 
embeds secret data into pixel values. The main advantage of the spatial domain is the 
preservation of image quality.  

A new data hiding technique using edge areas of images was proposed by Yang, 
C.H., et al. [3]. The researcher exploited the benefits from the fact that edge areas can 
tolerate more changes than the flat areas [3]. Edge areas are calculated by pixel value 
differencing and divided into three different levels which are low level, middle level, 
and high level.  The k-bit LSB substitution is used to embed secret data which k 
depends on its pixel-differencing level. Even though the result ended up with the high 
capacity (BPP ≈ 2.25) and high image quality (PSNR ≈ 43.66), the main drawback of this 
work is that it uses LSB bits to embed secret data, which is quite sensitive to noise and 
image compression. So this algorithm is not practically used in real-world applications.  

Islam, A.U., et al. proposed a new technique to embed secret data on the most 
significant bit (MSB) of an image [2]. Their method used bit-differencing of MSB No. 5 
and MSB No.6 to hide secret data. Zero-bit is supposed to be embedded if the 
difference between MSB No.5 and No.6 is 0.  However, One-bit is supposed to be 
embedded if the difference between MSB No.5 and No.6 is 1. From their experiment, 
this method can achieve high image quality (PSNR ≈ 51.18 dB) but average capacity 
(BPP = 1.00). Moreover, the method does not guarantee to operate with an image 
compression algorithm. However, the MSB bit is less affect by noise than LSB bit. This 
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scheme has some potential to work with image compression with acceptable error 
rate.  

Instead of using a grayscale image, Bhowmik, S., and A.K. Bhaumik proposed an 
algorithm that applied to a color image [1]. The two-consecutive blocks are grouped 
together. The LSB bits of both blocks are used to control the direction of k-bit LSB 
substitution which is usual order, complement order, reverse order, and complement 
reverse order. The number of k-bit is calculated by the decimal value of the six MSB 
bits of pixel value modulo by 4. The performance of the method achieves high capacity 
(BPP ≈ 3.00) and high image quality (PSNR ≈ 44.03). This is caused by the benefit of 
using the color image which contains more space to store information than a grayscale 
image. Unfortunately, the drawback of the method is that file size is larger than that 
of the grayscale image. Moreover, the algorithm cannot be used with any 
transformation or compression which are mentioned in their research.  

For better understanding, the summary results of spatial domain based 
methods are shown in Table 1. 

 
Table 1. Summary of spatial domain based methods 

Method PSNR (dB) Capacity (bpp) 

Bhowmik’s method 44.03 3.00 

Islam’s method 51.18 1.00 

Yang’s method 43.66 2.25 

 
For the transform domain, the traditional concept is to transform an image into 

another domain using transformation method such as Discrete Fourier Transform (DFT), 
Discrete Cosine Transform (DCT), and Discrete Wavelet Transform (DWT). Then, secret 
data are embedded in the transformed coefficients.  
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In 2014, Lin, Y.-K. proposed steganography algorithm that directly embeds 
secret data into coefficients of the DCT transformation [4]. Generally, DCT 
transformation produces a real number as its coefficients which causes a problem in 
data hiding. In their research, Integer-to-Integer DCT transformation is used and secret 
data are hidden into high-frequency range coefficients. The result showed that the 
method has a high capacity (BPP = 1.75) and high image quality (PSNR ≈ 43.98). 
Unfortunately, applying the algorithm with image compression was not mentioned. 
Moreover, for the further consideration, a high-frequency range which is used to embed 
secret data is usually noise-stored location. It is possible that the algorithm cannot 
well operate with an image compression.  

In 2015, Zhang, Y., et al. proposed the new algorithm that can be resistant to 
JPEG compression by using a relative relationship between DCT coefficients [5]. Reed 
Solomon (RS) Coding is used in this method to minimize the error of extracted secret 
data. A single bit of secret data is embedded into each four consecutive quantized 
coefficient blocks. Even though their method can work with JPEG compression, their 
experimental result shows low performance in terms of capacity (BPP ≈ 0.10) with 
some error. To get error-free secret data, more of the capacity must be preserved for 
error-correction.  

In 2016, Huang, F., et al. proposed a new method that can be used with JPEG 
images [6]. Histogram shifting and block selection strategy were used in this method. 
To avoid image distortion, the quantized blocks are selected if the number of zero 
coefficients is greater than some threshold. To maximize embedding capacity, the most 
non-zero coefficients which are 1 and -1 are used to embed secret data. This algorithm 
can preserve JPEG image quality (PSNR ≈ 50.00 compared to original JPEG) and file size 
but low embedding capacity (BPP ≈ 0.02).  

A JPEG based method with high capacity has been proposed by Vongurai, N 
and S. Phimoltares [10]. This method customizes standard quantization table from 8x8 
to 32x32 by interpolation scheme. Secret data are embedded into the middle-
frequency of quantized coefficients. The larger quantization table and the selected 
embedding area result in high image quality (PSNR ≈ 39.60) and high capacity (BPP ≈ 
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0.98). However, this method uses customized quantization table. Thus, a special 
software may be required to open the embedded image.  

For better understanding, Table 2. shows summary results of transform domain 
based methods. 
 

Table 2. Summary of transform domain based methods 

Method PSNR (dB) Capacity (bpp) 

Lin’s method 43.98 1.75 

Zhang’s method - 0.10 (with error) 

Huang’s method 50.00 0.02 

Vongurai’s method 39.60 0.98 

 
According to the literature review, spatial and transform domains provide 

different strength and weakness. For spatial domain techniques, the capacity of each 
technique usually is higher than a transform domain technique, but it has low chance 
to resist image compression which is difficult to use in the real world applications. 
Conversely, most transform domain methods can be used in the real world 
applications. However, their capacities are quite low compared to the spatial domain 
methods. In order to create more useful image steganography method that can be 
used in the real-world scenario, the transform domain based method is more suitable. 

In 2010, Google introduced WebP technology, the new image format that can 
surpass the JPEG compression scheme. Moreover, WebP is used by high traffic websites 
according to report from W3CTech [8]. Thus, this technology is very advantageous and 
has a sense of future-proof when considering the growth of internet traffic in cloud-
era. Not only the benefit mentioned above, but WebP is also similar to JPEG 
compression. Considering WebP as host image is very practical. For this reason, the 
new image steganography method based on WebP is proposed in this thesis. 
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Chapter 4. Proposed method 

This chapter proposes a new image steganography scheme based on Lossy 
WebP in both embedding process and extracting process along with the solution to 
the problem mentioned in Chapter 2.2.  
 
4.1. Re-calculation process 

The solution to address the problem in Chapter 2.2 is called “Re-calculation” 
process. Due to several discussed reasons, the data hiding process cannot be moved 
to another location in the whole process. In order to correct wrong quantized 
coefficient, Re-calculation process simulates prediction and quantization process to re-
calculate quantized coefficients of the current block before using in data hiding 
process. As shown in Figure 6, Re-calculation process consists of dequantization, 
prediction, and quantization process. Not only is those processes, a separated memory 
added for store modified compressed macroblocks. 
 

 
Figure 6. Re-calculation process 
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Even though the prediction process is ran twice, the performance cost is not 
double because the prediction parameter such as the best prediction models for each 
subblock are already obtained. Those result can be pass-through to the re-calculation 
process. Thus, an analysis part of the second prediction process can be skipped. The 
overall process of the proposed algorithm is shown in Figure 7. The re-calculation 
process is added after quantization process followed by data hiding process. 
 

 
Figure 7. Modified WebP with re-calculation flowchart 

 
To validate this solution, two experiments A and B were set up. In experiment 

A, secret data were hidden into WebP image without re-calculation process. On the 
other hand, experiment B applied re-calculation process before hiding data. To clearly 
see effect of re-calculation process, only the first block of both experiments were 
modified and set to extremely value by directly modify the coefficeint value. Both 
experimental results are shown in Table 3. 
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Table 3. Test experimental result 

Metrics Experiment A Experiment B Original WebP 

PSNR 23.9040 44.5689 47.4899 

SSIM 0.9750 0.9934 0.9936 

 
According to Table 3, both image quality metrics were highly gained in 

experiment B. Moreover, considering pixel value difference between the embedded 
image from both experiments and original WebP image shown in Figure 7a and Figure 
7b. It is clear that Re-calculation process can decrease error caused by data hiding 
process. For these reasons, applying Re-calculation process before Data hiding process 
can improve image quality.  
 

 
Figure 8. Intensity difference (a) Intensity difference without Re-calculation (b) 

Intensity difference with Re-calculation 
 
4.2. Coefficients Selection 

Generally, any quantized coefficients can be used for embedding secret data. 
However, the additional study is required to improve data security and preserve image 
quality. 
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Discrete Cosine Transform (DCT) converts an image from the spatial domain 
into the frequency domain resulting in coefficients matrix. The coefficients matrix can 
be grouped into 3 parts which are low-frequency part, middle-frequency part, and 
high-frequency part. According to [11], the low-frequency part is used to store the 
important coefficients. Any modification on the low-frequency part can degrade image 
quality. In case of the high-frequency part, this location is related to noise on the 
image. Thus, embedding data on both parts should be avoided. Considering [10, 11], 
the middle-frequency part is used for embedding secret data on JPEG based method. 
WebP and JPEG are both used Discrete Cosine Transform in their algorithm. Thus, the 
same approach should be used in this research.  

Unlike JPEG, WebP’s coefficients matrix is 4x4 instead of 8x8. The location of 
middle-frequency on [11] cannot directly apply on WebP. A new region of middle-
frequency part needs to be obtained. Table 4 shows the region of middle-frequency 
part for WebP coefficients matrix. The value 1 represents coefficient positions of the 
middle part. These positions were manually selected from all possibilities and will be 
used for embedding secret data. 
 

Table 4. Location of middle-frequency part 

0 0 0 0 
0 0 1 1 

1 1 1 1 

1 0 0 0 
 
4.3. Embedding process 

Embedding process is a process to embed secret data into lossy WebP image. 
This process uses LSB substitution technique together with the Re-calculation process 
to perform data hiding. The Embedding process can be described as follows. 
 For each macroblock, 

1. Run encoding process till all quantized coefficients are obtained. 

2. Apply Re-calculation process. 
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3. Substitute the least significant bit (LSB) on quantized coefficients of the middle-

frequency part with secret data bits. 

4. Continue the encoding process. 

 
4.4. Extracting process 

Extracting process is a process to extract secret data from lossy WebP image. 
This process is very simple and can be described as follows. 
 For each macroblock, 

1. Run decoding process till all quantized coefficients are obtained. 

2. Copy the least significant bit (LSB) on quantized coefficients of the middle-

frequency part to form secret data bits. 

3. Continue the decoding process. 
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Chapter 5. Experiments and Results 

5.1. Experimental Setup 

This study uses images from Kodak dataset [12]. Kodak dataset contains 23 non-
alpha channel color images. All images are converted to grayscale before using in this 
experiment. The Huang, F., et al.’s scheme [6] is used as a competitive method 
because it is a recent method that performs better than other JPEG based methods. 
As in Huang, F., et al.’s research [6], this experiment is set as four configurations based 
on encoder quality parameter (Q) which is 70, 80, 90, and 100 where Q=100 implies 
highest image quality. There are five performance metrics used in this test, which are 
PSNR, SSIM, Capacity, FileSize, and IncreasedFileSize. PSNR and SSIM are used for 
measure image quality. Capacity is defined as number of secret bits per pixels of host 
image. FileSize and IncreasedFileSize are used for measure compression performance. 
This experiment is run on a machine with Windows 10 x64, Intel Core i5-2500K 3.7 GHz 
and 12 GB non-ECC DDR3 memory. 
 
5.2. Experimental Results 

There are 23 test images. Some images were dropped from experimental 
results. The selected JPEG based method yields various capacity, depending on 
quantized coefficients matrices on each image which related to both image context 
and quality level. Thus, only images that reach target capacity were included in the 
results.   

The experiment results are presented in charts, which are averaged PSNR vs 
Capacity, averaged SSIM vs Capacity, averaged FileSize vs Capacity, and averaged 
IncreasedFileSize vs Capacity. Not only the performance of embedded JPEG and 
embedded WebP are shown, but the original performance of JPEG and WebP are also 
added in the chart. Thus, comparing embedded image performance against original 
performance is also provided. However, IncreasedFileSize is zero for an original image. 
Hence, the chart of averaged IncreasedFileSize vs Capacity includes only embedded 
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JPEG and embedded WebP. Moreover, these charts are shown under the predefined 
quality parameter Q which is 70, 80, 90, and 100 in chapter 5.2.1, 5.2.2, 5.2.3, and 5.2.4 
respectively. 

 
5.2.1. Q=70 

For Q=70, the experimental results are shown in Figure 8. The proposed WebP 
based method performs better than JPEG based method in averaged PSNR (PSNR) vs 
Capacity, averaged SSIM (SSIM) vs Capacity and averaged FileSize (FileSize) vs Capacity. 
For averaged IncreasedFileSize (IncreasedFileSize) vs Capacity, JPEG based method 
achieves better performance than the proposed method. 

 

 
Figure 9. Experimental results for Q=70 (a) averaged PSNR vs Capacity (b) averaged 
SSIM vs Capacity (c) averaged FileSize vs Capacity (d) averaged IncreasedFileSize vs 

Capacity 
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5.2.2. Q=80 

For Q=80, the experimental results are shown in Figure 9. The WebP based 
method achieves better performance than the competitive method in averaged PSNR 
(PSNR) vs Capacity, averaged SSIM (SSIM) vs Capacity, and averaged FileSize (FileSize) 
vs Capacity. For IncreasedFileSize (IncreasedFileSize) vs Capacity, WebP based method 
and JPEG based method achieve almost the same performance. 

 

 
Figure 10 Experimental results for Q=80 (a) averaged PSNR vs Capacity (b) averaged 
SSIM vs Capacity (c) averaged FileSize vs Capacity (d) averaged IncreasedFileSize vs 

Capacity 
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5.2.3. Q=90 

For Q=90, the experimental results are shown in Figure 10. The proposed 
method performs better than JPEG based method in all metrics which are averaged 
PSNR (PSNR) vs Capacity, averaged SSIM (SSIM) vs Capacity, averaged FileSize (FileSize) 
vs Capacity, and IncreasedFileSize (IncreasedFileSize) vs Capacity. 

 

 
Figure 11. Experimental results for Q=90 (a) averaged PSNR vs Capacity (b) averaged 
SSIM vs Capacity (c) averaged FileSize vs Capacity (d) averaged IncreasedFileSize vs 
Capacity 
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5.2.4. Q=100 

For Q=100, the experimental results are shown in Figure 11. The JPEG based 
method performs better than WebP based method in averaged PSNR (PSNR) vs 
Capacity and averaged SSIM (SSIM) vs Capacity. However, the proposed method 
achieves better performance in averaged FileSize (FileSize) vs Capacity and 
IncreasedFileSize (IncreasedFileSize) vs Capacity. 
. 

 
Figure 12. Experimental results for Q=100 (a) averaged PSNR vs Capacity (b) averaged 
SSIM vs Capacity (c) averaged FileSize vs Capacity (d) averaged IncreasedFileSize vs 
Capacity 
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5.3. Discussion 

In terms of PSNR and SSIM, these metrics represent image quality. The 
proposed method provides better image quality than JPEG base method at Q=70, 
Q=80, and Q=90 except for Q=100 at the same capacity. The embedded image quality 
usually depends on its original image quality. Even though WebP achieves better image 
quality than JPEG in most cases, JPEG has higher quality than WebP for Q=100. 
However, the WebP based image quality at Q=100 seems to be better than JPEG based 
image if the capacity is more increasing according to the trend of averaged PSNR (PSNR) 
vs Capacity. 

In terms of Capacity, the proposed method provides better image quality than 
JPEG based method at Q=70, Q=80, and Q=90 except for Q=100 at the same capacity. 
In another word, the proposed scheme can provide higher capacity compared to JPEG 
based method if both image qualities are equal. 

In terms of FileSize, the proposed method provides smaller embedded file size 
in all cases compared to the JPEG based method. This result can be considered as 
one of the benefits gained from using WebP as host image. However, the proposed 
embedding method is also important because our embedd method can preserve 
original WebP compression performance. 

In terms of IncreasedFileSize, this metric indicates compression performance 
on both WebP and JPEG algorithms. The more IncreasedFileSize means less 
performance in compression algorithm. One factor that affects compression 
performance is the number of zero coefficients in each block. In case of Q=70, the 
JPEG based method performs better in IncreasedFileSize metric than proposed 
method. Considering the way each method embed secret data, the JPEG based 
scheme avoids embedding secret data into non-zero coefficients while the proposed 
method embeds secret data regardless the coefficient value. This means the number 
of zero coefficients is changed by the proposed method more than JPEG based 
method especially when Q=70 which zero coefficients are more produced than higher 
parameter Q. This effect is less impact when the parameter Q is higher or the quantized 
zero coefficients are lower. That is why the proposed method can perform better in 
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Q=80, Q=90, and Q=100. However, the proposed method still performs better in terms 
of FileSize metric which is more important than IncreasedFileSize metric. 
 

 
Figure 13. Embedded color images 

 
One benefit of adding Re-calculation and data hiding process after quantization 

process is that the main process of lossy WebP compression remains untouched. 
Therefore, the proposed method can immediately apply on a color image and an 
alpha channel color image. The preliminary result on color images and alpha channel 
color images are shown in Figure 12 and Figure 13 respectively. 
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Figure 14. Embedded alpha channel color images 
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Chapter 6. Conclusion 

In this research, the new WebP based image steganography scheme is 
proposed. For most value of image quality parameter Q, the proposed scheme has 
higher averaged PSNR, averaged SSIM, and averaged Capacity compared to the JPEG 
based method. The proposed method has lower averaged FileSize and averaged 
IncreasedFileSize compared to the JPEG based method. These mean the proposed 
method achieves better image quality and higher secret bits per image while provides 
smaller image file size compared to JPEG based method. Moreover, the proposed 
method can be used with grayscale image, color image, and alpha channel color image 
which are not applicable to JPEG based method. In addition, the proposed method 
provides future-proof communication using WebP as file format of host image. 

Nevertheless, there are still some WebP features waiting for investigation such 
as Animated WebP, Lossless WebP and WebM (video format). Extending the proposed 
method to cover all these features are very interesting. 
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Table 5. Tested images in each experiment 

Image Q=70 Q=80 Q=90 Q=100 

1     

2     
3     
4     
5     

6     

7     
8     

9     
10     
11     

12     
13     

14     

15     
16     
17     
18     

19     

20     
21     

22     

23     
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Figure 15. Kodak image 1 

 

 
Figure 16. Kodak image 2 
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Figure 17. Kodak image 3 
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Figure 18. Kodak image 4 
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Figure 19. Kodak image 5 

 

 
Figure 20. Kodak image 6 
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Figure 21. Kodak image 7 

 

 
Figure 22. Kodak image 8 
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Figure 23. Kodak image 9 
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Figure 24. Kodak image 10 
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Figure 25. Kodak image 11 

 

 
Figure 26. Kodak image 12 
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Figure 27. Kodak image 13 

 

 
Figure 28. Kodak image 14 
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Figure 29. Kodak image 15 

 

 
Figure 30. Kodak image 16 
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Figure 31. Kodak image 17 
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Figure 32. Kodak image 18 
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Figure 33. Kodak image 19 
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Figure 34. Kodak image 20 

 

 
Figure 35. Kodak image 21 
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Figure 36. Kodak image 22 

 

 
Figure 37. Kodak image 23
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