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ABSTRACT 

 

5973023063: Petroleum Technology Program 

Naken Saetang: Optimization of Single Refrigerant ConocoPhillips 

LNG Cascade Process 

   Thesis Advisors: Asst. Prof. Uthaiporn Suriyapraphadilok, Prof. 

Miguel J. Bagajewicz 125 pp. 

Keywords:    LNG cascade process/ Partitioning method/ LNG process 

optimization 

  

 An LNG cascade process operates under high pressure and extremely low 

temperature to liquefy natural gas, requiring very high work input to the compressors. 

This thesis performed the optimization of the single refrigerant ConocoPhillips LNG 

process by a global optimization technique based on the domain and image partitioning 

methodology (Faria and Bagajewicz, 2012) to minimize work input to the system. The 

procedure consists of an NLP upper bound and MILP lower bound models. The lower 

bound model was formulated by discretizing and linear relaxation of the upper bound 

non-linear equations by assigning new integer variables and a set of linear constraints. 

To guarantee the global optimum, the difference between objective function of the 

upper and lower bound model must be small. The ConocoPhillips LNG process 

consists of three liquefaction loops which are propane, ethylene and methane loops. 

Thermodynamic properties prediction model consisted of a metamodel based on 

quadratic polynomials regressed from Peng-Robinson EOS. Several minimum 

approach temperatures were performed and the results showed that the lowest 

approach temperature of 3 K was the most efficient case that gave the lowest 

refrigerant flowrates, and the lowest total work input to the compressors. A simple cost 

analysis was performed both CAPEX and OPEX. The problem was solved in GAMS 

and the results were verified by PRO/II simulation software. 
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CHAPTER I 

INTRODUCTION 

 

Natural gas has gained more popularity in the past decade because of its low 

cost and clean energy. To transport natural gas where no gas pipeline network is 

unavailable, liquefaction of natural is the most economical solution. The condensation 

of natural gas can reduce volume to 600 times which make natural gas transportable 

to any places. To cool down natural gas to a liquid, namely liquefied natural gas (LNG) 

it requires large cooling systems and involves with several refrigerants, which can be 

single or mixed refrigerant. The combination of multiple loops cooling cycle is called 

a cascade cooling system. Conoco-Phillips process is one of the LNG cascade systems 

employing three types of refrigerant including propane, ethylene and methane. The 

liquefaction process requires a high work input to the compressors and an optimization 

is needed to reduce work input and suggests an optimal set of operating pressure to 

those compressors. 

Optimization is a method which is used to obtain the desirable solution by 

solving a set of equations subject to constraints. Equations can be in any form such as 

linear or non-linear equations. Faria et al. (2011) developed an optimization 

methodology by using a bound contraction method. By substituting non-linear 

equations with a new variable and adding new constraints, a linear model was 

developed. The solution of the linear model is used as a lower bound of the problem 

and the solution of the problem is from the original non-linear or the upper bound 

model of the problem. When the gap between the upper and lower bound models is 

acceptable, the problem can reach optimal condition. Ounahasaree et al. (2016) and 

Saeneewong NaAyutthaya et al. (2016) demonstrated the bound contraction 

techniques through the systems of gasoline blending and heavy oil blending problems.  

The main objective in this research is to optimize work input of a single and 

mixed refrigerant LNG cascade processes by using partitioning methodology which is 

one of the global optimization methods. Partitioning methodology is applied with 

binary variables to improve lower bound and upper bound of the system. Improvement 

of bound will lead to an optimal solution. Mathematical model is introduced by energy 

and entropy balances which are based on thermodynamics laws. The models are 
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optimized by General Algebraic Modeling System (GAMS). GAMS will provide the 

minimum work input within the best possible solution. LNG process is simulated in 

Simsci PRO/II to verify the GAMS solution.  
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CHAPTER II 

THEORETICAL BACKGROUND AND LITERATURE REVIEW 

 

2.1  Liquefied Natural Gas 

 

Nowadays fossil fuel is the main energy resource around the world. Natural 

gas, one type of the fossil fuels, has been increasing in demand around the global due 

to its low price and clean combustion. To transport natural gas if a pipeline system is 

not available, liquefying natural gas to a liquid state is necessary. As a liquid, the 

volume of natural gas is reduced about 600 times of its volume at a standard condition. 

Not only is volume affected but energy density of natural gas also increases. In the 

liquid form, natural gas can be transportable to any places in the world. The liquefied 

natural gas is called LNG 

 

2.2  LNG Process 

 

 
 

Figure 2.1  The schematic of liquefied natural gas process (Corporation, 2009). 
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Figure 2.1 shows the schematic of liquefied natural gas process. There are 

many units involved in the liquefied natural gas process. Most LNG plants contain 4 

steps to produce LNG. First, pretreatment process. Natural gas from the production 

wells goes directly to a pretreatment process which will remove any undesired 

substances especially mercury. Second, an acid gas removal process is used after 

pretreatment process which will remove environmental pollutants such as carbon 

dioxide and hydrogen sulfide. These pollutants do not only cause pollution also have 

ability to corrode equipment. Third, a dehydration process is used to remove water 

from natural gas since water can be frozen and plug the process. Finally, the 

liquefaction process is the main process in the plant and it is used to liquefied natural 

gas into liquid. Liquefied natural gas is sent to storage and the temperature is 

maintained at its boiling point before transporting to customers. This work focuses on 

an optimization of commercial liquefaction processes (Austbø et al., 2014). 

Specifications for LNG are tabulated in Table 2.1. 

 

Table 2.1  The specification of LNG (www.uniongas.com, 2017) 

 

Component 
Range 

 (mole %) 

Methane 87.0 - 97.0 
Ethane 1.50 - 9.00 
Propane 0.10 - 1.50 

iso - Butane 0.01 - 0.30 
normal - Butane 0.01 - 0.30 

iso - Pentane trace - 0.04 
normal - Pentane trace - 0.04 

Hexanes plus trace - 0.06 
Nitrogen 0.20 - 5.50 

Carbon Dioxide 0.05 - 1.00 
Oxygen trace - 0.1 

Hydrogen trace - 0.02 
Total 100 
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2.2.1  Commercial LNG Process 

2.2.1.1  ConocoPhillips LNG Cascade Process 

 The ConocoPhillips LNG cascade process consists of three 

section which are propane loop, ethylene loop and methane loop as illustrated in Figure 

2.2. At propane loop, propane is used to cool compressed ethylene, methane and 

natural gas to -42 ℃. Only ethylene is condensed where methane and natural gas are 

in the vapor phase. At ethylene loop, ethylene is used as refrigerant to condense 

compressed methane and natural gas to -95 ℃. Finally, methane loop, methane is used 

as refrigerant in the last loop where natural gas is subcooled to -155 ℃. High pressure 

LNG is sent to expander and separator unit to decrease pressure and separate vaporized 

liquid before sending to storage (Company, 2017). 

 

 
 

Figure 2.2  The schematic of ConocoPhillips liquefied natural gas process 

(Company, 2017).  
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2.2.1.2  Air Products LNG Process 

 The air products LNG process consists of two parts which are 

C3 pre-cooling loop and mixed refrigerant loop (see Figure 2.3). In pre-cooling loop, 

propane is compressed to high pressure stage and used as refrigerant in this loop. 

Natural gas is cooled down to -35 ℃ in this step. Next, cooled natural gas goes to 

mixed refrigerant cycle. Mixed refrigerant is compressed to high pressure stage and 

fed to shell of shell and tube heat exchanger. The final temperature of the natural gas 

is between -150°C and -162°C. AP-X is an upgrade version of normal air products 

system. The process is based on the integration of LNG sub-coolers with nitrogen 

coolant.  

 

 

 

Figure 2.3  The schematic of air products liquefied natural gas process (Air Products 

and Chemicals, 2017). 
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2.3  Fundamental Concept 

2.3.1  Thermodynamic Concept 

2.3.1.1  First Law of Thermodynamics 

 The first law of thermodynamics is also known as the 

conservation of energy principle. Energy can be neither created nor destroyed during 

a process. It can only change its forms. It can be described by the following equation 

(Cengel et al., 2015). 

 

∆𝑈 = 𝑄 + 𝑊                    Eq. 2.1 

 

Where ∆𝑈 is the change of internal energy in the system 

 Q is net quantity of heat transfer in the system 

 W is total work done to system 

 

2.3.1.2  Second Law of Thermodynamics 

 Only first law of thermodynamics cannot ensure that the 

process will actually take place. Second law will ensure the occurrence and explain 

direction of the process. The second law of thermodynamics states that the total 

entropy of an isolated system can only increase over time. It can remain constant in 

ideal cases where the system is in a steady state or undergoing a reversible process. It 

can be described by the following equation. 

 

∆𝑆 = 𝑆2 − 𝑆1 = ∫ (
𝛿𝑄

𝑇
)

𝑟𝑒𝑣𝑒𝑟𝑠𝑖𝑏𝑙𝑒

2

1
   Eq. 2.2 

 

 Not only entropy but second law can also express in other ways. 

Kelvin-Planck also stated the second law of thermodynamics as follows: “It is 

impossible for any device that operates on a cycle to receive heat from a single 

reservoir and produce a net amount of work.” 

 This statement is widely used in designing a heat engine. 

Carnot also has his statement on the second law of thermodynamics. This statement is 

used in the calculation of Carnot engine. “The efficiency of a quasi-static or reversible 



 8 

Carnot cycle depends only on the temperatures of the two heat reservoirs, and is the 

same, whatever the working substance. The efficiency of an irreversible heat engine is 

always less than the efficiency of a reversible one operating between the same two 

reservoirs.” 

 

2.3.1.3  Third Law of Thermodynamics 

 Third law of thermodynamic is used to provide the absolute 

reference point of entropy. The entropy of a pure crystalline substance at absolute zero 

temperature is zero. This statement is feasible for pure crystalline substances. This is 

because the non-pure crystalline has more than one molecular configuration which 

leads to uncertainty of microscopic state of matter. 

 

2.3.1.4  Diagram 

 A pressure enthalpy diagram is used to show a relationship 

between pressure and enthalpy of each substance. This diagram is widely used in a 

refrigeration system.  

 

 
 

Figure 2.4  Pressure enthalpy diagram (Cengel et al., 2015). 

 

 Figure 2.4 shows the structure of a Ph diagram. An envelope 

separates the diagram into three regions. First, the sub cooled liquid region represents 

a liquid state of the substance. Second, the liquid vapor mixed region takes place inside 

the envelope of the diagram. It represents the occurrence of both liquid and vapor in 
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the system. The mixed region is the phase change region, where any addition of 

enthalpy will cause additional liquid to vaporize instead of increasing the temperature. 

Lines in between the envelope represent the amount of liquid existed in the system. 

Third, the superheated vapor region represents the vapor state of the substance.   

 The temperature-entropy diagram is used to show a 

relationship between temperature and entropy of each substance.  

 

 
 

Figure 2.5  Temperature entropy diagram (Cengel et al., 2015). 

 

 Figure 2.5 shows the structure of a Ts diagram. This diagram 

is used to show how a change in entropy can affect the temperature of a pure substance 

when that substance is kept at a constant pressure or specific volume. The area under 

the curve represent the heat transfer that took place during the process. 

 A cooling curve is a line that shows the change in phase of a 

matter. It can be changed from a solid phase to a gas phase or a liquid phase to a solid 

phase, as illustrated in Figure 2.6. 
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Figure 2.6  Cooling curve (Cengel et al., 2015). 

 

 A cooling curve is plotted between the temperature of a matter 

and time. An initial point of the curve stats at pouring temperature which is a starting 

temperature of the matter. Slope of the graph is called a cooling rate which is change 

of temperature corresponding to time. Phase change occurs at the thermal arrest zone 

where the temperature is constant. Solidification or the liquid fraction is complete 

when temperature start to drop again.  

 

2.3.2  Vapor Compression Refrigeration System 

  Typically, heat will transfer to direction of a decreasing temperature, 

from a high temperature zone to a low temperature zone. This heat transfer process 

occurs naturally without any devices. The use of this process is not popular in industry 

because it does not give a significant amount of energy. Many industries need to go 

beyond what a natural heat transfer can do. A reversed heat transfer process is 

introduced to carry out these jobs. However, a reversed process cannot occur by itself. 

The transfer of heat from a low temperature zone to a high temperature zone requires 

a specific device which is called refrigeration process. 

 The refrigeration process is a process which is used to transfer heat 

from a low temperature zone to a high temperature zone. This process uses refrigerant 

as a heat transfer medium. Refrigerant is a fluid which has low bubble point 

temperature.  
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Figure 2.7  Refrigeration process (Cengel et al., 2015). 

 

 Figure 2.7 shows a flow pattern of refrigerant in ideal compression 

refrigeration cycle. First, the heat transfers from a cold environment to an evaporator 

of the refrigeration process. Then, refrigerant accepts heat from the evaporator by 

vaporization. Vapor refrigerant is compressed and it reaches the bubble point 

temperature of the refrigerant. After that, refrigerant passes through a condenser which 

will cool down the refrigerant to a saturated liquid state. Finally, the saturated 

refrigerant is expanded by an expansion valve. At this stage, the refrigerant decreases 

in temperature and pressure before goes back to the evaporator again.  

 The performance of a refrigerator can be expressed in term of the 

coefficient of performance (COP) which can be defined as the following equation 

 

𝐶𝑂𝑃 =
𝐶𝑜𝑜𝑙𝑖𝑛𝑔 𝑒𝑓𝑓𝑒𝑐𝑡

𝑊𝑜𝑟𝑘 𝑖𝑛𝑝𝑢𝑡
=

𝑄𝐿

𝑊𝑛𝑒𝑡,𝑖𝑛
     Eq. 2.3 

 

 Where  QL is heat input at an evaporator  

  Wnet,in is total work input at a compressor 

  Refrigeration process can be categorized according to the number of 

stages in a process such as a single stage, multi stages and a cascade process.  
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2.3.3  Mathematical Concept 

 A mathematical model is used in a commercial program to achieve the 

solution. There are several types of models which are used for different kinds of 

function. These following models are widely used in the chemical engineering field. 

2.3.3.1  Linear Programming (LP) 

 Linear programing is a method to achieve the best outcome in 

mathematical model which is represented by a linear relationship. Normally, a linear 

programing is used to optimize the objective function subjected to linear equality and 

linear inequality constraints. The linear program can be expressed as follows. 

 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑜𝑟 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒   𝑐𝑥 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜                            𝐴𝑥 𝛼 𝑏 

                                                 𝐿 ≤ 𝑥 ≤ 𝑈, 

 

2.3.3.2  Nonlinear Programming (NLP) 

 Nonlinear programing is usually found in many situations. 

Normally, equations come in terms of nonlinear equations. It is the process of solving 

an optimization problem defined by a system of equalities and inequalities where some 

of the constraints or the objective function are nonlinear. It is the sub-field of 

mathematical optimization that deals with non-linear problems. In some cases, 

nonlinear equations can be relaxed to linear function which is the method to handle a 

nonlinear model.  

 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑜𝑟 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒  𝑓(𝑥) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜                            𝑔(𝑥) 𝛼 0 

                                                 𝐿 ≤ 𝑥 ≤ 𝑈, 
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2.3.3.3  Nonlinear Programming with Discontinuous Derivatives   

 (DNLP) 

 This model uses the same concept as the nonlinear programing, 

except that the equation can be a discontinuous function. This model is more difficult 

to solve than a regular NLP model.  

 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑜𝑟 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒  𝑓(𝑥) 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜                            𝑔(𝑥) 𝛼 0 

                                                 𝐿 ≤ 𝑥 ≤ 𝑈, 

 

2.3.3.4 Mixed Integer Nonlinear Programming (MINLP) 

This kind of the model uses for optimization with continuous 

and discrete variables and the nonlinear function appears in the objective function or 

constraints. This model can be applied with binary variables to select the best possible 

scenario in an optimization process. 

 

𝑀𝑎𝑥𝑖𝑚𝑖𝑧𝑒 𝑜𝑟 𝑚𝑖𝑛𝑖𝑚𝑖𝑧𝑒  𝑓(𝑥) + 𝐷𝑦 

𝑠𝑢𝑏𝑗𝑒𝑐𝑡 𝑡𝑜                            𝑔(𝑥) + 𝐻𝑦 𝛼 0 

                                                 𝐿 ≤ 𝑥 ≤ 𝑈 

                                                𝑦 = {0,1,2, … }, 

 

2.4  Global Optimization 

 

Global optimization is employed to obtain the best possible solution for LNG 

process. Global optimization relied on energy and entropy balance while exergy 

analysis based on exergy balance and pinch analysis. 

Optimization of an LNG process is based on complex thermodynamics 

models. In most literatures, optimization of LNG uses advanced global optimization 

algorithm combining with a simplified process model or a local search method with 

rigorous process model. In some cases, the solution is not a global optimum but this 

method is rigorous enough in practice. These following models are used in a global 
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optimization method which can be applied to the LNG processes. There are several 

global optimization methods for solving a complex MINLP including bound 

contraction method, novel bound contraction method and moving boundary method. 

 

2.4.1  Bound Contraction 

  Bound contraction is a method which is used to handle nonlinear 

equations by relaxation of the original nonlinear models. Intervals analysis is used as 

the main strategy in this work to handle bilinear and concave terms (Faria et al., 2012). 

 The theoretical functions are written in MINLP models which are used 

as an upper bound model of the problem. Then, variables in the upper bound model 

are partitioned into several intervals and all equations that contain those partitioning 

variables are linearized. The partitioning method will create the linear lower bound 

models. The result of the lower bound model is used as initial guess for upper bound 

model to achieve the solution of the upper bound of the problem. The bound 

contraction technique is then used to reduce the gap between the solutions of the lower 

and upper bound models by eliminating the intervals that do not contain the possible 

solution. After the gap between the upper and lower bound models is less than the 

targeted tolerance, typically set as 1%, the results of the non-linear model are 

confirmed as the global optimum. In some cases, bound contraction and intervals 

elimination strategy cannot achieve the targeted tolerance. Increasing number of 

intervals or branch and bound strategy will take place in those cases. 

2.4.1.1  Variable Definition  

 Variables in the model should be categorized in a proper 

category. In the bound contraction method, variables are separated into three 

categories. 

 

2.4.1.2  Partitioning Variables  

 These variables are partitioned into several intervals which will 

be used to create linear relaxation of bilinear and concave terms. These variables are 

used in the mixed integer linear model as a result. 
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2.4.1.3  Bound Contracted Variables 

 These variables are partitioned into intervals but only for 

performing the bound contraction methodology. The intervals in the lower bound 

model are identified by these variables. By identification of the bound contraction 

variables, this information is used in the elimination procedure. These variables do not 

need to be the same as the partitioned variables. 

 

2.4.1.4  Branch and Bound Variables 

 These variables are used only when the bound contraction 

method does not perform. In a normal situation, there is no need to declare these 

variables. 

 

2.4.1.5  Partitioning Methodology 

 Partitioning method is used to separate range of a variable into 

sections. There are different methods used to handle different variables and different 

situation. Consider a case of bilinear equation where z is the product of two continuous 

variables x and y: 

 

𝑧 = 𝑥𝑦           Eq. 2.4 

 

Where both x and y are subjected to a certain bound 

 

𝑥𝐿 ≤ 𝑥 ≤ 𝑥𝑈                Eq. 2.5 

𝑦𝐿 ≤ 𝑦 ≤ 𝑦𝑈     Eq. 2.6 

 

 Variable y is partitioned by using D-1 intervals. The initial 

point of each interval is given by the following equation. 

 

�̂�𝑑 = 𝑦𝐿 + (𝑑 − 1)
(𝑦𝑈−𝑦𝐿)

𝐷−1
    Eq. 2.7 
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 The term d-1 is used to determine a position in the interval. 

These equations are used in both direct partitioning and convex envelope methods. 

 

2.4.1.6  Direct Partitioning Method 

 This method starts with the substitution of variable y in the 

product term by its discrete bounds. Substitution will allow z to be inside of one of the 

intervals which is between two discrete values. A binary variable (𝑣𝑑) is introduced to 

assure that only one interval is selected.  

 

∑ �̂�𝑑

𝐷−1

𝑑=1

𝑣𝑑 ≤ 𝑦 ≤ ∑ �̂�𝑑+1

𝐷−1

𝑑=1

𝑣𝑑 

 

∑ 𝑣𝑑

𝐷−1

𝑑=1

= 1 

 

𝑧 ≤ 𝑥 ∑ �̂�𝑑+1

𝐷−1

𝑑=1

𝑣𝑑  

 

𝑧 ≥ 𝑥 ∑ �̂�𝑑

𝐷−1

𝑑=1

𝑣𝑑 

 

 Equation 2.8 shows that y falls inside the interval 

corresponding to the binary variable. If x is the bound contraction variable, then x 

should be partitioned in the same way of y. Equation 2.9 will force the binary variable 

to equal to one. Equation 2.10 and 2.11 are the bound of z variable corresponding to y 

in a given interval. Given 𝑤𝑑 as a positive variable this leads to 𝑤𝑑 = 𝑥𝑣𝑑. Then, 𝑤𝑑 

is substituted into Equations 2.10 and 2.11.  

 

𝑧 ≤ ∑ �̂�𝑑+1

𝐷−1

𝑑=1

𝑤𝑑 

Eq. 2.8 

Eq. 2.9 

Eq. 2.10 

Eq. 2.11 

Eq. 2.12 
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𝑧 ≥ ∑ �̂�𝑑

𝐷−1

𝑑=1

𝑤𝑑 

 

Where 𝑤𝑑 obtained from these following equations.  

 

𝑤𝑑 − 𝑥𝑈𝑣𝑑 ≤ 0     Eq. 2.14 

(𝑥 − 𝑤𝑑) − 𝑥𝑈(1 − 𝑣𝑑) ≤ 0    Eq. 2.15 

𝑥 − 𝑤𝑑 ≥ 0     Eq. 2.16 

 

 Equation 2.14 gives 𝑤𝑑  equal to zero, if 𝑣𝑑  is zero. On the 

other hand, if 𝑣𝑑 is equal to one, Equation 2.15 and 2.16 render 𝑤𝑑 equal to x. This 

method will transform any mixed integer nonlinear programing into a mixed integer 

linear programing which is a lower bound of the original model. 

 

2.4.1.7  McCormick Envelopes 

 The McCormick model is one of the method which can be used 

to linearize a nonlinear model. The set of equations is different from the direct 

partitioning method but the concept is still in the same way. Equations can be written 

as follows.  

 

𝑧 ≥ 𝑥𝐿𝑦 + ∑(𝑥�̂�𝑑𝑣𝑑 − 𝑥𝐿�̂�𝑑𝑣𝑑)

𝐷−1

𝑑=1

 

 

𝑧 ≥ 𝑥𝑈𝑦 + ∑(𝑥�̂�𝑑+1𝑣𝑑 − 𝑥𝑈�̂�𝑑+1𝑣𝑑)

𝐷−1

𝑑=1

 

 

𝑧 ≤ 𝑥𝐿𝑦 + ∑(𝑥�̂�𝑑+1𝑣𝑑 − 𝑥𝐿�̂�𝑑+1𝑣𝑑)

𝐷−1

𝑑=1

 

𝑧 ≤ 𝑥𝑈𝑦 + ∑(𝑥�̂�𝑑𝑣𝑑 − 𝑥𝑈�̂�𝑑𝑣𝑑)

𝐷−1

𝑑=1

 

Eq. 2.13 

Eq. 2.17 

Eq. 2.18 

Eq. 2.19 

Eq. 2.20 
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 These equations show that z falls inside the interval subject to 

the continuous and binary variables. Given  𝑤𝑑 as a positive variable which is equal to 

the product of the continuous and binary variables (𝑤𝑑 = 𝑥𝑣𝑑). This set of equations 

will transform into the following form.  

 

𝑧 ≥ 𝑥𝐿𝑦 + ∑(�̂�𝑑𝑤𝑑 − 𝑥𝐿�̂�𝑑𝑣𝑑)

𝐷−1

𝑑=1

 

 

𝑧 ≥ 𝑥𝑈𝑦 + ∑(�̂�𝑑+1𝑤𝑑 − 𝑥𝑈�̂�𝑑+1𝑣𝑑)

𝐷−1

𝑑=1

 

 

𝑧 ≤ 𝑥𝐿𝑦 + ∑(�̂�𝑑+1𝑤𝑑 − 𝑥𝐿�̂�𝑑+1𝑣𝑑)

𝐷−1

𝑑=1

 

 

𝑧 ≤ 𝑥𝑈𝑦 + ∑(�̂�𝑑𝑤𝑑 − 𝑥𝑈�̂�𝑑𝑣𝑑)

𝐷−1

𝑑=1

 

 

where 𝑤𝑑 is obtained from the following equations.  

 

𝑤𝑑 − 𝑥𝑈𝑣𝑑 ≤ 0       Eq. 2.25 

(𝑥 − 𝑤𝑑) − 𝑥𝑈(1 − 𝑣𝑑) ≤ 0    Eq. 2.26 

𝑥 − 𝑤𝑑 ≥ 0     Eq. 2.27 

 

 As in the case of the direct partitioning, when substitution into 

the original mixed integer nonlinear programing, those equations will transform into a 

mixed integer linear programing model which is the lower bound of the original model.  

 In some cases, both bilinear terms can be partitioned. 

Partitioning both variables may improve the lower bound model of the system. On the 

other hand, the computational time is increased. 

 

Eq. 2.21 

Eq. 2.22 

Eq. 2.23 

Eq. 2.24 
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Figure 2.8  Partitioning of variables (Faria et al., 2012). 

 

2.4.1.8  Interval Elimination Strategy 

 The lower bound model is obtained after linear relazation of 

the nonlinear upper bound model. The solution of the lower bound model will be used 

as an initial guess to solve the upper bound problem. Once both upper bound and lower 

bound solutions have been found, elimination of interval will take place in the next 

step. The lower bound solution can be used as a guide to eliminate certain intervals. 

The method used for elimination is called one pass with one forbidden interval 

elimination. Elimination process takes place only one variable for each interval. This 

method can be used in several options which will explain in the next section. 

 

 
 

Figure 2.9  Interval elimination (Faria et al., 2012). 

 

 In the case of all variables are considered for bound 

contraction. First, in the one pass elimination process, each variable will be visited 

only one time before a new lower bound is obtained. Second, in the cyclic elimination 
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process, after all variables have been visited, the elimination procedure will be started 

again until no more bound contraction is achieved. 

 There are several options when each variable is bound 

contracted. First, in the exhaustive elimination, the elimination process will be 

repeated again when each variable is contracted. The repeated process is used for that 

variable until no more bound contraction takes place. Second, the nonexhaustive 

elimination is the method where no variable is eliminated consecutively in the same 

iteration. Once a variable is contracted, the elimination process moves to the next 

variable. Third, the active upper bound, this method will calculate the upper bound 

model again when the elimination takes place. This process will improve the feasibility 

of the solution. Fourth, active lower bound is the method that obtains a new lower 

bound when the elimination process takes place. In some cases, no elimination takes 

place in all intervals which will lead to partitioning of all interval again. The 

elimination process can be terminated when the tolerance of a gap between the lower 

and the upper bound models is accepted. 

 There are several options related to forbidden interval. First, 

the single interval forbidding takes place when only one interval is forbidden and that 

interval should bracket the solution. Second, the extended interval forbidding is the 

process that forbids the identified interval plus the contiguous ones. This process is 

more reliable when a large number of intervals are used to obtain the lower bound 

model. In some cases, the contiguous intervals are not forbidden. Those intervals will 

render the lower bound which are lower than the current upper bound and lead to the 

non-elimination. Forbidden them will force other intervals to be picked. Those 

intervals will render unacceptable lower bound and leads to the elimination. 

 When no interval is eliminated but the gap between the lower 

bound and upper bound models is still unacceptable. Extended interval forbidden is 

applied by increasing the number of intervals. Increasing the number of interval will 

select a smaller part of feasible range of each variable. So, increasing the number of 

interval will provide tighter bounds and significantly increase the running time. If 

increasing the number of intervals cannot achieve an acceptable gap. Branch and 

bound procedure will be applied to achieve the solution. 
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Figure 2.10  Partitioning and elimination of second iteration (Faria et al., 2012) 

 

2.4.1.9  Application of Bound Contraction 

 Not only the optimization of water management, bound 

contraction can also be applied to other fields of optimization, for example an 

optimization of gasoline blending (Ounahasaree et al., 2016), an optimization of heavy 

fuel blending (Ayutthaya et al., 2016). 

 

2.4.1.10  Global optimum solution of bound contraction 

 Bound contraction is used to obtain a global optimum 

solution. A non-linear model provide an upper bound of objective function. A 

linearized model provides a lower bound of objective function. The linear model 

provides only one set of solution to meet the objective function which in turn helps in 

eliminating parts of the original feasible region where the global optimum does not lie. 

This step can be performed at every node of the Branch and Bound tree so as to reduce 

the search space, and to tighten the under- and over-estimators for the non-convex 

terms in the relaxation, so that the search is accelerated (Karuppiah, 2005). 

Partitioning method provides a chance to contract the 

objective function between the upper bound and lower bound models. Binary variables 

are used to select the best possible interval of each variable. Increasing number of 

intervals decreases possible result in the interval which model can provide more 

accurate solution. 
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2.4.2  Novel Bound Contraction 

Faria et al. (2011) introduced a novel bound contraction method as a 

solution strategy of a non-linear programing problem in a water management system. 

Difference from general bound contraction, this method does not need additional 

binary variables to identify in which interval the lower bound solution lies. Starting 

from the relaxation methodology, variables are set as follows.  

 

𝑧𝑖𝑗 = 𝑥𝑖𝑦𝑗                 Eq. 2.28 

 

Where both x and are continuous variables which are subject to a certain 

bound. 

 

𝑥𝑖
𝐿 ≤ 𝑥𝑖 ≤ 𝑥𝑖

𝑈     Eq. 2.29 

𝑦𝑖
𝐿 ≤ 𝑦𝑖 ≤ 𝑦𝑖

𝑈     Eq. 2.30 

 

After substitution of boundaries into Equation 2.28, it can be written as 

follows. 

 

𝑧𝑖𝑗 ≥ 𝑦𝑗�̅�𝑖
𝐿             Eq. 2.31 

𝑧𝑖𝑗 ≤ 𝑦𝑗�̅�𝑖
𝑈             Eq. 2.32 

 

To make the problem easier, 𝑥𝑖
𝑟𝑒𝑓 is used as an estimator along with the 

bound departure which can be defined as follows. 

 

𝑑𝑖
𝐿 = 𝑥𝑖

𝑟𝑒𝑓
− �̅�𝑖

𝐿    Eq. 2.33 

𝑑𝑖
𝑈 = �̅�𝑖

𝑈 − 𝑥𝑖
𝑟𝑒𝑓    Eq. 2.34 

 

Where d refer to the distance between the reference point to the 

boundary. Another assumption is the shorter distance between the lower bound to the 

reference point to the distance between the upper and the reference point. Then the 

auxiliary linear model can be defined by the following equations. 
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𝑧𝑟𝑗 ≥ 𝛼𝑟
𝐿𝑦𝑗     Eq. 2.35 

𝛼𝑟
𝐿 = 𝑥𝑟

𝑟𝑒𝑓
+ 𝑠𝑑𝑟

𝑈       Eq. 2.36 

 

Where s can be varied from 0 to 1. The auxiliary linear model is used 

as bilinear constraints for all variables. It can be used by increasing the value of s until 

the solution reaches infeasible region or the lower bound is higher than the current 

upper bound. The solution is obtained when the difference between lower bound and 

upper bound is with in tolerance. Once the bound contraction cannot go any further, 

branch and bound is used to progress forward.  

 

2.4.3  Branch and Bound Algorithm 

Branch and bound strategy is used in a tree structure to explore the 

search space. Number of branches needed depends on how tightness of the intervals 

between the lower and the upper bounds. It can be separated into two strategies which 

are branching strategies and bounding strategies (Abdelsadek et al., 2015). 

2.4.3.1  Branching Strategies 

 In branching step, domain is divided into subdomains and fix 

decision variables in each subdomain. Branching strategy uses a concept of binary 

variable which means that in each step there are two possible situations occurred. 

Moreover, the depth first search (DFS) can be used for quickly achieved feasible 

solution. To avoid non-feasible solution, all overlap subdomains are removed when 

one subdomain is selected. The node with the greatest upper bound will be the most 

promising branch in this strategy. 

 

2.4.3.2  Bounding Strategy 

 In this research, algorithm of branch and bound is a set to take 

the lower bound from the greatest value between the lower bound 1 and lower bound 

2. Conversely, the upper bound is taken from the smallest value between the upper 

bound 1 and upper bound 2. Where the lower bound 1, lower bound 2, upper bound 1 

and upper bound 2 come from the greedy search algorithm and the genetic algorithm 

which will not be explained in this report. 
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2.4.4  Moving Boundary Method 

Not only the bound contraction method can be used to optimize the 

process the moving boundary is also one of the optimization methods. This example 

is based on the balance of heat exchanger in the system. Heat exchangers are divided 

into a few control volumes corresponding to each refrigerant state. A moving boundary 

approach is used to capture the dynamic of multiple fluid phase heat exchanger while 

conserving the simplicity of the model. Further the development of the moving 

boundary method allows some control volumes to disappear and reappear without 

simulation issues which is called switched moving boundary model. 

Bejarano et al. (2017) demonstrated the optimization of a refrigeration 

system by the moving boundary method. Their research is focused on the optimization 

of a one-stage, one-load demand cycle. They found that the key factors to optimize the 

system are modelling, optimization and control.  

2.4.4.1  Modelling  

 The moving boundary method is used to obtain the dynamic 

model for a condenser and an evaporator. The set of equations for the evaporator and 

condenser are defined by a steady state model of a complete cycle which is non-linear. 

The remaining elements of the cycle are defined by statically modelled. The 

effectiveness-NTU method is used to calculate the partial thermal power. 

 

�̇�𝑒,𝑠ℎ = 𝜀𝑒,𝑠ℎ(�̇�𝑐𝑝)
𝑚𝑖𝑛

(𝑇𝑒,𝑠𝑒𝑐,𝑖𝑛 − 𝑇𝑒)        Eq. 2.37 

�̇�𝑒,𝑡𝑝 = 𝜀𝑒,𝑡𝑝(�̇�𝑐𝑝)
𝑚𝑖𝑛

(𝑇𝑒,𝑠𝑒𝑐,𝑚𝑖𝑑 − 𝑇𝑒)         Eq. 2.38 

�̇�𝑐,𝑠ℎ = 𝜀𝑐,𝑠ℎ(�̇�𝑐𝑝)
𝑚𝑖𝑛

(𝑇𝑐,𝑖𝑛 − 𝑇𝑐,𝑠𝑒𝑐,𝑖𝑛)         Eq. 2.39 

�̇�𝑐,𝑡𝑝 = 𝜀𝑐,𝑡𝑝(�̇�𝑐𝑝)
𝑚𝑖𝑛

(𝑇𝑐 − 𝑇𝑐,𝑠𝑒𝑐,𝑖𝑛)        Eq. 2.40 

 

2.4.4.2  Global Optimization 

 The optimization is relied on the cooling load by using COP as 

the energy efficiency of metrics. The optimization process focuses on the reduction of 

variables one-stage, one-load demand cycle is applied. Bejarano et al. (2017) also 

provide the method to reduce the number of variables to three variables. The candidate 

cycles are evaluated by a non-linear steady-state model. It is used to evaluate the 
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feasibility of the cycles by using some techniques and operational constraints. 

However, the result does not give the minimum degree of superheating for all cooling 

demand ranges. This leads to the use of control strategy which can improve the energy 

efficiency and drive the cycle to an optimum solution. 

 

2.4.4.3  Control Strategy 

 The control strategy in this study is focused on the simplified 

condenser. Some problems are assigned to be under control, since the control problem 

can be excluded to drive a condenser to the optimum state. Consequently, excluding 

the controlled problems will reduce manipulated variables where the problem appear 

to be underactuated. Not only that the controllability study was conducted, this method 

can also suggest the controllable of the system which system can be controlled or not. 

This system is not completely controllable which lead to some difficulties to drive 

system to optimum.  

 These three strategies lead to the optimization of the cycle. 

Eventhough this process is uncontrollable, the sub optimal cycle can be achieved by 

projecting the optimal cycle from three degree of freedom optimization space to two 

degree of freedom control space. Not only projection is needed but the initial points 

are also important. They are working on nonlinear underactuated control strategy 

which will drive the process to an optimum condition. 

 

2.4.5  Genetic Algorithm 

Genetic algorithm is a mathematical method which apply biological 

genetic to mathematical model. This method is used in several optimization researches. 

Model concept based on stochastic method which relies on variable randomness. This 

method can be used to solve any kinds of model but this method is time consuming 

and dose not give the same result when the recalculation is done. The optimization 

method of LNG process by Genetic algorithm is provided by (Sun et al., 2016). 

2.4.5.1  Generate Initial Population 

 The initial population of the model is generated by randomness. 

The population size depends on the nature of the problem which cover the whole range 

of the possible solutions. The set of the initial population is called chromosome. 
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2.4.5.2  Evaluation 

 The initial population is evaluated by fitness function. The 

chromosome is evaluated individually and sorted by descending fitness values. The 

fitter solutions are typically more likely to be selected. The selected chromosome is 

used in the next section. 

 

2.4.5.3  Genetic Operation 

 This step is used to select and generate the next generation of 

chromosome. Based on genetic theory, a pair of parent chromosome is crossed over or 

mutated to generate next generation. Selection is a process where chromosome is 

selected by ranking. Crossing over is a process which two chromosomes exchange 

some data between chromosome.  

 The last process is mutation process. In this process, a data in 

chromosome is changed to a difference value which can be called single point 

mutation. Crossing over and mutation process occur to random chromosome where the 

rest of the chromosome are passed through the next generation. 

 

2.4.5.4  Termination 

 The evaluation process is repeated until the fitness value or the 

number of generation is reach terminate point. The final solution is used as global 

optimum solution. The process of genetic algorithm is shown in Figure 2.11. 
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Figure 2.11  Genetic algorithm flow charts (Sun et al., 2016). 
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2.4.6  Box Optimization Method 

Box optimization is a sequential search technique which is used to find 

the near optimal solution. This method is a gradient free methodology which is used 

to handle non-linear function. The model is evaluated by direct function evaluation 

(Khan et al., 2016).  

2.4.6.1  Generate starting point 

 The feasible starting point is given to the model where the box 

model generates a complex of N+1 points around given value. These N+1 points are 

used in the objective function where 𝑓(𝑋) is calculated. The final value (N+1) is set 

as a first solution. The solutions are used in the next section. 

 

2.4.6.2  Box operation 

 The solution is evaluated passthrough replacement, expansion 

and contraction. First, the solutions are re-arranged from the lowest to the highest. The 

trial point is generated by following equation. 

 

𝑋𝑡 = �̅� + 𝛼(�̅� − 𝑋𝑛+1)   Eq. 2.41 

 

 The trial point is used to calculate solution in objective function 

where the solution (𝑓(𝑋)) is used in the rest of the process. 

 

 I. Replacement 

  If the solution of trial point fall between maximum and 

minimum solution, the 𝑋𝑛+1 is replaced by 𝑋𝑡. The solution of 𝑋𝑡 is used in the next 

section. 

 

II. Expansion 

If the solution of trial point is lower than minimum solution, 

the expansion process is occurred by generating 𝑋𝑒.  

 

𝑋𝑒 = 𝑋𝑡 + 𝛽(𝑋𝑡 − �̅�) ̀    Eq. 2.42 
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This process occurs when the solution is good enough to 

keep looking the same direction. Solution from 𝑋𝑒 is calculated and compared with 

𝑋𝑡 . If 𝑋𝑒  solution is less than 𝑋𝑡  solution, replace 𝑋𝑛+1 by 𝑋𝑒 . Otherwise, replace 

𝑋𝑛+1by 𝑋𝑒 and recalculation process is occurred. The solution of 𝑋𝑒 is used in the next 

section. 

 

III. Contraction 

 If the solution of trial point is greater than maximum 

solution, the contraction process is occurred by generating 𝑋𝑐.  

 

𝑋𝑐 = 𝑋𝑡 + 𝛾(𝑋𝑛+1 − �̅�)   Eq. 2.43 

 

 Contraction process perform when the solution is too large. 

𝑋𝑐  solution is calculated and compared with 𝑋𝑡 . If 𝑋𝑐  solution is less than 𝑋𝑛+1 

solution, replace 𝑋𝑛+1by 𝑋𝑐 . Otherwise, re-calculate the contraction process again. 

The solution of 𝑋𝑐 is used in the next section. 

 

2.4.6.3  Constraints Satisfied 

 Solution from box optimization technique is evaluated in this 

section. If the solution satisfied the constraints, the process is stopped and the 

optimization solution is obtained.  
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Figure 2.12  Box optimization technique flow charts (Khan et al., 2016). 
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2.5  Computational Tools  

 

2.5.1  General Algebraic Modeling System (GAMS) 

  GAMS is designed by incorporating relational database theory and 

mathematical programing. This information is merged to achieve the needs of 

modelers. Relational database theory offers a structured framework for developing 

general data organization and transformation capabilities. The mathematical 

programming guides a way of describing a problem and provides the methodology to 

solve it.  

  GAMS consists of solvers which can solve many kinds of equations 

such as linear model, nonlinear, etc. Modeler can also introduce a new method or new 

implementation of the existing method without changing the existing model. GAMS 

is commonly used to solve the optimization problems. GAMS is specifically designed 

for modeling linear, nonlinear and mixed integer optimization problems. (Rosenthal, 

2013) 

 

2.5.2  Simsci Process Simulation PRO/II 

  PRO/II is a process simulation program. It can be used for a process 

design or an operational analysis or engineering studies. PRO/II can offer a wide range 

of thermodynamic models and various types of substances which cover most of 

chemical processes. Not only for engineering analysis, PRO/II also has economic 

analysis which is used for optimizing cost of the process, both capital and operating 

cost.  

 

2.6  MOTIVATION 

 

Natural gas is one of the cleanest and cheapest fuel in the world. It is a decent 

fuel used in several industries and its demand has increased in the past decade. 

Transportation of the natural gas in a gaseous form is not appropriate for a long-

distance transportation. A liquefaction process is required to liquefy natural gas in a 

boiling liquid form or LNG before shipping. Liquefaction of natural gas can reduce its 

volume to 1/600th times when compared to the gas phase. This process also requires 
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high energy supply. The largest energy consumption is at compressors because the 

liquefaction process is operated under high pressure condition. The optimization of 

work in an LNG process can reduce the energy consumption and leads to the reduction 

of the operating cost. Partitioning method was selected as an optimization method to 

obtain global optimization of an LNG process (Faria et al., 2012). The calculation was 

based on a basic thermodynamic and non-linear programing concept. The operating 

parameters of each process configuration were optimized and the optimum 

configuration providing the minimum amount of work input to system was expected. 

 

2.7  OBJECTIVE 

 

To optimize the shaft work of the commercial single and mixed refrigerant LNG 

cascade processes. 

 

2.8  SCOPE OF RESEARCH 

 

1. GAMS is employed to optimize the single and mixed refrigerant system 

of the desired LNG process by the partitioning method (Faria et al., 2012). 

2. The LNG processes include the ConocoPhillips LNG cascade process. 

3. Simsci PRO/II is employed to simulate the ConocoPhillips LNG 

cascade process for GAMS solution verification. 

4. Methane, ethylene and propane are used as refrigerant is this research. 

5. The mixed refrigerant is a combination of methane, ethylene and 

propane in optimal proportion. 
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CHAPTER III 

METHODOLOGY 

 

3.1  Materials and Equipment 

 

3.1.1  Equipment 

  Personal computer model: Intel® Core™ i7-8700 CPU at 3.20GHz, 

Installed memory (RAM) 32.00 GB and 64-bit operating system. 

  

3.1.2  Software 

1. General Algebraic Modeling System (GAMS)  

2. Simsci simulation software PRO/II version 10.0 

3. Microsoft office version 2016 

4. Minitab version 18 

 

3.2  Methodology 

 

This work was divided into three phases as follows. 

 

3.2.1  Data Preparation 

 a. Generate enthalpy equations of methane, ethylene and propane based 

on pressure and temperature by a linear regression program. 

 b. Generate heat of vaporization and heat of condensation equations of 

methane, ethylene and propane based on pressure and temperature by a linear 

regression program. 

 c. Generate entropy equations of methane, ethylene and propane based 

on pressure and temperature by a linear regression program. 

 

3.2.2  Process Simulation 

 a. Optimize shaft work of the single refrigerant in the selected 

commercial LNG processes by GAMS. 

 b. Optimize shaft work of difference minimum temperature approach. 
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 c. Calculate total annual cost of process. 

 

3.2.3  Verification 

  a. Simulate single refrigerant commercial LNG processes in PRO/II.  

  b. Compare optimization result between GAMS and PRO/II. 

  c. Compare optimization result between GAMS and PRO/II with 

optimizer.  

 
Figure 3.1  Process flow diagram.
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CHAPTER IV 

LIQUEFACTION MODEL OF SINGLE REFRIGERANT CONOCO-

PHILLIPS PROCESS 

 

4.1  Nomenclature 

 

4.1.1  Sets 

k  Stage (1, 2, 3) 

   Stage 1 for propane loop 

   Stage 2 for ethylene loop 

   Stage 3 for methane loop 

i  Stream position (1, 2, 2I, 2P, 3, 3P, 4, V) 

   Stream 1 for saturated vapor stream at low pressure 

   Stream 2 for superheated vapor stream 

   Stream 13 and 23 for saturated liquid stream 

   Stream 33 for superheated vapor stream 

   Stream 34 for saturated liquid stream 

   Stream P for saturated vapor stream at high pressure 

   Stream V for mixed phase stream 

f  Number of flow rate intervals 

j  Number of pressure intervals 

r  Number of temperature intervals 

Cn  Number of carbon component n (C1, C2, C3) 

 

4.1.2  Parameters 

𝜂𝑘   Efficiency of compressor in the real system 

𝛥𝑇𝑚𝑖𝑛  Minimum temperature approach 

�̂�𝐿   Natural gas flow rate 

�̂�𝐿,1   Natural gas enthalpy at feed condition 

�̂�𝑚𝑎𝑥
𝑘     Upper bound flow rate at each stage 

�̂�𝑚𝑖𝑛
𝑘    Lower bound flow rate at each stage 
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�̂�𝑚𝑎𝑥   Upper bound pressure of boundary 

�̂�𝑚𝑖𝑛  Lower bound pressure of boundary 

�̂�𝑚𝑎𝑥   Upper bound temperature of boundary 

�̂�𝑚𝑖𝑛   Lower bound temperature of boundary 

Γ   Large number 

  K  CAPCOST Constant 

 

4.1.3  Variables 

𝑊𝑘   Compression work at each stage 

𝐹𝑘   Flow rate at each stage 

𝐻𝑘,𝑖   Enthalpy of stream i at each stage 

𝐻𝑉,𝐶𝑛   Enthalpy of vaporization of carbon component n at  

    evaporator 

𝐻𝐶,𝐶𝑛   Enthalpy of condensation of carbon component n at  

    condenser 

𝑅𝑘,𝑖   Heat flow of stream i at each stage 

𝑀𝑘,𝑖   Product of enthalpy and phase quality of stream i at each 

    stage 

𝑂𝑘   Product of Heat flow and quality of stream i at stage V 

𝑆𝑘,𝑖   Entropy of stream i at each stage 

𝑁𝑘,𝑖   Entropy function of stream i at each stage 

 𝑓𝐻
𝑘   Enthalpy function at each stage 

 𝑓𝑆
𝑘   Entropy function at each stage 

𝑃𝑘,𝑖   Pressure of stream i at each stage 

𝑇𝑘,𝑖   Temperature of stream i at each stage 

𝜃𝑘,𝑖   Phase quality of stream i at each stage 

𝑄𝐵𝑘,1   Heat of propane at each stage 

𝑄𝐵𝑘,2   Heat of ethylene at each stage 

𝑄𝐵𝑘,3   Heat of methane at each stage 

𝑄𝐵𝑘,𝑁𝐺  Heat of natural gas at each stage 
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 �̂�𝑑𝐹𝑘

𝑘   Partitioned flow rate at intervals dFk 

 �̂�𝑑𝑃𝑗
   Partitioned pressure at intervals dPj 

 �̂�𝑑𝑇𝑟
  Partitioned temperature at intervals dTr 

 𝜃𝑑𝐹𝑘

𝑘,𝑉   Partitioned phase fraction at intervals dFk 

 �̂�𝑑𝑆𝑓
  Partitioned entropy at intervals dSf 

 H*  Partitioned enthalpy at intervals dPj and dTr 

  𝐶𝑃
0   Capital cost of equipment in USD 

  A  Size parameter of the equipment 

  I  Chemical engineering cost index in USD 

  𝐶𝑒𝑙𝑒𝑐𝑡  Electricity cost in $/kW 

  OPEX  Operating expense in 1 year 

  CAPEX Capital expenditure 

  TAC  Total annual cost  

 

4.1.4.  Binary Variables 

𝑦𝑑𝐹𝑘

𝑘   Flow rate partitioning binary variable 

𝑦𝑑𝑃𝑗

𝑘   Pressure partitioning binary variable    

𝑧𝑑𝑇𝑟

𝑘   Temperature partitioning binary variable   

𝜌𝑑𝑃𝑗

𝑘   Enthalpy and entropy partitioning binary variable 

𝑦𝜃𝑑𝜃𝑘

𝑘,𝑉   Quality partitioning binary variable for heat of  

    vaporization 

  𝛾𝜃𝑑𝜃𝑘

𝑘,𝑉   Product of quality partitioning binary variable and  

    product of enthalpy and flow rate (𝑅𝑘,𝑖).   
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4.2  Global Optimization 

 

4.2.1  ConocoPhillips LNG Cascade process 

  In the global optimization of cascade liquefaction process, the sets of 

equations are separated into upper bound and lower bound models with the objective 

function of minimizing shaft work requirement. The flow diagram of the cascade 

process which is used in this research is presented in Figure 4.1. 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.1  Simplified ConocoPhillips cascade process flow diagram.  

  

 

 

 

𝛉𝟏,𝟏 

𝑻𝟐,𝑽, 𝐇𝟐,𝐕 
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4.2.2  Energy Balance 

 

 

 

 

 

 

 

 

 

 

 

Figure 4.2  Pressure-Enthalpy diagram and propane cooling cycle.  

 

An ideal energy balance is used to transform the cooling cycle into sets 

of equations. Figure 4.2 shows a pressure-enthalpy or PH diagram of the propane 

cooling cycle. From point A to B, liquid propane passes through an expansion valve 

by an isenthalpic expansion process. After the expansion valve,  pressure of liquid 

propane decreases to 0.11 MPa which makes propane become a mixed pahse fluid. 

From point B to C, the mixed phase propane provides cooling to ethylene, methane 

and natural gas, and in turn, this same amount of heat transfer is received by propane 

and vaporizes all liquid portion of the mixed phase. Hence, all the liquid portion in the 

mixed phase fluid vaporizes to a saturated vapor phase. From point C to D, saturated 

vapor propane is compressed by isentropic compression to superheated state.From 

point D to A, superheated propane releases heat to an air cooler. At this state, propane 

becomes a saturated liquid stream. Apply all these energy balances, constraints and 

operating condition , the sets of equatios can be constructed in 4.2.3.  

 

4.2.3  Upper Bound Model 

4.2.3.1  Objective Function  

 

     Min ∑ 𝑊𝑘
𝑘   

A 

B C 

D 
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 Where 𝑊𝑘 is the power of the compressor in stage k 

(𝑊1, 𝑊2,  𝑊3). Base on the first law of thermodynamics, 𝑊𝑘 is written as: 

 

𝑊𝑘 =  𝐹𝑘[𝐻𝑘,2 − 𝐻𝑘,1] k=1,2,3  Eq. 4.1 

 

 The enthalpy and entropy balance of each equipment is used to 

obtain the work balance the system. The equations of each equipment can be set as 

follows. 

 

4.2.3.2  Compressor Equations 

 In turn, entropy and enthalpy are calculated by a set of equation 

of state (e.g. Peng-Robinson, SRK, etc.) represented by 

( 𝑓𝑆
𝑘(𝑃𝑘,𝑖, 𝑇𝑘,𝑖, 𝜃𝑘),  𝑓𝐻

𝑘(𝑃𝑘,𝑖, 𝑇𝑘,𝑖, 𝜃𝑘)), where 𝜃𝑘 is the quality (𝜃𝑘=1 for vapor/gas, 

𝜃𝑘=0 for pure liquid and 0 < 𝜃𝑘 < 1 for mixture of liquid and vapor. Then entropy 

and enthalpy equations are as follows: 

 

   𝑆𝑘,1     =   𝑓𝑆
𝑘(𝑃𝑘, 𝑇𝑘, 𝜃𝑘)  k=1,2,3  Eq. 4.2 

 𝐻𝑘,1    =   𝑓𝐻
𝑘(𝑃𝑘, 𝑇𝑘, 𝜃𝑘)  k=1,2,3  Eq. 4.3 

      𝑆𝑘,2     =   𝑓𝑆
𝑘(𝑃𝑘,2, 𝑇𝑖𝑑𝑒𝑎𝑙

𝑘,2 , 𝜃𝑘,2)  k=1,2,3  Eq. 4.4 

          𝐻𝑘,2    =   𝑓𝐻
𝑘(𝑃𝑘,2, 𝑇𝑘,2, 𝜃𝑘,2)  k=1,2,3  Eq. 4.5 

𝐻𝑖𝑑𝑒𝑎𝑙
𝑘,2 =   𝑓𝐻

𝑘(𝑃𝑘,2, 𝑇𝑖𝑑𝑒𝑎𝑙
𝑘,2 , 𝜃𝑘,2)          k=1,2,3            Eq. 4.6 

 

 Isentropic compression is the compression in a compressor 

with 80% efficiency of compressor (M. Roberts, 2015). Thus, 

 

    𝑆𝑖𝑑𝑒𝑎𝑙
𝑘,2 = 𝑆𝑘,1   k=1,2,3 Eq. 4.7 

 

Then, ideal enthalpy is used to find non-ideal enthalpy in 

non-isentropic compression process. 

 

[𝐻𝑖𝑑𝑒𝑎𝑙
𝑘,2 − 𝐻𝑘,1] = 𝜂𝑘[𝐻𝑘,2 − 𝐻𝑘,1]  k=1,2,3 Eq. 4.8 
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4.2.3.3  Cooler Equations 

 The energy balances are: 

 

    𝑄1 =  𝐹1[𝐻1,3 − 𝐻1,2]    Eq. 4.9 

    𝑄1 =  𝐹1[(𝐻1,2 − 𝐻1,2𝑃 − (𝐻𝐶,𝐶3𝜃12)]    Eq. 4.10 

where     𝐻1,3 =   𝑓𝐻
𝑘,𝑣(𝑃1,3, 𝑇1,3, 𝜃1,3)         Eq. 4.11 

    𝐻𝐶,𝐶3 =   𝑓𝐻
1,3(𝑃1,3, 𝑇1,3, 𝜃1,3)  Eq. 4.12 

    𝐻1,2𝑃 =   𝑓𝐻
1,2𝑃(𝑃1,2, 𝑇1,2𝑃, 𝜃1,2)  Eq. 4.13 

    𝑇1,3 ≥   𝑇𝑐𝑜𝑜𝑙𝑖𝑛𝑔
𝑟𝑒𝑓

+  𝛥𝑇𝑚𝑖𝑛   Eq. 4.14 

    𝑇1,3 = 𝑇1,2𝑃      Eq. 4.15 

    𝑃1,3 =  𝑃1,2     Eq. 4.16 

 

4.2.3.4  Valve Equations 

 Valves are the equipment used for cooling the temperature of 

refrigerant and the energy balance equations and are represented as follows: 

 

    𝐻1,𝑣 =  𝐻1,3     Eq. 4.17 

    𝐻1,𝑣 =   𝑓𝐻
1(𝑃1,𝑣, 𝑇1,𝑣, 𝜃1,𝑣)   Eq. 4.18 

    𝐻2,𝑣 =  𝐻2,3     Eq. 4.19 

    𝐻2,𝑣 =   𝑓𝐻
2(𝑃2,𝑣, 𝑇2,𝑣, 𝜃2,𝑣)   Eq. 4.20 

    𝐻3,𝑣 =  𝐻3,4     Eq. 4.21 

    𝐻3,𝑣 =   𝑓𝐻
3(𝑃3,𝑣, 𝑇3,𝑣, 𝜃3,𝑣)   Eq. 4.22 

 

4.2.3.5  Box Equations 

 Boxes or evaporators of each stage in the refrigeration cycle 

are used for transferring the heat between natural gas and refrigerant that can be 

calculated as follows: 

 

At stage k = 1 

    𝑄𝐵1,1 =  𝐹1[𝐻1,1 − 𝐻1,𝑣]   Eq. 4.23 

    𝑄𝐵1,1 =  𝐹1 𝑥 𝐻𝑉,𝐶3 𝑥 (1 − 𝜃1,𝑣)  Eq. 4.24 
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    𝑄𝐵1,2 =  𝐹2[𝐻2,2 − 𝐻2,3]   Eq. 4.25 

    𝑄𝐵1,2 =  𝐹2[𝐻2,2 − 𝐻2,2𝑃 − 𝐻𝐶,𝐶2]  Eq. 4.26 

    𝑄𝐵1,3 =  𝐹3[𝐻3,2 − 𝐻3,3]   Eq. 4.27 

    𝑄𝐵1,𝐶3 =  𝑄𝐵1,𝐶2 + 𝑄𝐵1,𝐶1 +  𝑄𝐵1,𝑁𝐺 Eq. 4.28 

    𝐻2,2𝑃 =   𝑓𝐻
2,2𝑃(𝑃2,2, 𝑇2,2𝑃, 𝜃2,2)  Eq. 4.29 

    𝐻2,3 =   𝑓𝐻
2,3(𝑃2,3, 𝑇2,3, 𝜃2,3)   Eq. 4.30 

    𝐻3,3 =   𝑓𝐻
3,3(𝑃3,3, 𝑇3,3, 𝜃3,3)   Eq. 4.31 

    𝐻𝐶,𝐶2 =   𝑓𝐻
𝐶,𝐶2(𝑃2,2)    Eq. 4.32 

    𝐻𝑉,𝐶3 =   𝑓𝐻
𝑉,𝐶3(𝑃1,𝑉)    Eq. 4.33 

    𝑇1,1 =  𝑇1,𝑉       Eq. 4.34 

    𝑇2,2𝑃 =  𝑇1,3       Eq. 4.35 

    𝑃1,1 =  𝑃1,𝑉       Eq. 4.36 

    𝑃2,2 =  𝑃2,3      Eq. 4.37 

    𝑃3,2  = 𝑃3,3     Eq. 4.38 

 

At stage k = 2 

    𝑄𝐵2,2 =  𝐹2[𝐻2,1 − 𝐻2,𝑣]   Eq. 4.39 

    𝑄𝐵2,2 =  𝐹2 𝑥 𝐻𝑉,𝐶2 𝑥 (1 − 𝜃2,𝑣)  Eq. 4.40 

    𝑄𝐵2,3 =  𝐹3[𝐻3,3 − 𝐻3,4]   Eq. 4.41 

    𝑄𝐵2,3 =  𝐹3[𝐻3,3 − 𝐻3,3𝑃 − 𝐻𝐶,𝐶1]  Eq. 4.42 

    𝑄𝐵2,2 =  𝑄𝐵2,3 + 𝑄𝐵2,𝑁𝐺   Eq. 4.43 

    𝐻3,3𝑃 =   𝑓𝐻
3,3𝑃(𝑃3,3, 𝑇3,3𝑃, 𝜃3,3)  Eq. 4.44 

    𝐻3,4 =   𝑓𝐻
3,4(𝑃3,4, 𝑇3,4, 𝜃3,4)   Eq. 4.45 

    𝐻𝑉,𝐶2 =   𝑓𝐻
𝑉,𝐶2(𝑃2,𝑉)    Eq. 4.46 

    𝐻𝐶,𝐶1 =   𝑓𝐻
𝐶,𝐶1(𝑃3,3)    Eq. 4.47 

    𝑇2,1 =  𝑇2,𝑉      Eq. 4.48 

    𝑇3,3𝑃 =  𝑇3,4      Eq. 4.49 

    𝑃2,1 =  𝑃2,𝑉       Eq. 4.50 

    𝑃2,1 =  𝑃3,4      Eq. 4.51 
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At stage k = 3 

    𝑄𝐵3,3 =  𝐹3[𝐻3,1 − 𝐻3,𝑣]   Eq. 4.52 

    𝑄𝐵3,3 =  𝐹3 𝑥 𝐻𝑉,𝐶1 𝑥 (1 − 𝜃3,𝑣)  Eq. 4.53 

    𝑄𝐵3,3 = 𝑄𝐵3,𝑁𝐺    Eq. 4.54 

    𝐻𝑉,𝐶1 =   𝑓𝐻
𝑉,𝐶1(𝑃3,𝑉)    Eq. 4.55 

    𝑇3,1 =  𝑇3,𝑉      Eq. 4.56 

    𝑃3,1 =  𝑃3,𝑉       Eq. 4.57 

 

4.2.4  Lower Bound Model 

  Firstly, starting to relax non-linear equation to be linear equations by 

partitioning the parameters in the non-linear equations. 

4.2.4.1  Flow rate partitioning  

 

   �̂�𝑑𝐹𝑘

𝑘 = �̂�𝑚𝑖𝑛
𝑘 + 

𝑜𝑟𝑑(𝑑𝐹𝑘)−1

𝑐𝑎𝑟𝑑(𝑑𝐹𝑘)−1
[�̂�𝑚𝑎𝑥

𝑘 − �̂�𝑚𝑖𝑛
𝑘 ]    

    𝐹𝑘 ≥ ∑ �̂�𝑑𝐹𝑘

𝑘
𝑑𝐹𝑘

𝑦𝑑𝐹𝑘

𝑘     Eq. 4.58 

     𝐹𝑘 ≤ ∑ �̂�𝑑𝐹𝑘+1
𝑘

𝑑𝐹𝑘
𝑦𝑑𝐹𝑘

𝑘     Eq. 4.59 

Where     

∑ 𝑦𝑑𝐹𝑘

𝑘 = 1𝑑𝐹𝑘
     Eq. 4.60 

 

 Then the non-linear equations are substituted by the set of 

linear equations as following: 

 

   𝑊𝑘 =  𝐹𝑘[𝐻𝑘,2 − 𝐻𝑘,1]           Eq. 4.1 

    𝑊𝑘 = [𝑅𝑘,2 − 𝑅𝑘,1]     Eq. 4.61 

Where    𝑅𝑘,𝑖 =  𝐹𝑘 𝑥 𝐻𝑘,𝑖       Eq. 4.62

   

 Instead of using the product 𝐹𝑘 𝑥 𝐻𝑘,𝑖 to calculate 𝑅𝑘,𝑖 , a linear 

estimator of 𝑅𝑘,𝑖 is introduced as follows: 

 

    𝑅𝑘,𝑖 ≥ ∑ �̂�𝑑𝐹𝑘

𝑘 𝛾𝑑𝐹𝑘

𝑘,𝑖
𝑑𝐹𝑘

    Eq. 4.63 
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    𝑅𝑘,𝑖 ≤ ∑ �̂�𝑑𝐹𝑘+1
𝑘 𝛾𝑑𝐹𝑘

𝑘,𝑖
𝑑𝐹𝑘

   Eq. 4.64 

 

Where, i =1,2,3 and v. 

 

     𝛾𝑑𝐹𝑘

𝑘,𝑖 − Γ𝑦𝑑𝐹𝑘

𝑘 ≤ 0    Eq. 4.65 

    𝛾𝑑𝐹𝑘

𝑘,𝑖  ≥ 0     Eq. 4.66 

    [𝐻𝑘,𝑖 − 𝛾𝑑𝐹𝑘

𝑘,𝑖 ] − Γ[1 − 𝑦𝑑𝐹𝑘

𝑘 ] ≤ 0  Eq. 4.67 

    [𝐻𝑘,𝑖 − 𝛾𝑑𝐹𝑘

𝑘,𝑖 ] ≥ 0    Eq. 4.68 

 

where Γ is a large number.  

 

 In the partitioning of flow rate, one can also linearize the 

equation of condenser Eq. 4.9 and boxes equation Eq. 4.23, Eq. 4.25 and Eq. 4.27 as 

follows: 

 For the condenser Eq. 4.9 becomes. 

 

     𝑄𝑘 =  [𝑅𝑘,3 − 𝑅𝑘,2]    

    

 Eqs 4.23, 4.25 and 4.27 then become. 

 

    𝑄𝐵1,𝐶3 = [𝑅1,1 − 𝑅1,𝑣]    Eq. 4.69 

     𝑄𝐵1,𝐶2 =  [𝑅2,2 − 𝑅2,3]   Eq. 4.70 

    𝑄𝐵1,𝐶1 =  [𝑅3,2 − 𝑅3,3]   Eq. 4.71 

 

 Eqs 4.39, 4.41 and 4.52 are then linearized to 

 

𝑄𝐵2,𝐶2 = [𝑅2,1 − 𝑅2,𝑣]    Eq. 4.72 

     𝑄𝐵2,𝐶1 =  [𝑅3,3 − 𝑅3,4]   Eq. 4.73 

    𝑄𝐵3,𝐶1 =  [𝑅3,1 − 𝑅3,𝑣]   Eq. 4.74 
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 Enthalpy, a function of temperature, pressure and quality, can 

be linearized as follows: 

 

From    𝐻∗ =  𝑓𝐻(𝑃∗, 𝑇∗, 𝜃∗)   

   

Where * is replaced for any (k, 1), (k, 2), etc.  

  

4.2.4.2  Pressure partitioning  

  �̂�𝑑𝑃𝑗
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃𝑘)−1

𝑐𝑎𝑟𝑑(𝑑𝑃𝑘)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]     

𝑃∗ ≥ ∑ �̂�𝑑𝑃𝑗𝑑𝑃𝑗
𝑦𝑝𝑑𝑃𝑗

∗     Eq. 4.75 

𝑃∗ ≤ ∑ �̂�𝑑𝑃𝑗+1𝑑𝑃𝑗
𝑦𝑝𝑑𝑃𝑗

∗     Eq. 4.76 

Where    

    ∑ 𝑦𝑑𝑃𝑗

∗
𝑑𝑃𝑗

= 1     Eq. 4.77 

 

 The extended pressure partitioning of pressure at each stream 

of each refrigerant cycle is represented as follows: 

 Propane Cycle: 

(1,1) �̂�𝑑𝑃1
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]   

    𝑃(1,1) ≥ ∑ �̂�𝑑𝑃1𝑑𝑃1
𝑦𝑝𝑑𝑃1

(1,1)   Eq. 4.78 

    𝑃(1,1) ≤ ∑ �̂�𝑑𝑃1+1𝑑𝑃1
𝑦𝑝𝑑𝑃1

(1,1)
    Eq. 4.79 

Where    

    ∑ 𝑦𝑑𝑃1

(1,1)
𝑑𝑃1

= 1    Eq. 4.80 

 

(1,2) �̂�𝑑𝑃2
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑃(1,2) ≥ ∑ �̂�𝑑𝑃2𝑑𝑃2
𝑦𝑝𝑑𝑃2

(1,2)   Eq. 4.81 

    𝑃(1,2) ≤ ∑ �̂�𝑑𝑃2+1𝑑𝑃2
𝑦𝑝𝑑𝑃2

(1,2)
    Eq. 4.82 

Where    

    ∑ 𝑦𝑑𝑃2

(1,2)
𝑑𝑃2

= 1    Eq. 4.83 
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(1,3) �̂�𝑑𝑃3
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑃(1,3) ≥ ∑ �̂�𝑑𝑃3𝑑𝑃3
𝑦𝑝𝑑𝑃3

(1,3)   Eq. 4.84 

    𝑃(1,3) ≤ ∑ �̂�𝑑𝑃3+1𝑑𝑃3
𝑦𝑝𝑑𝑃3

(1,3)
    Eq. 4.85 

Where    

    ∑ 𝑦𝑑𝑃3

(1,3)
𝑑𝑃3

= 1    Eq. 4.86 

 

 Ethylene Cycle: 

(2,1) �̂�𝑑𝑃1
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃2)−1

𝑐𝑎𝑟𝑑(𝑑𝑃2)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑃(2,1) ≥ ∑ �̂�𝑑𝑃1𝑑𝑃1
𝑦𝑝𝑑𝑃1

(2,1)   Eq. 4.87 

    𝑃(2,1) ≤ ∑ �̂�𝑑𝑃1+1𝑑𝑃1
𝑦𝑝𝑑𝑃1

(2,1)
    Eq. 4.88 

Where    

    ∑ 𝑦𝑑𝑃1

(2,1)
𝑑𝑃1

= 1    Eq. 4.89 

 

(2,2) �̂�𝑑𝑃2
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃2)−1

𝑐𝑎𝑟𝑑(𝑑𝑃2)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑃(2,2) ≥ ∑ �̂�𝑑𝑃2𝑑𝑃2
𝑦𝑝𝑑𝑃2

(2,2)   Eq. 4.90 

    𝑃(2,2) ≤ ∑ �̂�𝑑𝑃2+1𝑑𝑃2
𝑦𝑝𝑑𝑃2

(2,2)
    Eq. 4.91

  

Where    

    ∑ 𝑦𝑑𝑃2

(2,2)
𝑑𝑃2

= 1    Eq. 4.92 

 

(2,3) �̂�𝑑𝑃3
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃2)−1

𝑐𝑎𝑟𝑑(𝑑𝑃2)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑃(2,3) ≥ ∑ �̂�𝑑𝑃3𝑑𝑃3
𝑦𝑝𝑑𝑃3

(2,3)
    Eq. 4.93 

    𝑃(2,3) ≤ ∑ �̂�𝑑𝑃3+1𝑑𝑃3
𝑦𝑝𝑑𝑃3

(2,3)
    Eq. 4.94 

Where    

    ∑ 𝑦𝑑𝑃3

(2,3)
𝑑𝑃3

= 1    Eq. 4.95 
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 Methane Cycle: 

(3,1) �̂�𝑑𝑃1
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃3)−1

𝑐𝑎𝑟𝑑(𝑑𝑃3)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]   

    𝑃(3,1) ≥ ∑ �̂�𝑑𝑃1𝑑𝑃1
𝑦𝑝𝑑𝑃1

(3,1)   Eq. 4.96 

    𝑃(3,1) ≤ ∑ �̂�𝑑𝑃1+1𝑑𝑃1
𝑦𝑝𝑑𝑃1

(3,1)
    Eq. 4.97 

Where    

    ∑ 𝑦𝑑𝑃1

(3,1)
𝑑𝑃1

= 1    Eq. 4.98 

 

(3,2) �̂�𝑑𝑃2
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃3)−1

𝑐𝑎𝑟𝑑(𝑑𝑃3)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]   

    𝑃(3,2) ≥ ∑ �̂�𝑑𝑃2𝑑𝑃2
𝑦𝑝𝑑𝑃2

(3,2)   Eq. 4.99 

    𝑃(3,2) ≤ ∑ �̂�𝑑𝑃2+1𝑑𝑃2
𝑦𝑝𝑑𝑃2

(3,2)
    Eq. 4.100 

Where     

    ∑ 𝑦𝑑𝑃2

(3,2)
𝑑𝑃2

= 1    Eq. 4.101 

 

(3,3) �̂�𝑑𝑃3
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃3)−1

𝑐𝑎𝑟𝑑(𝑑𝑃3)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑃(3,3) ≥ ∑ �̂�𝑑𝑃3𝑑𝑃3
𝑦𝑝𝑑𝑃3

(3,3)
    Eq. 4.102 

    𝑃(3,3) ≤ ∑ �̂�𝑑𝑃3+1𝑑𝑃3
𝑦𝑝𝑑𝑃3

(3,3)
    Eq. 4.103 

Where    

    ∑ 𝑦𝑑𝑃3

(3,3)
𝑑𝑃3

= 1    Eq. 4.104 

 

 

(3,4) �̂�𝑑𝑃4
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃3)−1

𝑐𝑎𝑟𝑑(𝑑𝑃3)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑃(3,4) ≥ ∑ �̂�𝑑𝑃4𝑑𝑃4
𝑦𝑝𝑑𝑃4

(3,4)   Eq. 4.105 

    𝑃(3,4) ≤ ∑ �̂�𝑑𝑃4+1𝑑𝑃4
𝑦𝑝𝑑𝑃4

(3,4)
    Eq. 4.106 

Where    

    ∑ 𝑦𝑑𝑃4

(3,4)
𝑑𝑃4

= 1    Eq. 4.107 
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4.2.4.3  Temperature partitioning 

   �̂�𝑑𝑇𝑟
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃𝑘)−1

𝑐𝑎𝑟𝑑(𝑑𝑃𝑘)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]     

    𝑇∗ ≥ ∑ �̂�𝑑𝑇𝑟𝑑𝑇𝑟
𝑧𝑑𝑇𝑟

∗     Eq. 4.108 

     𝑇∗ ≤ ∑ �̂�𝑑𝑇𝑟+1𝑑𝑇𝑟
𝑧𝑑𝑇𝑟

∗    Eq. 4.109 

Where 

    ∑ 𝑧𝑑𝑇𝑟

∗
𝑑𝑇𝑟

= 1     Eq. 4.110 

 

 The extended temperature partitioning of temperature at each 

stream of each refrigerant cycle is represented as follows: 

 Propane Loop: 

(1,2) �̂�𝑑𝑇2
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑇(1,2) ≥ ∑ �̂�𝑑𝑇2𝑑𝑇2
𝑧𝑑𝑇2

(1,2)   Eq. 4.111 

    𝑇(1,2) ≤ ∑ �̂�𝑑𝑇2+1𝑑𝑇2
𝑧𝑑𝑇2

(1,2)   Eq. 4.112 

Where 

    ∑ 𝑧𝑑𝑇2

(1,2)
𝑑𝑇2

= 1    Eq. 4.113 

 

(1,2P)   �̂�𝑑𝑇2𝑃
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]   

    𝑇(1,2P) ≥ ∑ �̂�𝑑𝑇2𝑃𝑑𝑇2𝑃
𝑧𝑑𝑇2𝑃

(1,2P)   Eq. 4.114 

    𝑇(1,2P) ≤ ∑ �̂�𝑑𝑇2𝑃+1𝑑𝑇2𝑃
𝑧𝑑𝑇2𝑃

(1,2P)  Eq. 4.115 

Where 

    ∑ 𝑧𝑑𝑇2𝑃

(1,2P)
𝑑𝑇2𝑃

= 1    Eq. 4.116 

(1,3) �̂�𝑑𝑇3
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]   

𝑇(1,3) ≥ ∑ �̂�𝑑𝑇3𝑑𝑇3
𝑧𝑑𝑇3

(1,3)   Eq. 4.117 

𝑇(1,3) ≤ ∑ �̂�𝑑𝑇3+1𝑑𝑇3
𝑧𝑑𝑇3

(1,3)   Eq. 4.118 

Where 

    ∑ 𝑧𝑑𝑇3

(1,3)
𝑑𝑇3

= 1     Eq. 4.119 
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(1,V) �̂�𝑑𝑇𝑉
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑇(1,V) ≥ ∑ �̂�𝑑𝑇𝑉𝑑𝑇𝑉
𝑧𝑑𝑇𝑉

(1,V)   Eq. 4.120 

    𝑇(1,V) ≤ ∑ �̂�𝑑𝑇𝑉+1𝑑𝑇𝑉
𝑧𝑑𝑇𝑉

(1,V)   Eq. 4.121 

Where 

    ∑ 𝑧𝑑𝑇𝑉

(1,V)
𝑑𝑇𝑉

= 1    Eq. 4.122 

 

 Ethylene Loop: 

(2,2) �̂�𝑑𝑇2
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑇(2,2) ≥ ∑ �̂�𝑑𝑇2𝑑𝑇2
𝑧𝑑𝑇2

(2,2)   Eq. 4.123 

    𝑇(2,2) ≤ ∑ �̂�𝑑𝑇2+1𝑑𝑇2
𝑧𝑑𝑇2

(2,2)   Eq. 4.124 

Where 

    ∑ 𝑧𝑑𝑇2

(2,2)
𝑑𝑇2

= 1    Eq. 4.125 

 

(2,2P) �̂�𝑑𝑇2𝑃
= �̂�𝑚𝑖𝑛 + 

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑇(2,2P) ≥ ∑ �̂�𝑑𝑇2𝑃𝑑𝑇2𝑃
𝑧𝑑𝑇2𝑃

(2,2P)   Eq. 4.126 

    𝑇(2,2P) ≤ ∑ �̂�𝑑𝑇2𝑃+1𝑑𝑇2𝑃
𝑧𝑑𝑇2𝑃

(2,2P)  Eq. 4.127 

Where 

    ∑ 𝑧𝑑𝑇2𝑃

(2,2P)
𝑑𝑇2𝑃

= 1    Eq. 4.128 

 

 (2,V) �̂�𝑑𝑇𝑉
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑇(2,V) ≥ ∑ �̂�𝑑𝑇𝑉𝑑𝑇𝑉
𝑧𝑑𝑇𝑉

(2,V)   Eq. 4.129 

    𝑇(2,V) ≤ ∑ �̂�𝑑𝑇𝑉+1𝑑𝑇𝑉
𝑧𝑑𝑇𝑉

(2,V)   Eq. 4.130 

Where 

    ∑ 𝑧𝑑𝑇𝑉

(2,V)
𝑑𝑇𝑉

= 1    Eq. 4.131 
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 Methane Loop: 

(3,2) �̂�𝑑𝑇2
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑇(3,2) ≥ ∑ �̂�𝑑𝑇2𝑑𝑇2
𝑧𝑑𝑇2

(3,2)   Eq. 4.132 

    𝑇(3,2) ≤ ∑ �̂�𝑑𝑇2+1𝑑𝑇2
𝑧𝑑𝑇2

(3,2)   Eq. 4.133 

Where 

∑ 𝑧𝑑𝑇2

(3,2)
𝑑𝑇2

= 1    Eq. 4.134 

 

 (3,3P)  �̂�𝑑𝑇3𝑃
= �̂�𝑚𝑖𝑛 + 

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]   

    𝑇(3,3P) ≥ ∑ �̂�𝑑𝑇3𝑃𝑑𝑇3𝑃
𝑧𝑑𝑇3𝑃

(3,3P)   Eq. 4.135 

    𝑇(3,3P) ≤ ∑ �̂�𝑑𝑇3𝑃+1𝑑𝑇3𝑃
𝑧𝑑𝑇3𝑃

(3,3P)  Eq. 4.136 

Where 

    ∑ 𝑧𝑑𝑇3𝑃

(3,3P)
𝑑𝑇3𝑃

= 1    Eq. 4.137 

 

 (3,V) �̂�𝑑𝑇𝑉
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑃1)−1

𝑐𝑎𝑟𝑑(𝑑𝑃1)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]  

    𝑇(3,V) ≥ ∑ �̂�𝑑𝑇𝑉𝑑𝑇𝑉
𝑧𝑑𝑇𝑉

(3,V)   Eq. 4.138 

    𝑇(3,V) ≤ ∑ �̂�𝑑𝑇𝑉+1𝑑𝑇𝑉
𝑧𝑑𝑇𝑉

(3,V)   Eq. 4.139 

Where 

    ∑ 𝑧𝑑𝑇𝑉

(3,V)
𝑑𝑇𝑉

= 1    Eq. 4.140 

 

 To make sure the phases are easily distinguished. Thus, 

𝑓𝐻(𝑃∗, 𝑇∗, 𝜃∗) is rewritten as follows:  

𝑓𝐻,𝑙𝑖𝑞(𝑃∗, 𝑇∗) ∗(1-𝜃∗) +  𝑓𝐻,𝑣𝑎𝑝(𝑃∗, 𝑇∗) ∗ 𝜃∗, where the phase is determined by fixing 

𝜃∗ = 1 for vapor and 𝜃∗ = 0 for liquid. 𝑓𝐻,𝑙𝑖𝑞 (�̂�𝑑𝑇𝑟
, �̂�𝑑𝑃𝑗

) and 𝑓𝐻,𝑣𝑎𝑝 (�̂�𝑑𝑇𝑟
, �̂�𝑑𝑃𝑗

) are 

numbers (no longer functions), which are introduced as regressed equations, and are 

obtained directly from Pro/II software.  

 

Then, 𝐻∗ =  𝑓𝐻(𝑃∗, 𝑇∗, 𝜃∗) is replaced by:  
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∑ ∑ [𝑓𝐻,𝑙𝑖𝑞 (�̂�𝑑𝑇𝑟
, �̂�𝑑𝑃𝑗

) (1 − 𝜃∗) + 𝑓𝐻,𝑣𝑎𝑝 (�̂�𝑑𝑇𝑟
, �̂�𝑑𝑃𝑗

) 𝜃∗] 𝑧𝑑𝑇𝑟

∗ 𝑦𝑑𝑃𝑗

∗
𝑑𝑇𝑟𝑑𝑃𝑗

≤ 𝐻∗ ≤

∑ ∑ [𝑓𝐻,𝑙𝑖𝑞 (�̂�𝑑𝑇𝑟+1, �̂�𝑑𝑃𝑗+1
) (1 − 𝜃∗) + 𝑓𝐻,𝑣𝑎𝑝 (�̂�𝑑𝑇𝑟+1, �̂�𝑑𝑃𝑗+1

) 𝜃∗] 𝑧𝑑𝑇𝑟

∗ 𝑦𝑑𝑃𝑗

∗
𝑑𝑇𝑟𝑑𝑃𝑗

  

Or  

∑ ∑ [𝑓𝐻,𝑙𝑖𝑞 (�̂�𝑑𝑇𝑟
, �̂�𝑑𝑃𝑗

) (1 − 𝜃∗) + 𝑓𝐻,𝑣𝑎𝑝 (�̂�𝑑𝑇𝑟
, �̂�𝑑𝑃𝑗

) 𝜃∗] 𝜌𝑑𝑇𝑟,𝑑𝑃𝑗

∗
𝑑𝑇𝑟𝑑𝑃𝑗

≤  𝐻∗ ≤

∑ ∑ [𝑓𝐻,𝑙𝑖𝑞 (�̂�𝑑𝑇𝑟+1, �̂�𝑑𝑃𝑗+1
) (1 − 𝜃∗) + 𝑓𝐻,𝑣𝑎𝑝 (�̂�𝑑𝑇𝑟+1, �̂�𝑑𝑃𝑗+1

) 𝜃∗] 𝜌𝑑𝑇𝑟,𝑑𝑃𝑗

∗
𝑑𝑇𝑟𝑑𝑃𝑗

  

 

 where 𝜌𝑑𝑇𝑟,𝑑𝑃𝑗

∗ = 𝑧𝑑𝑇𝑟

∗ ∗ 𝑦𝑑𝑃𝑗

∗   which is written in a relaxed 

form as follows:  

 

    𝜌𝑑𝑃𝑗

∗ ≤ 𝑦𝑑𝑃𝑗

∗      Eq. 4.141 

    𝜌𝑑𝑃𝑗

∗ ≤ 𝑧𝑑𝑇𝑟

∗      Eq. 4.142 

    𝜌𝑑𝑃𝑗

∗ ≥ 𝑦𝑑𝑃𝑗

∗ + 𝑧𝑑𝑇𝑟

∗ − 1   Eq. 4.143 

 

 The extended of enthalpy at each stream of each refrigerant 

cycle is represented as following: 

 

 Propane Loop: 

(1,1)   𝐻(1,1) ≥ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇1

, �̂�𝑑𝑃1
)]𝜌𝑑𝑇1,𝑑𝑃1

(1,1)
𝑑𝑇1𝑑𝑃1

  Eq. 4.144 

   𝐻(1,1) ≤ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇1+1, �̂�𝑑𝑃1+1)]𝜌𝑑𝑇1,𝑑𝑃1

(1,1)
𝑑𝑇1𝑑𝑃1

 Eq. 4.145 

    𝜌𝑑𝑃1

(1,1)
≤ 𝑦𝑑𝑃1

(1,1)     Eq. 4.146 

    𝜌𝑑𝑃1

(1,1)
≤ 𝑧𝑑𝑇1

(1,1)     Eq. 4.147 

    𝜌𝑑𝑃1

(1,1)
≥ 𝑦𝑑𝑃1

(1,1)
+ 𝑧𝑑𝑇1

(1,1)
− 1   Eq. 4.148 

 

(1,2)    𝐻(1,2) ≥ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝(�̂�𝑑𝑇2
, �̂�𝑑𝑃2

)]𝜌𝑑𝑇2,𝑑𝑃2

(1,2)
𝑑𝑇2𝑑𝑃2

 Eq. 4.149 

   𝐻(1,2) ≤ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝(�̂�𝑑𝑇2+1, �̂�𝑑𝑃2+1)]𝜌𝑑𝑇2,𝑑𝑃2

(1,2)
𝑑𝑇2𝑑𝑃2

 Eq. 4.150 

    𝜌𝑑𝑃2

(1,2)
≤ 𝑦𝑑𝑃2

(1,2)     Eq. 4.151 

    𝜌𝑑𝑃2

(1,2)
≤ 𝑧𝑑𝑇2

(1,2)     Eq. 4.152 
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    𝜌𝑑𝑃2

(1,2)
≥ 𝑦𝑑𝑃2

(1,2)
+ 𝑧𝑑𝑇2

(1,2)
− 1   Eq. 4.153 

 

 (1,2P)  𝐻(1,2P) ≥ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇2𝑃

, �̂�𝑑𝑃2
)]𝜌𝑑𝑇2𝑃,𝑑𝑃2

(1,2P)
𝑑𝑇2𝑃𝑑𝑃2𝑃

 Eq. 4.154 

  𝐻(1,2P) ≤ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇2𝑃+1, �̂�𝑑𝑃2+1)]𝜌𝑑𝑇2𝑃,𝑑𝑃2

(1,2P)
𝑑𝑇2𝑃𝑑𝑃2

 Eq. 4.155 

    𝜌𝑑𝑃2

(1,2P)
≤ 𝑦𝑑𝑃2

(1,2)    Eq. 4.156 

    𝜌𝑑𝑃2

(1,2P)
≤ 𝑧𝑑𝑇2𝑃

(1,2P)    Eq. 4.157 

    𝜌𝑑𝑃2

(1,2P)
≥ 𝑦𝑑𝑃2

(1,2)
+ 𝑧𝑑𝑇2𝑃

(1,2P)
− 1   Eq. 4.158 

 

(1,3)    𝐻(1,3) ≥ ∑ ∑ [𝑓𝐻,𝑙𝑖𝑞
𝑠𝑎𝑡 (�̂�𝑑𝑇3

, �̂�𝑑𝑃3
)]𝜌𝑑𝑇3,𝑑𝑃3

(1,3)
𝑑𝑇3𝑑𝑃3

 Eq. 4.159 

   𝐻(1,3) ≤ ∑ ∑ [𝑓𝐻,𝑙𝑖𝑞
𝑠𝑎𝑡 (�̂�𝑑𝑇3+1, �̂�𝑑𝑃3+1)]𝜌𝑑𝑇3,𝑑𝑃3

(1,3)
𝑑𝑇3𝑑𝑃3

  Eq. 4.160 

    𝜌𝑑𝑃3

(1,3)
≤ 𝑦𝑑𝑃3

(1,3)     Eq. 4.161 

    𝜌𝑑𝑃3

(1,3)
≤ 𝑧𝑑𝑇3

(1,3)     Eq. 4.162 

    𝜌𝑑𝑃3

(1,3)
≥ 𝑦𝑑𝑃3

(1,3)
+ 𝑧𝑑𝑇3

(1,3)
− 1   Eq. 4.163 

 

(1,v) 𝐻(1,V) ≥ ∑ ∑ [𝑓𝐻,𝑙𝑖𝑞
𝑠𝑎𝑡 (�̂�𝑑𝑇𝑉

, �̂�𝑑𝑃𝑉
)(1 − 𝜃(1,V))𝜌𝑑𝑇𝑉,𝑑𝑃𝑉

(1,V)
]𝑑𝑇𝑉𝑑𝑃𝑉
   

   + ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇𝑉

, �̂�𝑑𝑃𝑉
)]𝑑𝑇𝑉𝑑𝑃𝑉

𝜃(1,V)𝜌𝑑𝑇𝑉,𝑑𝑃𝑉

(1,V)    Eq. 4.164 

𝐻(1,V) ≤ ∑ ∑[𝑓𝐻,𝑙𝑖𝑞
𝑠𝑎𝑡 (�̂�𝑑𝑇𝑉+1, �̂�𝑑𝑃𝑉+1)(1 − 𝜃(1,V))𝜌𝑑𝑇𝑉,𝑑𝑃𝑉

(1,V)
]

𝑑𝑇𝑉𝑑𝑃𝑉

 

     + ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇𝑉+1, �̂�𝑑𝑃𝑉+1)]𝑑𝑇𝑉𝑑𝑃𝑉

𝜃(1,V)𝜌𝑑𝑇𝑉,𝑑𝑃𝑉

(1,V)    Eq. 4.165    

    𝜌𝑑𝑃𝑉

(1,V)
≤ 𝑦𝑑𝑃𝑉

(1,V)     Eq. 4.166 

    𝜌𝑑𝑃𝑉

(1,V)
≤ 𝑧𝑑𝑇𝑉

(1,V)     Eq. 4.167 

    𝜌𝑑𝑃𝑉

(1,V)
≥ 𝑦𝑑𝑃𝑉

(1,V)
+ 𝑧𝑑𝑇𝑉

(1,V)
− 1   Eq. 4.168 

 

 Ethylene Loop: 

(2,1)   𝐻(2,1) ≥ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇1

, �̂�𝑑𝑃1
)]𝜌𝑑𝑇1,𝑑𝑃1

(2,1)
𝑑𝑇1𝑑𝑃1

 Eq. 4.169 

   𝐻(2,1) ≤ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇1+1, �̂�𝑑𝑃1+1)]𝜌𝑑𝑇1,𝑑𝑃1

(2,1)
𝑑𝑇1𝑑𝑃1

 Eq. 4.170 
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    𝜌𝑑𝑃1

(2,1)
≤ 𝑦𝑑𝑃1

(2,1)     Eq. 4.171 

    𝜌𝑑𝑃1

(2,1)
≤ 𝑧𝑑𝑇1

(2,1)     Eq. 4.172 

    𝜌𝑑𝑃1

(2,1)
≥ 𝑦𝑑𝑃1

(2,1)
+ 𝑧𝑑𝑇1

(2,1)
− 1   Eq. 4.173 

 

(2,2)   𝐻(2,2) ≥ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝(�̂�𝑑𝑇2
, �̂�𝑑𝑃2

)]𝜌𝑑𝑇2,𝑑𝑃2

(2,2)
𝑑𝑇2𝑑𝑃2

 Eq. 4.174 

   𝐻(2,2) ≤ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝(�̂�𝑑𝑇2+1, �̂�𝑑𝑃2+1)]𝜌𝑑𝑇2,𝑑𝑃2

(2,2)
𝑑𝑇2𝑑𝑃2

  Eq. 4.175 

    𝜌𝑑𝑃2

(2,2)
≤ 𝑦𝑑𝑃2

(2,2)     Eq. 4.176 

    𝜌𝑑𝑃2

(2,2)
≤ 𝑧𝑑𝑇2

(2,2)     Eq. 4.177 

    𝜌𝑑𝑃2

(2,2)
≥ 𝑦𝑑𝑃2

(2,2)
+ 𝑧𝑑𝑇2

(2,2)
− 1   Eq. 4.178 

 

(2,2P)  𝐻(2,2P) ≥ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇2𝑃

, �̂�𝑑𝑃2
)]𝜌𝑑𝑇2𝑃,𝑑𝑃2

(2,2P)
𝑑𝑇2𝑃𝑑𝑃2𝑃

 Eq. 4.179 

  𝐻(2,2P) ≤ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇2𝑃+1, �̂�𝑑𝑃2+1)]𝜌𝑑𝑇2𝑃,𝑑𝑃2

(2,2P)
𝑑𝑇2𝑃𝑑𝑃2

 Eq. 4.180 

    𝜌𝑑𝑃2

(2,2P)
≤ 𝑦𝑑𝑃2

(2,2)    Eq. 4.181 

    𝜌𝑑𝑃2

(2,2P)
≤ 𝑧𝑑𝑇2𝑃

(2,2P)    Eq. 4.182 

    𝜌𝑑𝑃2

(2,2P)
≥ 𝑦𝑑𝑃2

(2,2)
+ 𝑧𝑑𝑇2𝑃

(2,2P)
− 1   Eq. 4.183 

 

(2,3)    𝐻(2,3) ≥ ∑ ∑ [𝑓𝐻,𝑙𝑖𝑞
𝑠𝑎𝑡 (�̂�𝑑𝑇3

, �̂�𝑑𝑃3
)]𝜌𝑑𝑇3,𝑑𝑃3

(2,3)
𝑑𝑇3𝑑𝑃3

 Eq. 4.184 

   𝐻(2,3) ≤ ∑ ∑ [𝑓𝐻,𝑙𝑖𝑞
𝑠𝑎𝑡 (�̂�𝑑𝑇3+1, �̂�𝑑𝑃3+1)]𝜌𝑑𝑇3,𝑑𝑃3

(2,3)
𝑑𝑇3𝑑𝑃3

 Eq. 4.185 

    𝜌𝑑𝑃3

(2,3)
≤ 𝑦𝑑𝑃3

(2,3)     Eq. 4.186 

    𝜌𝑑𝑃3

(2,3)
≤ 𝑧𝑑𝑇3

(2,3)     Eq. 4.187 

    𝜌𝑑𝑃3

(2,3)
≥ 𝑦𝑑𝑃3

(2,3)
+ 𝑧𝑑𝑇3

(2,3)
− 1   Eq. 4.188 

 

(2,v)  𝐻(2,V) ≥ ∑ ∑ [𝑓𝐻,𝑙𝑖𝑞
𝑠𝑎𝑡 (�̂�𝑑𝑇𝑉

, �̂�𝑑𝑃𝑉
)(1 − 𝜃(2,V))𝜌𝑑𝑇𝑉,𝑑𝑃𝑉

(2,V)
]𝑑𝑇𝑉𝑑𝑃𝑉
 

 + ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇𝑉

, �̂�𝑑𝑃𝑉
)]𝑑𝑇𝑉𝑑𝑃𝑉

𝜃(2,V)𝜌𝑑𝑇𝑉,𝑑𝑃𝑉

(2,V)          Eq. 4.189 
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𝐻(2,V) ≤ ∑ ∑[𝑓𝐻,𝑙𝑖𝑞
𝑠𝑎𝑡 (�̂�𝑑𝑇𝑉+1, �̂�𝑑𝑃𝑉+1)(1 − 𝜃(2,V))𝜌𝑑𝑇𝑉,𝑑𝑃𝑉

(2,V)
]

𝑑𝑇𝑉𝑑𝑃𝑉

 

 + ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇𝑉+1, �̂�𝑑𝑃𝑉+1)]𝑑𝑇𝑉𝑑𝑃𝑉

𝜃(2,V)𝜌𝑑𝑇𝑉,𝑑𝑃𝑉

(2,V)    Eq. 4.190 

    𝜌𝑑𝑃𝑉

(2,V)
≤ 𝑦𝑑𝑃𝑉

(2,V)      Eq. 4.191 

    𝜌𝑑𝑃𝑉

(2,V)
≤ 𝑧𝑑𝑇𝑉

(2,V)      Eq. 4.192 

    𝜌𝑑𝑃𝑉

(2,V)
≥ 𝑦𝑑𝑃𝑉

(2,V)
+ 𝑧𝑑𝑇𝑉

(2,V)
− 1    Eq. 4.193 

 

 Methane Loop: 

(3,1)   𝐻(3,1) ≥ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇1

, �̂�𝑑𝑃1
)]𝜌𝑑𝑇1,𝑑𝑃1

(3,1)
𝑑𝑇1𝑑𝑃1

  Eq. 4.194 

   𝐻(3,1) ≤ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇1+1, �̂�𝑑𝑃1+1)]𝜌𝑑𝑇1,𝑑𝑃1

(3,1)
𝑑𝑇1𝑑𝑃1

  Eq. 4.195 

    𝜌𝑑𝑃1

(3,1)
≤ 𝑦𝑑𝑃1

(3,1)      Eq. 4.196 

    𝜌𝑑𝑃1

(3,1)
≤ 𝑧𝑑𝑇1

(3,1)       Eq. 4.197 

    𝜌𝑑𝑃1

(3,1)
≥ 𝑦𝑑𝑃1

(3,1)
+ 𝑧𝑑𝑇1

(3,1)
− 1    Eq. 4.198 

 

(3,2)   𝐻(3,2) ≥ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝(�̂�𝑑𝑇2
, �̂�𝑑𝑃2

)]𝜌𝑑𝑇2,𝑑𝑃2

(3,2)
𝑑𝑇2𝑑𝑃2

  Eq. 4.199 

   𝐻(3,2) ≤ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝(�̂�𝑑𝑇2+1, �̂�𝑑𝑃2+1)]𝜌𝑑𝑇2,𝑑𝑃2

(3,2)
𝑑𝑇2𝑑𝑃2

  Eq. 4.200 

    𝜌𝑑𝑃2

(3,2)
≤ 𝑦𝑑𝑃2

(3,2)     Eq. 4.201 

    𝜌𝑑𝑃2

(3,2)
≤ 𝑧𝑑𝑇2

(3,2)     Eq. 4.202 

    𝜌𝑑𝑃2

(3,2)
≥ 𝑦𝑑𝑃2

(3,2)
+ 𝑧𝑑𝑇2

(3,2)
− 1   Eq. 4.203 

 

(3,3)   𝐻(3,3) ≥ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝(�̂�𝑑𝑇3
, �̂�𝑑𝑃3

)]𝜌𝑑𝑇3,𝑑𝑃3

(3,3)
𝑑𝑇3𝑑𝑃3

 Eq. 4.204 

   𝐻(3,3) ≤ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝(�̂�𝑑𝑇3+1, �̂�𝑑𝑃3+1)]𝜌𝑑𝑇3,𝑑𝑃3

(3,3)
𝑑𝑇3𝑑𝑃3

 Eq. 4.205 

    𝜌𝑑𝑃3

(3,3)
≤ 𝑦𝑑𝑃3

(3,3)     Eq. 4.206 

    𝜌𝑑𝑃3

(3,3)
≤ 𝑧𝑑𝑇3

(3,3)     Eq. 4.207 

    𝜌𝑑𝑃3

(3,3)
≥ 𝑦𝑑𝑃3

(3,3)
+ 𝑧𝑑𝑇3

(3,3)
− 1   Eq. 4.208 
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(3,3P)  𝐻(3,3P) ≥ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇3𝑃

, �̂�𝑑𝑃3
)]𝜌𝑑𝑇3𝑃,𝑑𝑃3

(3,3P)
𝑑𝑇2𝑃𝑑𝑃2𝑃

 Eq. 4.209 

  𝐻(3,3P) ≤ ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇3𝑃+1, �̂�𝑑𝑃3+1)]𝜌𝑑𝑇3𝑃,𝑑𝑃3

(3,3P)
𝑑𝑇3𝑃𝑑𝑃3

 Eq. 4.210 

    𝜌𝑑𝑃3

(3,3P)
≤ 𝑦𝑑𝑃3

(3,3)    Eq. 4.211 

    𝜌𝑑𝑃3

(3,3P)
≤ 𝑧𝑑𝑇3𝑃

(3,3P)    Eq. 4.212 

    𝜌𝑑𝑃3

(3,3P)
≥ 𝑦𝑑𝑃3

(3,3)
+ 𝑧𝑑𝑇3𝑃

(3,3P)
− 1   Eq. 4.213 

 

 (3,4)    𝐻(3,4) ≥ ∑ ∑ [𝑓𝐻,𝑙𝑖𝑞
𝑠𝑎𝑡 (�̂�𝑑𝑇4

, �̂�𝑑𝑃4
)]𝜌𝑑𝑇4,𝑑𝑃4

(3,4)
𝑑𝑇4𝑑𝑃4

 Eq. 4.214 

   𝐻(3,4) ≤ ∑ ∑ [𝑓𝐻,𝑙𝑖𝑞
𝑠𝑎𝑡 (�̂�𝑑𝑇4+1, �̂�𝑑𝑃4+1)]𝜌𝑑𝑇4,𝑑𝑃4

(3,4)
𝑑𝑇4𝑑𝑃4

 Eq. 4.215 

    𝜌𝑑𝑃4

(3,4)
≤ 𝑦𝑑𝑃4

(3,4)     Eq. 4.216 

    𝜌𝑑𝑃4

(3,4)
≤ 𝑧𝑑𝑇4

(3,4)     Eq. 4.217 

    𝜌𝑑𝑃4

(3,4)
≥ 𝑦𝑑𝑃4

(3,4)
+ 𝑧𝑑𝑇4

(3,4)
− 1   Eq. 4.218 

 

(3,v)  𝐻(3,V) ≥ ∑ ∑ [𝑓𝐻,𝑙𝑖𝑞
𝑠𝑎𝑡 (�̂�𝑑𝑇𝑉

, �̂�𝑑𝑃𝑉
)(1 − 𝜃(3,V))𝜌𝑑𝑇𝑉,𝑑𝑃𝑉

(3,V)
]𝑑𝑇𝑉𝑑𝑃𝑉
     

 + ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇𝑉

, �̂�𝑑𝑃𝑉
)]𝑑𝑇𝑉𝑑𝑃𝑉

𝜃(3,V)𝜌𝑑𝑇𝑉,𝑑𝑃𝑉

(3,V)     Eq. 4.219 

 

𝐻(3,V) ≤ ∑ ∑[𝑓𝐻,𝑙𝑖𝑞
𝑠𝑎𝑡 (�̂�𝑑𝑇𝑉+1, �̂�𝑑𝑃𝑉+1)(1 − 𝜃(3,V))𝜌𝑑𝑇𝑉,𝑑𝑃𝑉

(3,V)
]

𝑑𝑇𝑉𝑑𝑃𝑉

 

 + ∑ ∑ [𝑓𝐻,𝑣𝑎𝑝
𝑠𝑎𝑡 (�̂�𝑑𝑇𝑉+1, �̂�𝑑𝑃𝑉+1)]𝑑𝑇𝑉𝑑𝑃𝑉

𝜃(3,V)𝜌𝑑𝑇𝑉,𝑑𝑃𝑉

(3,V)    Eq. 4.220 

    𝜌𝑑𝑃𝑉

(3,V)
≤ 𝑦𝑑𝑃𝑉

(3,V)     Eq. 4.221 

    𝜌𝑑𝑃𝑉

(3,V)
≤ 𝑧𝑑𝑇𝑉

(3,V)     Eq. 4.222 

    𝜌𝑑𝑃𝑉

(3,V)
≥ 𝑦𝑑𝑃𝑉

(3,V)
+ 𝑧𝑑𝑇𝑉

(3,V)
− 1   Eq. 4.223 

 

 When the phases are already declared  𝜃∗ is a parameter, that is 

𝜃∗ = 1 𝑜𝑟 𝜃∗ = 0. If a fluid is a mixture of liquid and vapor, 0< 𝜃∗<1 

 The heat of vaporization equations need to be linearized 

because it contains 3 variables. The linearization method is similar to the linearization 

of flow rate. 
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   𝜃𝑑𝐹𝑘

𝑘,𝑉 = 𝜃𝑚𝑖𝑛
𝑘,𝑉 +  

𝑜𝑟𝑑(𝑑𝜃𝑘)−1

𝑐𝑎𝑟𝑑(𝑑𝜃𝑘)−1
[𝜃𝑚𝑎𝑥

𝑘,𝑉 − 𝜃𝑚𝑖𝑛
𝑘,𝑉 ]    

    𝜃𝑘,𝑉 ≥ ∑ 𝜃𝑑𝜃𝑘

𝑘,𝑉
𝑑𝜃𝑘

𝑦𝜃𝑑𝜃𝑘

𝑘,𝑉    Eq. 4.224 

    𝜃𝑘,𝑉 ≤ ∑ 𝜃𝑑𝜃𝑘+1
𝑘,𝑉

𝑑𝜃𝑘
𝑦𝜃𝑑𝜃𝑘

𝑘,𝑉     Eq. 4.225 

Where     

     ∑ 𝑦𝜃𝑑𝜃𝑘

𝑘,𝑉 = 1𝑑𝜃𝑘
     Eq. 4.226 

 

 Then the non-linear equations are substituted by the set of 

linear equations as follows: 

 

    𝑂𝑘 =  (1 − 𝜃𝑘,𝑉)𝑅𝑘,𝐻𝑉    Eq. 4.227 

 

where 𝑅𝑘,𝐻𝑉 =  𝐹𝑘 𝑥 𝐻𝑉,𝐶𝑛         

 Instead of using the product of (1 − 𝜃𝑘,𝑉)𝑅𝑘,𝐻𝑉  to calculate  

𝑂𝑘 , a linear estimator of 𝑂𝑘 is introduced as follows: 

 

    𝑂𝑘 ≥ ∑ 𝜃𝑑𝜃𝑘

𝑘,𝑉 𝛾𝜃𝑑𝜃𝑘

𝑘,𝑉
𝑑𝜃𝑘

   Eq. 4.228 

    𝑂𝑘 ≤ ∑ 𝜃𝑑𝜃𝑘+1
𝑘,𝑉 𝛾𝜃𝑑𝜃𝑘

𝑘,𝑉
𝑑𝜃𝑘

   Eq. 4.229 

    𝛾𝜃𝑑𝜃𝑘

𝑘,𝑉 − Γ𝑦𝜃𝑑𝜃𝑘

𝑘,𝑉 ≤ 0    Eq. 4.230 

    𝛾𝜃𝑑𝜃𝑘

𝑘,𝑉  ≥ 0     Eq. 4.231 

    [𝑅𝑘,𝐻𝑉 − 𝛾𝜃𝑑𝜃𝑘

𝑘,𝑉 ] − Γ[1 − 𝑦𝜃𝑑𝜃𝑘

𝑘,𝑉 ] ≤ 0 Eq. 4.232 

    [𝑅𝑘,𝐻𝑉 − 𝛾𝜃𝑑𝜃𝑘

𝑘,𝑉 ] ≥ 0    Eq. 4.233 

 

 Since entropy is a function of temperature and pressure, it can 

be linearized as follows: 

 

    𝑆∗ =  𝑓𝑆(𝑃∗, 𝑇∗),    

 

Where  ∗ 𝑖𝑠 𝑟𝑒𝑝𝑙𝑎𝑐𝑒𝑑 𝑓𝑜𝑟 𝑎𝑛𝑦 (𝑘, 1), (𝑘, 2), 𝑒𝑡𝑐. 
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   �̂�𝑑𝑆𝑓
= �̂�𝑚𝑖𝑛 +  

𝑜𝑟𝑑(𝑑𝑆𝑘)−1

𝑐𝑎𝑟𝑑(𝑑𝑆𝑘)−1
[�̂�𝑚𝑎𝑥 − �̂�𝑚𝑖𝑛]   

   𝑆∗ ≥ ∑ ∑ [𝑓𝑆 (�̂�𝑑𝑇𝑟
, �̂�𝑑𝑃𝑗

) 𝜌𝑑𝑇𝑟,𝑑𝑃𝑗

∗ ]𝑑𝑇𝑟𝑑𝑃𝑗
   Eq. 4.234 

   𝑆∗ ≤ ∑ ∑ [𝑓𝑆 (�̂�𝑑𝑇𝑟+1, �̂�𝑑𝑃𝑗+1) 𝜌𝑑𝑇𝑟,𝑑𝑃𝑗

∗ ]𝑑𝑇𝑟𝑑𝑃𝑗
  Eq. 4.235 

Where    𝜌𝑑𝑇𝑟,𝑑𝑃𝑗

∗ = 𝑦𝑑𝑃𝑗

∗  𝑧𝑑𝑇𝑟

∗     Eq. 4.236 

    ∑ 𝜌𝑑𝑇𝑟,𝑑𝑃𝑗

∗
𝑑𝑆𝑓

= 1    Eq. 4.237 

 

 In this case, consider the conditions of temperature and 

pressure such that 𝜃∗ = 1. The extended of enthalpy at each stream of each refrigerant 

cycle is represented as follows: 

 

 Propane Loop: 

(1,1)   𝑆(1,1) ≥ ∑ ∑ [𝑓𝑆(�̂�𝑑𝑇1
, �̂�𝑑𝑃1

)𝜌𝑑𝑇1,𝑑𝑃1

(1,1)
]𝑑𝑇1𝑑𝑃1
   Eq. 4.238 

   𝑆(1,1) ≤ ∑ ∑ [𝑓𝑆(�̂�𝑑𝑇1+1, �̂�𝑑𝑃1+1)𝜌𝑑𝑇1,𝑑𝑃1

(1,1)
]𝑑𝑇1𝑑𝑃1
  Eq. 4.239 

    𝜌𝑑𝑃1

(1,1)
≤ 𝑦𝑑𝑃1

(1,1)      Eq. 4.240 

    𝜌𝑑𝑃1

(1,1)
≤ 𝑧𝑑𝑇1

(1,1)     Eq. 4.241 

    𝜌𝑑𝑃1

(1,1)
≥ 𝑦𝑑𝑃1

(1,1)
+ 𝑧𝑑𝑇1

(1,1)
− 1   Eq. 4.242 

 
(1,2)   𝑆(1,2) ≥ ∑ ∑ [𝑓𝑆(�̂�𝑑𝑇2

, �̂�𝑑𝑃2
)𝜌𝑑𝑇2,𝑑𝑃2

(1,2)
𝑑𝑇2

]𝑑𝑃2
  Eq. 4.243 

   𝑆(1,2) ≤ ∑ ∑ [𝑓𝑆(�̂�𝑑𝑇2+1, �̂�𝑑𝑃2+1)𝜌𝑑𝑇2,𝑑𝑃2

(1,2)
]𝑑𝑇2𝑑𝑃2
 Eq. 4.244 

    𝜌𝑑𝑃2

(1,2)
≤ 𝑦𝑑𝑃2

(1,2)     Eq. 4.245 

    𝜌𝑑𝑃2

(1,2)
≤ 𝑧𝑑𝑇2

(1,2)     Eq. 4.246 

    𝜌𝑑𝑃2

(1,2)
≥ 𝑦𝑑𝑃2

(1,2)
+ 𝑧𝑑𝑇2

(1,2)
− 1   Eq. 4.247 

 

 Ethylene Loop: 

(2,1)   𝑆(2,1) ≥ ∑ ∑ [𝑓𝑆(�̂�𝑑𝑇1
, �̂�𝑑𝑃1

)𝜌𝑑𝑇1,𝑑𝑃1

(2,1)
𝑑𝑇1

]𝑑𝑃1
  Eq. 4.248 

   𝑆(2,1) ≤ ∑ ∑ [𝑓𝑆(�̂�𝑑𝑇1+1, �̂�𝑑𝑃1+1)𝜌𝑑𝑇1,𝑑𝑃1

(2,1)
]𝑑𝑇1𝑑𝑃1
 Eq. 4.249 

    𝜌𝑑𝑃1

(2,1)
≤ 𝑦𝑑𝑃1

(2,1)     Eq. 4.250 
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    𝜌𝑑𝑃1

(2,1)
≤ 𝑧𝑑𝑇1

(2,1)     Eq. 4.251 

    𝜌𝑑𝑃1

(2,1)
≥ 𝑦𝑑𝑃1

(2,1)
+ 𝑧𝑑𝑇1

(2,1)
− 1   Eq. 4.252 

 
(2,2)   𝑆(2,2) ≥ ∑ ∑ [𝑓𝑆(�̂�𝑑𝑇2

, �̂�𝑑𝑃2
)𝜌𝑑𝑇2,𝑑𝑃2

(2,2)
𝑑𝑇2

]𝑑𝑃2
  Eq. 4.253 

   𝑆(2,2) ≤ ∑ ∑ [𝑓𝑆(�̂�𝑑𝑇2+1, �̂�𝑑𝑃2+1)𝜌𝑑𝑇2,𝑑𝑃2

(2,2)
]𝑑𝑇2𝑑𝑃2
 Eq. 4.254 

    𝜌𝑑𝑃2

(2,2)
≤ 𝑦𝑑𝑃2

(2,2)     Eq. 4.255 

    𝜌𝑑𝑃2

(2,2)
≤ 𝑧𝑑𝑇2

(2,2)     Eq. 4.256 

    𝜌𝑑𝑃2

(2,2)
≥ 𝑦𝑑𝑃2

(2,2)
+ 𝑧𝑑𝑇2

(2,2)
− 1   Eq. 4.257 

 
 Methane Loop: 

(3,1)   𝑆(3,1) ≥ ∑ ∑ [𝑓𝑆(�̂�𝑑𝑇1
, �̂�𝑑𝑃1

)𝜌𝑑𝑇1,𝑑𝑃1

(3,1)
]𝑑𝑇1𝑑𝑃1
  Eq. 4.258 

   𝑆(3,1) ≤ ∑ ∑ [𝑓𝑆(�̂�𝑑𝑇1+1, �̂�𝑑𝑃1+1)𝜌𝑑𝑇1,𝑑𝑃1

(3,1)
𝑑𝑇1

]𝑑𝑃1
 Eq. 4.259 

    𝜌𝑑𝑃1

(3,1)
≤ 𝑦𝑑𝑃1

(3,1)     Eq. 4.260 

    𝜌𝑑𝑃1

(3,1)
≤ 𝑧𝑑𝑇1

(3,1)     Eq. 4.261 

    𝜌𝑑𝑃1

(3,1)
≥ 𝑦𝑑𝑃1

(3,1)
+ 𝑧𝑑𝑇1

(3,1)
− 1   Eq. 4.262 

 
(3,2)   𝑆(3,2) ≥ ∑ ∑ [𝑓𝑆(�̂�𝑑𝑇2

, �̂�𝑑𝑃2
)𝜌𝑑𝑇2,𝑑𝑃2

(3,2)
𝑑𝑇2

]𝑑𝑃2
  Eq. 4.263 

   𝑆(3,2) ≤ ∑ ∑ [𝑓𝑆(�̂�𝑑𝑇2+1, �̂�𝑑𝑃2+1)𝜌𝑑𝑇2,𝑑𝑃2

(3,2)
]𝑑𝑇2𝑑𝑃2
 Eq. 4.264 

    𝜌𝑑𝑃2

(3,1)
≤ 𝑦𝑑𝑃2

(3,1)     Eq. 4.265 

    𝜌𝑑𝑃2

(3,1)
≤ 𝑧𝑑𝑇2

(3,1)     Eq. 4.266 

    𝜌𝑑𝑃2

(3,1)
≥ 𝑦𝑑𝑃2

(3,1)
+ 𝑧𝑑𝑇2

(3,1)
− 1   Eq. 4.267 

 

4.2.4.4  Compressor Equations 

 The lower bound model is obtained after linearization by 

partitioning method of the upper bound equations are changed into linear upper bound 

model as follows. 

 

    𝑊𝑘 =  𝑅𝑘,2 − 𝑅𝑘,1  k=1,2,3       Eq. 4.268 
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 In this work, we can divide the equation for optimization the 

objective function with each part of equipment 

 

 𝑊𝑘 =  𝐹𝑘[𝐻𝑘,2 − 𝐻𝑘,1] k=1,2,3 Eq. 4.1 

 

 In turn, entropy and enthalpy are calculated by a set of equation 

(Peng-Robinson, SRK, etc.) represented by ( 𝑓𝑆
𝑘(𝑃𝑘,𝑖 , 𝑇𝑘,𝑖, 𝜃𝑘),  𝑓𝐻

𝑘(𝑃𝑘,𝑖, 𝑇𝑘,𝑖, 𝜃𝑘)), 

where 𝜃𝑘 is the quality (𝜃𝑘=1 for vapor/gas, 𝜃𝑘=0 for pure liquid and 0 < 𝜃𝑘 < 1 for 

mixture of liquid and vapor. Then we write: 

 

   𝑆𝑘,1     =   𝑓𝑆
𝑘(𝑃𝑘, 𝑇𝑘, 𝜃𝑘)  k=1,2,3 Eq. 4.2 

   𝐻𝑘,1    =   𝑓𝐻
𝑘(𝑃𝑘, 𝑇𝑘, 𝜃𝑘)  k=1,2,3 Eq. 4.3 

  𝑆𝑘,2     =   𝑓𝑆
𝑘(𝑃𝑘,2, 𝑇𝑖𝑑𝑒𝑎𝑙

𝑘,2 , 𝜃𝑘,2) k=1,2,3 Eq. 4.4 

  𝐻𝑘,2    =   𝑓𝐻
𝑘(𝑃𝑘,2, 𝑇𝑘,2, 𝜃𝑘,2)  k=1,2,3 Eq. 4.5 

 

 Isentropic compression is the compression in a compressor 

with 80% efficiency of compressor. Thus, 

 

    𝑆𝑖𝑑𝑒𝑎𝑙
𝑘,2 = 𝑆𝑘,1   k=1,2,3        Eq. 4.7 

 

 Then, ideal enthalpy is used to find non-ideal enthalpy in non-

isentropic compression process. 

 

[𝐻𝑖𝑑𝑒𝑎𝑙
𝑘,2 − 𝐻𝑘,1] = 𝜂𝑘[𝐻𝑘,2 − 𝐻𝑘,1]  k=1,2,3 Eq. 4.8 

 

4.2.4.5  Cooler Equations 

 The energy balance equations around a cooler are: 

 

    𝑄1 =  𝑅1,3 − 𝑅1,2      Eq. 4.269 

    𝑄1 =  𝑅1,2 − 𝑅1,2𝑃 − 𝑅1,𝐻𝐶   Eq. 4.270 

where     𝐻1,3 =   𝑓𝐻
𝑘,𝑣(𝑃1,3, 𝑇1,3, 𝜃1,3)         Eq. 4.11 
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    𝐻𝐶,𝐶3 =   𝑓𝐻
1,3(𝑃1,3, 𝑇1,3, 𝜃1,3)  Eq. 4.12 

    𝐻1,2𝑃 =   𝑓𝐻
1,2𝑃(𝑃1,2, 𝑇1,2𝑃, 𝜃1,2)  Eq. 4.13 

    𝑇1,3 = 𝑇1,2𝑃      Eq. 4.15 

    𝑃1,3 =  𝑃1,2     Eq. 4.16 

 

4.2.4.6  Valve Equations 

 Valves are the equipment used for cooling the temperature of 

refrigerant and the energy balance equations are represented as follows: 

 

    𝐻1,𝑣 =  𝐻1,3     Eq. 4.17 

    𝐻1,𝑣 =   𝑓𝐻
1(𝑃1,𝑣, 𝑇1,𝑣, 𝜃1,𝑣)   Eq. 4.18 

    𝐻2,𝑣 =  𝐻2,3     Eq. 4.19 

    𝐻2,𝑣 =   𝑓𝐻
2(𝑃2,𝑣, 𝑇2,𝑣, 𝜃2,𝑣)   Eq. 4.20 

    𝐻3,𝑣 =  𝐻3,4     Eq. 4.21 

    𝐻3,𝑣 =   𝑓𝐻
3(𝑃3,𝑣, 𝑇3,𝑣, 𝜃3,𝑣)   Eq. 4.22 

 

4.2.4.7  Box Equations 

 Boxes or evaporators of each stage in the refrigeration cycle 

are used for transferring the heat between natural gas and refrigerant that can be 

calculated as follows: 

At stage k = 1 

    𝑄𝐵1,1 =  𝑅1,1 − 𝑅1,𝑣    Eq. 4.271 

    𝑄𝐵1,1 =  𝑂1     Eq. 4.272 

    𝑄𝐵1,2 =  𝑅2,2 − 𝑅2,3    Eq. 4.273 

    𝑄𝐵1,2 =  𝑅2,2 − 𝑅2,2𝑃 − 𝑅2,𝐻𝐶  Eq. 4.274 

    𝑄𝐵1,3 =  𝑅3,2 − 𝑅3,3    Eq. 4.275 

    𝑄𝐵1,𝐶3 =  𝑄𝐵1,𝐶2 + 𝑄𝐵1,𝐶1 +  𝑄𝐵1,𝑁𝐺   Eq. 4.28 

    𝐻2,2𝑃 =   𝑓𝐻
2,2𝑃(𝑃2,2, 𝑇2,2𝑃, 𝜃2,2)     Eq. 4.29 

    𝐻2,3 =   𝑓𝐻
2,3(𝑃2,3, 𝑇2,3, 𝜃2,3)      Eq. 4.30 

    𝐻3,3 =   𝑓𝐻
3,3(𝑃3,3, 𝑇3,3, 𝜃3,3)     Eq. 4.31 

    𝐻𝐶,𝐶2 =   𝑓𝐻
𝐶,𝐶2(𝑃2,2)      Eq. 4.32 
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    𝐻𝑉,𝐶3 =   𝑓𝐻
𝑉,𝐶3(𝑃1,𝑉)      Eq. 4.33 

    𝑇1,1 =  𝑇1,𝑉         Eq. 4.34 

    𝑇2,2𝑃 =  𝑇1,3         Eq. 4.35 

    𝑃1,1 =  𝑃1,𝑉         Eq. 4.36 

    𝑃2,2 =  𝑃2,3        Eq. 4.37 

    𝑃3,2  = 𝑃3,3       Eq. 4.38 

 

At stage k = 2 

    𝑄𝐵2,2 =  𝑅2,1 − 𝑅2,𝑣    Eq. 4.276 

    𝑄𝐵2,2 =  𝑂2     Eq. 4.277 

    𝑄𝐵2,3 =  𝑅3,3 − 𝑅3,4    Eq. 4.278 

    𝑄𝐵2,3 =  𝑅3,3 − 𝑅3,3𝑃 − 𝑅3,𝐻𝐶]  Eq. 4.279 

    𝑄𝐵2,2 =  𝑄𝐵2,3 + 𝑄𝐵2,𝑁𝐺     Eq. 4.43 

    𝐻3,3𝑃 =   𝑓𝐻
3,3𝑃(𝑃3,3, 𝑇3,3𝑃, 𝜃3,3)    Eq. 4.44 

    𝐻3,4 =   𝑓𝐻
3,4(𝑃3,4, 𝑇3,4, 𝜃3,4)     Eq. 4.45 

    𝐻𝑉,𝐶2 =   𝑓𝐻
𝑉,𝐶2(𝑃2,𝑉)      Eq. 4.46 

    𝐻𝐶,𝐶1 =   𝑓𝐻
𝐶,𝐶1(𝑃3,3)      Eq. 4.47 

    𝑇2,1 =  𝑇2,𝑉        Eq. 4.48 

    𝑇3,3𝑃 =  𝑇3,4        Eq. 4.49 

    𝑃2,1 =  𝑃2,𝑉          Eq. 4.50 

    𝑃2,1 =  𝑃3,4         Eq. 4.51 

 

At stage k = 3 

    𝑄𝐵3,3 =  𝑅3,1 − 𝑅3,𝑣    Eq. 4.280 

    𝑄𝐵3,3 =  𝑂3     Eq. 4.281 

                      𝑄𝐵3,3 = 𝑄𝐵3,𝑁𝐺      Eq. 4.54 

    𝐻𝑉,𝐶1 =   𝑓𝐻
𝑉,𝐶1(𝑃3,𝑉)      Eq. 4.55 

    𝑇3,1 =  𝑇3,𝑉        Eq. 4.56 

    𝑃3,1 =  𝑃3,𝑉         Eq. 4.57 
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 Mixed integer linear programming (MIP) is used as a method 

for solve the lower bound model. The result from the lower bound model is used to 

evaluate the reliability of the upper bound model. The difference of the objective 

function between upper bound and lower bound models should be less than 1% to 

affirm that upper solution is a global optimum solution. 

 

4.2.5  Variable Model 

Some equations are added to upper bound and lower bound model 

when fixed parameters become variables.  

 

 𝐻𝑘,𝑁𝐺    =   𝑓𝐻
𝑘(𝑃𝑘, 𝑇𝑘, 𝜃𝑘, 𝐶𝑁) k=1,2,3,4  Eq. 4.282 

   𝑄𝐵𝑘,𝑁𝐺 =  𝐹𝑁𝐺[𝐻𝑘,𝑁𝐺 − 𝐻𝑘−1,𝑁𝐺] k=1,2,3,4  Eq. 4.283 

𝑇𝑘+1,𝑁𝐺 =  𝑇𝑘,1 + ∆𝑇𝑚𝑖𝑛   k=1,2,3,4  Eq. 4.284 

 

𝑄𝐵𝑘,𝑁𝐺 is considered as variable depending on enthalpy of natural gas 

in each stage. 𝐶𝑁 is a component of LNG which are defined as follows. 

 

Table 4.1  Natural gas composition for base case model 

 

Component 
Natural Gas Component 

of base case model (mole %) 

Range* 

 (mole %) 

Methane 90.460 87.0 - 97.0 
Ethane 5.710 1.5 - 9.0 

Propane 0.524 0.1 - 1.5 
iso - Butane 0.103 0.01 - 0.3 

normal - Butane 0.103 0.01 - 0.3 
iso - Pentane 0.040 trace - 0.04 

normal - Pentane 0.040 trace - 0.04 
Hexanes plus 0.050 trace - 0.06 

Nitrogen 1.660 0.2 - 5.5 
Carbon Dioxide 1.310 0.05 - 1.5 

Oxygen 0.000 trace - 0.1 
Hydrogen 0.000 trace - 0.02 

Total 100.000  
 

*The range of each component refer from table 2.1. 
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 This composition is used in variables model which heat load on 

natural gas stream become variables.  

   

4.2.6  Cost Estimation 

In this thesis, the cost estimation is focused on major equipment and 

major operating cost of LNG process. The assumptions and equations are listed as 

follows. 

4.2.6.1  Total Annualizes cost 

  Total annualized cost (TAC) is an annualized value of total cost 

which are capital cost and operating cost.  

 

𝑇𝐴𝐶 = 𝐶𝐴𝑃𝐸𝑋 + 𝑂𝑃𝐸𝑋    Eq. 4.285 

  

 CAPEX is capital expenditure which can be calculated by 

CAPCOST method (Turton et al., 2009): 

 

log10 𝐶𝑃
0 = 𝐾1 + 𝐾2 log10(𝐴) + 𝐾3[log10(𝐴)]2   Eq. 4.286 

 

where 𝐶𝑃
0 is the equipment cost in USD, 𝐾𝑖  are constants of 

respective equipment, 𝐴 is a size parameter of the equipment. The size parameters 𝐾𝑖 

depend on the type of equipment. For example, the size parameter of a heat exchanger 

is the heat exchanger area in square meter whereas work input was the size parameter 

of a compressor. The values of constant 𝐾𝑖  of spiral wound heat exchangers and 

compressors are tabulated in Table 4.2. Since Equation 4.286 and all constants were 

the equipment cost based on the year 1969; hence, the Chemical engineering plant cost 

index (CEPCI) (Lozowski, 2018) was used to escalate the cost (Vatavul, 2002). The 

escalated equipment cost to current dollars in 2018 is calculated by: 

 

𝐶𝑝𝑟𝑒𝑠𝑒𝑛𝑡 = 𝐶𝑜𝑙𝑑
𝐼𝑝𝑟𝑒𝑠𝑒𝑛𝑡

𝐼𝑜𝑙𝑑
 = 𝐶𝑜𝑙𝑑

119

567.5
   Eq. 4.287 

 

where 𝐼 is the chemical engineering cost index. 
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Table 4.2  Ki values (Turton et al., 2009) 

 

Equipment K1 K2 K3 
Air Cooler 4.0336 0.2341 0.0497 

Spiral Wound 
Heat Exchanger 3.9912 0.0668 0.2430 

Compressor 2.2897 1.3604 -0.1027 
 

 OPEX is the operating expense which is calculated by the 

power consumption of the compressors. Electricity bill was referred from the 

Metropolitan Electricity Authority of Thailand which can be calculated as follows: 

 

𝑂𝑃𝐸𝑋 =  8760𝐶𝑒𝑙𝑒𝑐𝑡𝑊𝑘   Eq. 4.288 

 

where 𝑂𝑃𝐸𝑋 is the operating expense in 1 year, 𝐶𝑒𝑙𝑒𝑐𝑡 is an 

electricity bill in $/kW, and 𝑊𝑘 is work of compressor in kW/h. 
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CHAPTER V 

RESULTS AND DISCUSSION 

 

5.1 Regression 

 

Enthalpy and entropy functions in the model were generated by regression in 

Minitab 18. Enthalpy and entropy functions were set in quadratic form which is shown 

as follows. 

 

𝐻𝑘,𝑛 = 𝑎𝑃𝑘,𝑛 + 𝑏𝑇𝑘,𝑛 + 𝑐 + 𝑑(𝑃𝑘,𝑛)2 + 𝑒(𝑇𝑘,𝑛)2 + 𝑓𝑃𝑘,𝑛𝑇𝑘,𝑛 Eq. 5.1 

𝑆𝑘,𝑛 = 𝑎𝑃𝑘,𝑛 + 𝑏𝑇𝑘,𝑛 + 𝑐 + 𝑑(𝑃𝑘,𝑛)2 + 𝑒(𝑇𝑘,𝑛)2 + 𝑓𝑃𝑘,𝑛𝑇𝑘,𝑛 Eq. 5.2 

 

where a, b, c, d, e and f are constant. 

 

Heat of vaporization depends on one variable which is pressure. Linear form 

of heat of vaporization is shown as follows: 

 

𝐻𝑘,𝑛 = 𝑎𝑃𝑘,𝑛 + 𝑏    Eq. 5.3 

 

where a and b are constant. 

 

Enthalpy and entropy data were generated in PRO/II software by these 

assumptions. 

1. Peng-Robinson thermodynamic package was used in methane and propane 

while Lee-Kesler-Pocker thermodynamic package was used to obtain the 

properties of ethylene. Peng-Robinson EOS is appropriate for light alkane 

while Lee-Kesler-Pocker EOS was the suggested thermodynamic package 

for an ethylene tower (Razifar, 2006).  

2. Partitioning method cannot be used in negative enthalpy region. A value of 

680 was added to all enthalpy values to obtain a positive enthalpy 

throughout the entire operating range in this study. This number was 
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 obtained from the enthalpy of methane at 112.5 K and 0.11 MPa. 

The coefficients a, b, c, d, e, and f are defined in Appendix A. 

 

 
 

Figure 5.1  PRO/II and quadratic regression enthalpy of liquid propane. 

 

The quadratic equation offers a better solution when compared to the 

regression by a linear equation. Quadratic equations could decrease an error between 

raw data and the regressed data to be within 1%.  

 

 
 

Figure 5.2  PRO/II and linear regression of propane heat of vaporization. 
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Heat of vaporization is appropriate in linear form because it depends on one 

variable which is pressure. Other comparison between the values obtain from PRO/II 

and the regressed values are shown in appendix A. 

 

5.2  Base Case Model 

 

The base case model was constructed based on a fixed operating condition of 

the Conoco-Phillips liquefaction process presented in Chapter 4. The purpose of the 

base case model was to verify if the developed model was mathematically correct. The 

fixed parameters are listed below. 

1. Fixed heat transfer from natural gas to refrigerant. 

2. Fixed outlet temperature of all box heat exchangers. 

3. Fixed the valve outlet pressure. 

4. Fixed cooling water of the propane loop at 303 K. 

5. Fixed efficiency of a compressor at 80%. 

6. Fixed approach temperature of all heat exchagers at 7 Kelvin. 

The lower bound model was obtained by linearization of the upper bound 

model. All equations were listed in Chapter 4. To accomplish a global optimization, 

the partitioning approach from Faria et al. (2011) was applied. First the MILP lower 

bound model was solved by a given number of interval. The objective value of the 

lower bound model was kept as the first lower bound. CONOPT was the solver of the 

upper bound model. The solution of the lower bound model was used as initials in the 

NLP upper bound model to help finding a good solution. The objective value was kept 

as the first objective from the upper bound model. The gap between the upper and 

lower bound models was calculated. If the gap value was more than one percent 

difference, all procedure was repeated by increasing the number of intervals in the 

lower bound model. The procedure was then repeated until the gap between the two 

objectives was small enough (typically 1%). At this point the solution of the NLP 

upper bound was the answer of the problem and global optimum was reached. The 

solution of the NLP model was then validated by PRO/II by plugging in the result from 

GAMS into PRO/II and setting all equipment in the same order as those arranged in 

GAMS. 
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Table 5.1 shows the solution of the case study comparing with the converged 

values of the PRO/II run. The solutions from GAMS match well with those from 

PRO/II, giving the percentage error in an acceptable value of all variables.  

 

Table 5.1  Optimization result of the upper bound model obtained from GAMS 

 

Variable PRO/II GAMS %Error 

F1 [kg/h] 6881.224 6874.372 0.100 
F2 [kg/h] 1541.560 1549.164 0.493 
F3 [kg/h] 520.155 521.309 0.222 

P11 [MPa] 0.110 0.110 0.000 
P12 [MPa] 1.340 1.340 0.000 
P13 [MPa] 1.340 1.340 0.000 
P1V [MPa] 0.110 0.110 0.000 
P21 [MPa] 0.110 0.110 0.000 
P22 [MPa] 2.126 2.126 0.000 
P23 [MPa] 2.126 2.126 0.000 
P2V [MPa] 0.110 0.110 0.000 
P31 [MPa] 0.110 0.110 0.000 
P32 [MPa] 3.077 3.077 0.000 
P33 [MPa] 3.077 3.077 0.000 
P34 [MPa] 3.077 3.077 0.000 
P3V [MPa] 0.110 0.110 0.000 
W1 [kW] 282.126 282.075 0.018 
W2 [kW] 108.519 108.495 0.022 
W3 [kW] 51.879 51.876 0.006 

W total [kW] 442.524 442.446 0.018 
 

 
 

Figure 5.3  PRO/II simulation of ConocoPhillips LNG cascade process. 



 69 

Figure 5.3 shows the simulation of ConocoPhillips LNG cascade process in 

PRO/II. Fixed operating conditions from GAMS were set in this simulation. 

Compressor was operated at 80% efficiency. Flow rate of each refrigerant was 

obtained by a controller in PRO/II by setting the controller to find the flowrate that 

gave all vapor feeding to the compressor. The outlet pressure of all throttling valves 

was fixed at 0.11 MPa. 

 

Table 5.2  Optimization result of lower bound model 

 

Intervals 
Upper Bound 

Work (kW) 

Lower Bound 

Work (kW) 

Running 

Time (h) 

% 

Error 

50 442.446 416.019 0.020 5.973 
100 442.446 428.013 0.398 3.262 
150 442.446 433.167 2.246 2.097 
200 442.446 435.686 2.062 1.528 
250 442.446 436.920 10.384 1.249 
300 442.446 438.056 17.986 0.990 

 

Table 5.2 shows the total work input (objective function) to the system 

obtained from the lower bound model. The results show that increasing number of 

intervals can decrease the error between Upper Bound Model and Lower Bound 

Model. Moreover, running time also increased significantly. At 300 intervals, the error 

between upper bound model and lower bound model was 0.99% which is lower than 

1%, confirming the global optimum solution of the upper bound model.  

 

5.3  Variable Model 

 

After validating the base case model with PRO/II simulator, almost all of the 

fixed parameters in the base case model were changed to variables and the model was 

called a variable model. The only fixed parameters in the variables model are listed 

below: 

1. Fixed cooling water of the propane loop at 303 K. 

2. Fixed efficiency of a compressor at 80%. 

3. Fixed pressure of natural gas at 3.9 MPa 
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4. Fixed component of natural gas as in Table 4.1. 

5. The approach temperature of all box heat exchangers was set at 7 K or 

greater. 

The model was simulated in GAMS. Optimizer function in PRO/II was used 

to achieve the optimum solution and the solution was compared with GAMS solution. 

 

Table 5.3 Comparison of optimized result of the variable upper bound model and 

PRO/II with optimizer 

 

Variable LB UB 

Optimized 

solution from 

GAMS 

PRO/II 

with 

Optimizer 

% 

Difference 

F1 [kg/h] 1000 10000 6524.316 6557.107 0.503 
F2 [kg/h] 100 5000 1483.545 1492.024 0.572 
F3 [kg/h] 100 1000 479.850 485.685 1.216 

P11 [MPa] 0.11 5.10 0.110 0.110 0.372 
P12 [MPa] 0.11 5.10 1.310 1.310 0.000 
P13 [MPa] 0.11 5.10 1.310 1.310 0.000 
P1V [MPa] 0.11 5.10 0.110 0.110 0.372 
P21 [MPa] 0.11 5.10 0.110 0.110 0.013 
P22 [MPa] 0.11 5.10 2.060 2.060 0.000 
P23 [MPa] 0.11 5.10 2.060 2.060 0.000 
P2V [MPa] 0.11 5.10 0.110 0.110 0.013 
P31 [MPa] 0.11 5.10 0.110 0.110 0.000 
P32 [MPa] 0.11 5.10 3.069 3.070 0.033 
P33 [MPa] 0.11 5.10 3.069 3.070 0.033 
P34 [MPa] 0.11 5.10 3.069 3.070 0.033 
P3V [MPa] 0.11 5.10 0.110 0.110 0.000 
W1 [kW] 1 1000 266.319 265.876 0.166 
W2 [kW] 1 1000 103.862 103.582 0.270 
W3 [kW] 1 1000 47.989 48.393 0.842 

W tot [kW] 1 1000 418.169 417.851 0.076 
 

Table 5.3 shows the optimum result of the variable model. The minimum 

temperature approach of this model was 7 K or greater. GAMS result was compared 

with PRO/II simulation. Optimizer tool was applied in PRO/II to obtain the best 

solution using the same fixed parameters and approach temperature in GAMS. The 

result from GAMS and optimizer PRO/II simulation is resemble. The rest of variables 

are shown in comparison table which is in appendix B. Table 5.3 revealed that although 
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the upper and lower pressures of all loops were set as variables, the optimum solution 

obtained from GAMS gave the low pressure level of atmospheric pressure to all 

refrigeration loops. 

 

Table 5.4 Optimization result of variable lower bound model with the approach 

temperature of 7 K 

 

Intervals 
Upper Bound 

Work (kW) 

Lower Bound 

Work (kW) 

Running 

Time (h) 
% Error 

50 418.169 398.805 0.008 4.630 
100 418.169 400.897 0.127 4.130 
150 418.169 407.561 1.597 2.537 
200 418.169 415.414 6.068 0.659 

 

To confirm the global optimum solution, the lower bound model was 

performed with increasing number of interval as shown in Table 5.4. At 200 number 

of intervals, the objective function the lower bound result of 415.414 kW, given the 

%Error of less than 1% when compared to the objective function of the upper bound 

model. Hence, the global optimum of the upper bound model was confirmed. The 

variable model required more running time when compared to the fixed model. The 

extra running time came from the larger number of variables in the variable model.  

 

5.3.1  Case Study: Variation of Minimum Approach Temperature  

The variable model was simulated using various minimum approach 

temperatures of 3, 5, 7 and 9 K. These conditions were run in both GAMS and PRO/II 

for a comparison. When the minimum approach temperature was lower, less power 

was consumed in the compressors as tabulated in Table 5.5. The lowering of approach 

temperature led to decrease of compressor outlet pressure. When pressure was 

decreased, work consume was decreased. The results of the lower bound model at 

different number of intervals are shown in Tables 5.6 to 5.8 for the approach 

temperatures of 3, 5 and 9, respectively. The objective function of all lower bound 

models gave %Error of less than 1% as compared to its respective upper bound model; 

hence, the global optimum of the upper bound model was confirmed. Cases 3K and 
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5K used less number of intervals to be converged than the 7K and 9K cases. In terms 

of running time, case 7K can reach solution faster than other cases following by 5K, 

3K and 9K, respectively. The faster run time of the 5K and 7K cases probably causes 

by the operating conditions that were in the middle of the interested range. Whereas 

the 3K case was operated in a low pressure and temperature zone while the 9K case 

was operated in a high pressure and temperature zone. Optimizing the model at the 

regions close to the bounds of each variable may cause the run time to be longer.  

The low pressure level of atmospheric pressure was the optimum 

operating condition in the cases of 7K and 9K approach temperature for all 

refrigeration loops as seen in Table 5.5. In the cases of 3K and 5K approach 

temperatures, the low pressure level of all refrigeration loops was slightly higher than 

the atmospheric pressure. Low pressure level can be changed due to the increasing of 

maximum boiling when approach temperature is decreased. High pressure level of all 

loops tend to decrease when the approach temperature is decreased. Decreasing of 

approach temperature can reduce the upper pressure of the system which allow 

pressure and temperature to decrease. 

 

Table 5.5 Optimization result from the variable upper bound model using 3, 5, 7 and 

9 K minimum approach temperature 

 

Variable 3 Kelvin 5 Kelvin 7 Kelvin 9 Kelvin 

F1 [kg/h] 6252.178 6340.582 6524.316 6761.240 
F2 [kg/h] 1419.043 1471.722 1483.545 1546.116 
F3 [kg/h] 493.173 513.696 479.850 520.301 

P11 [MPa] 0.114 0.113 0.110 0.110 
P12 [MPa] 1.253 1.247 1.310 1.300 
P13 [MPa] 1.253 1.247 1.310 1.300 
P1V [MPa] 0.114 0.113 0.110 0.110 
P21 [MPa] 0.123 0.121 0.110 0.110 
P22 [MPa] 1.882 1.976 2.060 2.163 
P23 [MPa] 1.882 1.976 2.060 2.163 
P2V [MPa] 0.123 0.121 0.110 0.110 
P31 [MPa] 0.110 0.110 0.110 0.110 
P32 [MPa] 3.029 3.118 3.069 3.260 
P33 [MPa] 3.029 3.118 3.069 3.260 
P34 [MPa] 3.029 3.118 3.069 3.260 
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P3V [MPa] 0.110 0.110 0.110 0.110 
W1 [kW] 245.467 248.398 266.319 271.721 
W2 [kW] 88.833 96.738 103.862 110.483 
W3 [kW] 48.805 51.754 47.989 53.504 

W tot [kW] 383.105 396.891 418.169 435.708 
 

Table 5.6 Optimization result of 3K lower bound model 

 

Intervals 
Upper Bound 

Work (kW) 

Lower Bound 

Work (kW) 

Running 

Time (h) 
% Error 

50 383.105 372.871 0.783 2.671 
100 383.105 376.293 13.150 1.778 
150 383.105 380.928 45.414 0.568 

 

Table 5.7 Optimization result of 5K lower bound model 

 

Intervals Upper Bound 

Work (kW) 

Lower Bound 

Work (kW) 

Running 

Time (h) 
% Error 

50 396.891 383.892 0.023 3.275 
100 396.891 389.967 1.682 1.745 
150 396.891 395.021 14.661 0.471 

 

Table 5.8 Optimization result of 9K lower bound model 

 

Intervals Upper Bound 

Work (kW) 

Lower Bound 

Work (kW) 

Running 

Time (h) 
% Error 

50 437.834 421.471 0.018 3.737 
100 437.834 424.056 2.086 3.147 
150 437.834 428.797 14.190 2.064 
200 437.834 436.509 47.463 0.303 
 

5.3.2  Case Study: Variation of LNG Heat Load on Each Refrigerant Loops 

The second case study was the variation of LNG heat load. The idea 

was to demonstrate the change in heat load of each exchanger box and observe the 

corresponding total work of the system. All 9 cases were performed as shown in Table 

5.9. Case 1 of this study was the optimum case from 9 cases. The propane flow rate of 

Case 1 was 12 times higher than the methane flow rate. The 3K approach temperature 

was used in all 9 case studies.  
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Table 5.9 Proportion of LNG heat load on each stages 

 

Case 
% load of Total Work 

(kW) Propane Ethylene Methane 

1 64% 24% 12% 383 
2 60% 28% 12% 398 
3 58% 30% 12% 575 
4 64% 22% 14% 400 
5 60% 26% 14% 420 
6 58% 28% 14% 607 
7 64% 20% 16% 530 
8 60% 24% 16% 561 
9 58% 26% 16% 721 

 

Table 5.10 Optimization result of heat load variation cases 12% load on methane 

 

12% Heat Load on Methane Loop 

Variable 
58% Load on 

Propane 

60% Load on 

Propane 

64% Load on 

Propane 

F1 [kg/h] 8739 7055 6252 
F2 [kg/h] 4694 2576 1419 
F3 [kg/h] 498 505 493 

P11 [MPa] 0.538 0.342 0.114 
P12 [MPa] 1.050 1.050 1.253 
P21 [MPa] 0.110 0.110 0.123 
P22 [MPa] 5.010 3.517 1.882 
P31 [MPa] 0.110 0.110 0.123 
P32 [MPa] 2.996 2.996 3.029 
W1 [kW] 95 123 245 
W2 [kW] 432 225 89 
W3 [kW] 48 49 49 

W total [kW] 575 398 383 
 

Table 5.11 Optimization result of heat load variation cases 14% load on methane 

 

14% Heat Load on Methane Loop 

Variable 
58% Load on 

Propane 

60% Load on 

Propane 

64% Load on 

Propane 

F1 [kg/h] 9297 7323 6449 
F2 [kg/h] 5130 2827 1598 
F3 [kg/h] 777 777 777 

P11 [MPa] 0.520 0.340 0.110 
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P12 [MPa] 0.667 1.050 1.050 
P21 [MPa] 0.245 0.258 0.198 
P22 [MPa] 4.929 3.507 1.646 
P31 [MPa] 0.110 0.110 0.110 
P32 [MPa] 4.428 4.426 4.457 
W1 [kW] 105 135 236 
W2 [kW] 425 208 87 
W3 [kW] 77 77 77 

W total [kW] 607 420 400 
 

Table 5.12 Optimization result of heat load variation cases 16% load on methane 

 

16% Heat Load on Methane Loop 

Variable 
58% Load on 

Propane 

60% Load on 

Propane 

64% Load on 

Propane 

F1 [kg/h] 9793 8335 7936 
F2 [kg/h] 7700 3509 1839 
F3 [kg/h] 1530 1491 1405 

P11 [MPa] 0.497 0.338 0.110 
P12 [MPa] 1.102 1.102 1.105 
P21 [MPa] 0.185 0.188 0.278 
P22 [MPa] 5.006 3.568 2.008 
P31 [MPa] 0.110 0.110 0.110 
P32 [MPa] 3.633 3.633 3.633 
W1 [kW] 35 155 275 
W2 [kW] 506 226 91 
W3 [kW] 180 180 165 

W total [kW] 721 561 531 
 

Tables 5.9 to 5.12 show the simulation results of LNG heat load 

variation model. Case 1 was result of optimum case from variable model (section 

5.3.1). Table 5.9 shows that decreasing %heat load of propane loop while maintaining 

%heat load of methane resulted in increasing refrigerant flow rate, work input and 

pressure of ethylene loop. On the other hand, it was of interest to observe the effect of 

increasing %heat load of the methane loop. When the %heat load of methane increased 

from 12% to 16%, while maintaining the %heat load of propane loop at 64%, this 

resulted in increasing the overall refrigerant flow rate and work input. Propane loop 

was not only used for cooling down the natural gas but also used for pre-cooling others 

refrigerant. Increasing the heat load of methane loop led to the increase in methane 
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flow rate which gave more load on the propane loop; hence, the total work of the 

liquefaction process increased significantly. Therefore, the results of this section 

suggested that a given heat load of the propane loop must be the highest to pre-cool 

the natural gas and the other two refrigerants and the heat load of the methane loop 

was the lowest among all loops. When the load on propane loop was less than 58%, 

pressure of the propane loop exceeded the interested range. The ethylene loop plays 

an important role in converting natural gas from its gas phase to a liquid phase while 

the methane loop is to sub-cool natural gas. The results from this section also 

confirmed that the solution obtained from the variable model gave the optimum 

solution to the problem. 

 

5.4  Scaled-Up Models 

 

5.4.1  Case Study: Variation of Minimum Temperature Approach 

The models in this case study were simulated using the same operating 

condition as the variable models but the flow rate of LNG was scaled up from 4.5 

million kilograms per annum to 4.5 million tons per annum (MMTA). The upper 

bound and lower bound model were modeled and the solution from GAMS were 

compared with the results from PRO/II simulation and optimizer PRO/II simulation 

which shows in table B2, B3, B4 and B5.  

 

Table 5.13 Optimization result of scaled up models 

 

Variable 3K 5K 7K 9K 

F1 [kg/h] 6252178 6340326 6524277 6784783 
F2 [kg/h] 1419043 1472596 1484540 1551580 
F3 [kg/h] 493173 513734 479884 527697 

P11 [MPa] 0.114 0.113 0.110 0.110 
P12 [MPa] 1.253 1.247 1.310 1.300 
P13 [MPa] 1.253 1.247 1.310 1.300 
P1V [MPa] 0.114 0.113 0.110 0.110 
P21 [MPa] 0.143 0.121 0.110 0.110 
P22 [MPa] 1.882 1.978 2.062 2.159 
P23 [MPa] 1.882 1.978 2.062 2.159 
P2V [MPa] 0.143 0.121 0.110 0.110 
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P31 [MPa] 0.110 0.110 0.110 0.110 
P32 [MPa] 3.029 3.118 3.069 3.265 
P33 [MPa] 3.029 3.118 3.069 3.265 
P34 [MPa] 3.029 3.118 3.069 3.265 
P3V [MPa] 0.110 0.110 0.110 0.110 
W1 [kW] 245467 248259 266174 272889 
W2 [kW] 88833 96821 103964 110640 
W3 [kW] 48805 51758 47992 54306 

W tot [kW] 383105 396838 418131 437834 
 

Table 5.13 shows the simulation result of the scaled up model. The 

results were similar to the variable model except flow rate and work input. Work input 

and refrigerant flow rate increased 1000 times to achieve cooling duty of the new flow 

rate of natural gas. The model was checked with initial PRO/II and optimizer which 

the comparison tables show in appendix B. 

 

Table 5.14 Optimization result of scaled up models of case 3K 

 

Variable Case 3K scaled-up Case 3K 

F1 [kg/h] 6252178 6252 
F2 [kg/h] 1419043 1419 
F3 [kg/h] 493173 493 

P11 [MPa] 0.114 0.114 
P12 [MPa] 1.253 1.253 
P13 [MPa] 1.253 1.253 
P1V [MPa] 0.114 0.114 
P21 [MPa] 0.143 0.123 
P22 [MPa] 1.882 1.882 
P23 [MPa] 1.882 1.882 
P2V [MPa] 0.143 0.123 
P31 [MPa] 0.110 0.110 
P32 [MPa] 3.029 3.029 
P33 [MPa] 3.029 3.029 
P34 [MPa] 3.029 3.029 
P3V [MPa] 0.110 0.110 
W1 [kW] 245467 245 
W2 [kW] 88833 88 
W3 [kW] 48805 48 

W tot [kW] 383105 383 
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Table 5.14 show the comparison result between variable case 3K and 

scaled up model of case 3K. The result shows the similar number but scaled up case is 

1000 times higher than base case. From this result, scale up flow rate of natural gas 

did not affect thermodynamic properties (pressure, temperature). The only parameters 

that were affected were flow rate of each refrigerant, leading to an increase in work 

input. 

 

5.4.2  Total Annual Cost Calculation 

 This part covers the cost calculation of ConocoPhillips LNG process. 

The captical cost calculation method follows CAPCOST method which was used to 

estimate the equipment cost. The operating cost calculation was considered only 

compressor operating cost which was electricity bill. The scaled up cases were used as 

a study case in this section. Since all cost calculation was based on the same throughput 

and the purpose of this calculation was to compare the cases of different approach 

temperature, other equipments were assumed to remain the same. The calculation was 

done in a Microsoft Excel spreadsheet following these assumptions: 

 

1. Capital cost was calculated based on the equipment cost of the 

heat exchangers and compressors (see equations in Section 4.26). 

2. Operating cost was calculated from power consumption of  

  compressor (see equations in Section 4.26). 

3. Operating period was 20 years with an interest rate of 1.5%. 

4. LMTD of each box heat exchanger was obtained from PRO/II. 

5. Overall heat transfer coefficient was obtained from Engineers 

Edge (2000) and the area of the box heat exchanger was calculated by  

 

𝑄 = 𝑈𝐴∆𝑇𝐿𝑀    Eq.5.4 
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Table 5.15 Log mean temperature difference from PRO/II 

 

Equipment 3T 5T 7T 9T 

1st Heat Exchanger 18.72 22.28 26.63 29.82 
2nd Heat Exchanger 9.69 12.26 14.35 16.81 
3rd Heat Exchanger 22.29 25.05 27.48 30.50 

 

Table 5.16 Equipment cost calculation of case 3K 

 

Equipment 
Heat Transfer 

[kJ/h] 
LMTD 

Area 

[m2] 

Work 

[kW] 
Cost [$] 

1st Exchanger 1,430,615,000 18.722 23,585 

 

850,043,834 
2nd Exchanger 439,690,600 9.687 14,008 279,252,750 
3rd Exchanger 114,744,300 22.287 1,589 4,955,768 

Cooler 2,314,294,000 4.453 360,873 7,404,929 
Compressor 1 

 
245,466 4,351,143 

Compressor 2 88,833 3,212,057 
Compressor 3 48,805 2,572,569 

Total Equipment Cost 1,151,793,053 
Total Equipment Cost after consider Cost index 5,492,794,600 

 

Table 5.17 Operating cost calculation of case 3K 

 

Equipment Work [kW/h] Operating Cost [$] 

Compressor 1 245,266 568,251 
Compressor 2 88,833 205,815 
Compressor 3 48,805 113,075 
Total per hour 382,904 887,142 

 Total Operating Cost per year 7,771,369,421 
 

Table 5.15 shows the result of capital cost calculation. The calculation 

requires some parameters which are Q, U and LMTD. Heat transfer (Q) was the result 

from GAMS simulation in kJ/h. Log mean temperature difference (LMTD) was 

obtained from the respective run using PRO/II simulation where the initial values came 

from the solution from GAMS. The overall heat transfer coefficient (U) was equal to 

900 W/m2 K as the coefficient between fluid and fluid Engineers Edge (2000). The 
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calculated heat exchanger area was then used to calculate the equipment cost in 

CAPCOST equation. The reference equation was based on the equipment cost in 1969. 

The Chemical Engineering Plant Cost Index (CEPCI) is then used as a correction 

factor to indicate the equipment cost in 2018. 

Table 5.16 shows the operating cost of each compressor. The propane 

loop compressor requires higher work input than two others due to the high propane 

flow rate. Operating cost calculated from the work input and electricity bill which 

obtained from the Metropolitan Electricity Authority of Thailand. Total operating cost 

is annualized from billion USD per hour to billion USD per year Province Electricity 

Authority of Thailand (2015). 

 

Table 5.17 Total cost comparison 

 

  3K 5K 7K 9K 

Capital Cost 

(CAPEX) 
[Billion USD] 

5.49 3.89 2.72 2.24 

Operating Cost 

(OPEX) 
[Billion USD/y] 

7.77 8.05 8.49 8.89 

Total Annualized Cost 

(TAC) 
[Billion USD/y] 

8.09 8.28 8.64 9.02 

 

Table 5.17 shows the comparison between cost of each cases. For the 

capital cost, the 3K case required the highest capital cost since the case 3K gave the 

largest area of heat exchanger among all cases. Vice vesa, the 9K case required less 

CAPEX because of its smallest heat exchange area. In term of operating cost, the 3K 

case required less operating cost than others cases due to the lowest work requirement. 

CAPEX was annualized into a yearly basis by assuming a 20-year life time with an 

interest rate of 1.5%. Table 5.17 indicates that the 3K case gave the lowest total 

annualized cost (TAC). The result showed the impact of operating cost which was 

significantly higher than the capital cost even though CAPEX of the 3K case was 

double from that of the 9K case.   
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Figure 5.4  CAPEX of LNG processes (Chandra, 2017). 

 

Chandra (2017) provided the estimated CAPEX of an LNG process 

from various locations around the globe as shown in Figure 5.4. The throughput of the 

scale-up case was 4.5 MMTA. CAPEX of simulated case was in the ranges of 0.50-

1.22 billion USD/MMTA for all approach temperatures studied in this work. Although 

CAPEX of our study only estimated based on the compressors, box heat exchangers 

and coolers, these equipments are the majority portion of the purchased equipment cost 

of the project. If the purchased equipment cost was assumed to be 20% of the total 

CAPEX (Note: total CAPEX = fixed capital investment + working capital), the 

estimated CAPEX would be in the ranges of 2.5-6.1 billion USD/MMTA. Hence, our 

estimated CAPEX was still in the ballpark figure.   
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CHAPTER VI 

CONCLUSION AND RECOMMENDATION 

 

6.1  Conclusion 

 

This thesis presents a new method of global optimization for LNG process. 

Partitioning method is a part of RYSIA ((Faria et al., 2011, Faria et al., 2012, 

Ounahasaree et al., 2016)) which is comprehensive to bound contraction technique. 

The accuracy of metamodel is excellent when compared to PRO/II simulation. Several 

minimum approach temperature models were performed and the lowest approach 

temperature of 3K gave the lowest work input and total annual cost. The scale up of 

natural gas flow rate affected flow rate of refrigerant but not the thermodynamic 

properites.  The benifit of metamodel over PRO/II simulation is that PRO/II optimizer 

requires a correct boundary to reach the optimum condition while GAMS model 

requires any value to make a non-zero variables. 

 

6.2  Recommendation 

 

• This thesis proves a partitioning method on single refrigerant system which 

can be applied to the mixed refrigerant system. 

• Series of compressors should be considered to decrease compression ratio. 
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APPENDICES 

Appendix A  Enthalpy and Entropy Regression 

 

Regression of enthalpy and entropy of each refrigerant are shown in this 

section. Each figure shows the comparison between raw data (PRO/II) and regressed 

data. 

 

 
Figure A1  Comparison between PRO/II and regressed enthalpy of liquid methane. 

 

Equation:  
𝐻3,1 = 7920𝑃3,4 + 359.23,4 − 20016.9 + 80.05(𝑃3,4)2 − 1.66(𝑇3,4)2 − 29.24𝑃3,4𝑇3,4 
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Figure A2  Comparison between PRO/II and regressed enthalpy of vapor methane. 

 

Equation:  
𝐻3,1 = −7869𝑃3,1 − 350.11𝑇3,1 + 19745.9 − 79.612(𝑃3,1)2 + 1.649(𝑇3,1)2 + 29.05𝑃3,1𝑇3,1 

 

 
Figure A3  Comparison between PRO/II and regressed enthalpy of superheated 

methane. 

 

Equation:  
𝐻3,2 = −45.85𝑃3,2 + 2.27𝑇3,2 + 263.05 − 0.116(𝑃3,2)2 − 0.00013(𝑇3,2)2 + 0.1085𝑃3,2𝑇3,2 
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Figure A4  Comparison between PRO/II and regressed heat of vaporization of 

methane. 

 

Equation:  
𝐻𝑉,𝐶1 = −85.2340𝑃3,𝑉 + 530.44526 

 

 
Figure A5  Comparison between PRO/II and regressed entropy of vapor methane. 

 

Equation:  
𝑆3,1 = −2.69𝑃3,1 − 0.148𝑇3,1 + 20.13 − 0.0535(𝑃3,1)2 + 0.000602(𝑇3,1)2 + 0.01039𝑃3,1𝑇3,1 
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Figure A6  Comparison between PRO/II and regressed entropy of superheated 

methane. 

 

Equation:  
𝑆3,2 = −0.574𝑃3,2 + 0.0145𝑇3,2 + 8.886 + 0.0507(𝑃3,2)2 − 0.0000107(𝑇3,2)2 + 0.00023𝑃3,2𝑇3,2 
 

 
Figure A7  Comparison between PRO/II and regressed enthalpy of liquid ethylene. 

 

Equation:  
𝐻2,3 = 1019.77𝑃2,3 + 41.50𝑇2,3 − 3349.31 + 6.33(𝑃2,3)2 − 0.01186(𝑇2,3)2 − 2.4482𝑃2,3𝑇2,3 
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Figure A8  Comparison between PRO/II and regressed enthalpy of vapor ethylene. 

 

Equation:  
𝐻2,1 = −1369.6𝑃2,1 − 49.63𝑇2,1 + 4935.76 − 8.949(𝑃2,1)2 + 0.1538(𝑇2,1)2 + 3.322𝑃2,1𝑇2,1 

 

 
Figure A9  Comparison between PRO/II and regressed enthalpy of superheated 

ethylene. 

 

Equation:  
𝐻2,2 = −32.817𝑃2,2 + 0.884𝑇2,2 + 654.923 − 0.0841(𝑃2,2)2 + 0.00125(𝑇2,2)2 + 0.0568𝑃2,2𝑇2,2 
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Figure A10  Comparison between PRO/II and regressed heat of vaporization of 

ethylene. 

 

Equation:  
𝐻𝑉,𝐶2 = −66.04219𝑃2,2 + 470.60916 

 

 
Figure A11  Comparison between PRO/II and regressed entropy of vapor ethylene. 

 

Equation:  
𝑆2,1 = −1.359𝑃2,1 − 0.0626𝑇2,1 + 12.77 − 0.023(𝑃2,1)2 + 0.000164(𝑇2,1)2 + 0.00358𝑃2,1𝑇2,1 
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Figure A12  Comparison between PRO/II and regressed entropy of superheated 

ethylene. 

  

Equation:  
𝑆2,2 = −0.39𝑃2,2 + 0.00876𝑇2,2 + 4.95 + 0.0288(𝑃2,2)2 − 0.0000052(𝑇2,2)2 + 0.000254𝑃2,2𝑇2,2 
 

 
Figure A13  Comparison between PRO/II and regressed enthalpy of liquid propane. 

 

Equation:  
𝐻1,3 = 87.36𝑃1,3 + 1.776𝑇1,3 + 148.55 + 4.175(𝑃1,3)2 + 0.00044(𝑇1,3)2 − 0.1897𝑃1,3𝑇1,3 
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Figure A14  Comparison between PRO/II and regressed enthalpy of vapor propane. 

 

Equation:  
𝐻1,1 = −59.375𝑃1,1 + 0.618𝑇1,1 + 786.314 − 3.855(𝑃1,1)2 + 0.001586(𝑇1,1)2 + 0.1288𝑃1,1𝑇1,1 

 

 
Figure A15  Comparison between PRO/II and regressed enthalpy of superheated 

propane. 

 

Equation:  
𝐻1,2 = −54.36𝑃1,2 + 0.52𝑇1,2 + 781.689 − 1.023(𝑃1,2)2 + 0.00201(𝑇1,2)2 + 0.9269𝑃1,2𝑇1,2 
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Figure A16  Comparison between PRO/II and regressed of heat of vaporization of 

vapor methane. 

 

Equation:  
𝐻𝑉,𝐶3 = −84.8199𝑃1,𝑉 + 426.913979 

 

 
Figure A17  Comparison between PRO/II and regressed entropy of vapor propane. 

 

Equation:  
𝑆1,1 = −0.896𝑃1,1 − 0.0275𝑇1,1 + 10.99 − 0.019(𝑃1,1)2 + 0.0000578(𝑇1,1)2 + 0.00183𝑃1,1𝑇1,1 
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Figure A18  Comparison between PRO/II and regressed entropy of superheated 

propane. 

 

Equation:  
𝑆1,2 = −0.866𝑃1,2 + 0.00663𝑇1,2 + 6.28 + 0.260(𝑃1,2)2 − 0.0000016(𝑇1,2)2 + 0.000266𝑃1,2𝑇1,2 
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Appendix B  GAMS Optimization Result 

 

Table B1  Optimization result of base case model 

 
 

PRO/II GAMS %Error 

F1 6881.224 6874.372 0.10 
F2 1541.560 1549.164 0.49 
F3 520.155 521.309 0.22 

H11 332.952 331.485 0.44 
H12 480.550 479.203 0.28 
H13 110.873 109.199 1.51 
H1V 110.873 109.199 1.51 
H21 176.978 176.980 0.00 
H22 430.401 429.105 0.30 
H23 -119.381 -118.233 0.96 
H2V -119.381 -118.233 0.96 
H31 -156.274 -156.908 0.41 
H32 202.783 201.331 0.72 
H33 62.209 62.007 0.32 
H34 -382.011 -382.146 0.04 
H3V -382.011 -382.146 0.04 
P11 0.110 0.110 0.00 
P12 1.340 1.340 0.00 
P13 1.340 1.340 0.00 
P1V 0.110 0.110 0.00 
P21 0.110 0.110 0.00 
P22 2.126 2.126 0.00 
P23 2.126 2.126 0.00 
P2V 0.110 0.110 0.00 
P31 0.110 0.110 0.00 
P32 3.077 3.077 0.00 
P33 3.077 3.077 0.00 
P34 3.077 3.077 0.00 
P3V 0.110 0.110 0.00 
q11 1.000 1.000 0.00 
q12 1.000 1.000 0.00 
q13 0.000 0.000 0.00 
q1V 0.474 0.470 0.85 
q21 1.000 1.000 0.00 
q22 1.000 1.000 0.00 
q23 0.000 0.000 0.00 
q2V 0.376 0.376 0.10 
q31 1.000 1.000 0.00 
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q32 1.000 1.000 0.00 
q33 1.000 1.000 0.00 
q34 0.000 0.000 0.00 
q3V 0.557 0.557 0.04 

QB11 1528176 1528080 0.01 
QB12 847522 847915 0.05 
QB13 73120 72630 0.67 
QB22 456855 457333 0.10 
QB23 231063 231541 0.21 
QB33 117418 117418 0.00 
Qout 2543829 2543548 0.01 
S11 7.693 7.694 0.01 
S12 7.693 7.694 0.01 
S21 6.778 6.775 0.05 
S22 6.778 6.775 0.05 
S31 10.955 10.917 0.35 
S32 10.955 10.917 0.35 
T11 232.849 232.850 0.00 
T12 341.146 

 
0.00 

T13 312.136 311.200 0.30 
T1V 232.849 232.850 0.00 
T21 170.546 170.500 0.03 
T22 361.750 

 
0.00 

T23 239.850 239.850 0.00 
T2V 170.546 170.500 0.03 
T31 112.594 112.500 0.08 
T32 297.060 

 
0.00 

T33 239.850 239.850 0.00 
T34 177.500 177.500 0.00 
T3V 112.594 112.500 0.08 
W1 282.126 282.075 0.02 
W2 108.518 108.495 0.02 
W3 51.879 51.876 0.01 

W total 442.524 442.446 0.02 
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Table B2  Optimization result of variable model compare with PRO/II optimizer at 

minimum temperature approach equal to 3 K 

 

 Initial PRO/II GAMS % Error Optimizer PRO/II % Error 

F1 6216.104 6252.178 0.58 6224.981 0.43 
F2 1415.464 1419.043 0.25 1426.000 0.49 
F3 487.116 493.173 1.24 510.155 3.44 

H11 333.723 333.421 0.09 333.452 0.01 
H12 476.387 474.760 0.34 476.489 0.36 
H13 104.202 104.602 0.38 103.633 0.92 
H1V 104.202 104.602 0.38 103.633 0.92 
H21 179.542 180.261 0.40 180.783 0.29 
H22 405.777 405.623 0.03 400.222 1.33 
H23 -129.986 -129.589 0.30 -130.466 0.67 
H2V -129.986 -129.589 0.30 -130.466 0.67 
H31 -155.889 -155.596 0.18 -156.274 0.43 
H32 199.594 200.665 0.53 200.939 0.13 
H33 53.927 53.763 0.30 53.757 0.01 
H34 -387.795 -388.262 0.12 -382.709 1.43 
H3V -387.795 -388.262 0.12 -382.709 1.43 
HL1 1223.286 1223.673 0.03 1223.286 0.03 
HL2 59.771 59.919 0.24 59.344 0.95 
HL3 -373.626 -371.032 0.69 -370.596 0.11 
HL4 -593.200 -594.081 0.14 -595.147 0.17 
P11 0.113 0.114 0.88 0.112 1.81 
P12 1.270 1.253 1.33 1.266 1.04 
P13 1.270 1.253 1.33 1.266 1.04 
P1V 0.113 0.114 0.88 0.112 1.81 
P21 0.127 0.123 3.15 0.136 10.61 
P22 1.884 1.882 0.10 1.880 0.10 
P23 1.884 1.882 0.10 1.880 0.10 
P2V 0.127 0.123 3.15 0.136 10.61 
P31 0.110 0.110 0.00 0.110 0.00 
P32 3.053 3.029 0.78 3.041 0.39 
P33 3.053 3.029 0.78 3.041 0.39 
P34 3.053 3.029 0.78 3.041 0.39 
P3V 0.110 0.110 0.00 0.110 0.00 
q11 1.000 1.000 0.00 1.000 0.01 
q12 1.000 1.000 0.00 1.000 0.00 
q13 0.000 0.000 0.00 0.000 0.00 
q1V 0.455 0.452 0.70 0.455 0.70 
q21 1.000 1.000 0.00 1.000 0.01 
q22 1.000 1.000 0.00 1.000 0.00 
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q23 0.000 0.000 0.00 0.000 0.00 
q2V 0.324 0.328 1.14 0.338 3.18 
q31 1.000 1.000 0.00 1.000 0.01 
q32 1.000 1.000 0.00 1.000 0.00 
q33 1.000 1.000 0.00 1.000 0.00 
q34 0.000 0.000 0.00 0.000 0.00 
q3V 0.545 0.554 1.68 0.556 0.33 

QB11 1426726 1430614 0.27 1430619 0.00 
QB12 758353 759489 0.15 756761 0.35 
QB13 70956 72448 2.10 75085 3.64 
QB1L 598527 598676 0.02 598746 0.01 
QB22 438125 439690 0.35 443842 0.94 
QB23 215169 217994 1.31 222665 2.14 
QB2L 222945 221696 0.56 221166 0.23 
QB33 112965 114744 1.57 115517 0.67 
QB3L 112951 114744 1.58 115512 0.66 
Qout 2313540 2314294 0.03 2321024 0.29 
S11 7.692 7.612 1.04 7.693 1.05 
S12 7.692 7.612 1.04 7.693 1.05 
S21 6.753 6.719 0.49 6.740 0.31 
S22 6.753 6.719 0.49 6.740 0.31 
S31 10.951 10.831 1.09 10.956 1.15 
S32 10.951 10.831 1.09 10.956 1.15 
T11 233.477 233.256 0.09 233.256 0.00 
T12 338.174 

 
0.00 338.171 0.00 

T13 309.857 310.000 0.04 309.728 0.08 
T1V 233.447 233.256 0.08 233.256 0.00 
T21 173.101 174.355 0.72 174.355 0.00 
T22 346.784 

 
0.00 343.723 0.00 

T23 236.411 236.256 0.06 236.256 0.00 
T2V 173.101 174.355 0.72 174.355 0.00 
T31 112.881 112.595 0.25 112.595 0.00 
T32 295.634 

 
0.00 296.131 0.00 

T33 236.411 236.256 0.06 236.256 0.00 
T34 176.713 177.355 0.36 177.355 0.00 
T3V 112.818 112.595 0.19 112.595 0.00 
TL1 661.200 661.200 0.00 661.200 0.00 
TL2 236.411 236.256 0.06 236.256 0.00 
TL3 176.713 177.355 0.36 177.355 0.00 
TL4 116.200 115.595 0.52 115.597 0.00 
W1 246.337 245.467 0.35 247.335 0.76 
W2 88.952 88.833 0.13 86.922 2.15 
W3 48.100 48.805 1.46 50.621 3.72 

W total 383.389 383.105 0.07 384.878 0.38 
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Table B3  Optimization result of variable model compare with PRO/II optimizer at 

minimum temperature approach equal to 5 K 

 

 Initial PRO/II GAMS % Error Optimizer PRO/II % Error 

F1 6329.359 6340.582 0.18 6270.562 1.10 
F2 1478.485 1471.722 0.46 1473.484 0.12 
F3 518.298 513.696 0.89 518.109 0.86 

H11 333.723 333.625 0.03 333.599 0.01 
H12 475.254 474.659 0.13 475.039 0.08 
H13 101.729 102.281 0.54 101.028 1.23 
H1V 101.729 102.281 0.54 101.028 1.23 
H21 178.674 178.007 0.37 179.643 0.92 
H22 414.718 414.640 0.02 409.591 1.22 
H23 -123.891 -125.573 1.36 -123.866 1.36 
H2V -123.891 -125.573 1.36 -123.866 1.36 
H31 -156.274 -156.602 0.21 -156.274 0.21 
H32 204.868 206.094 0.60 205.279 0.40 
H33 57.720 58.418 1.21 57.570 1.45 
H34 -376.885 -378.986 0.56 -376.974 0.53 
H3V -376.885 -378.986 0.56 -376.974 0.53 
HL1 1223.286 1223.673 0.03 1223.286 0.03 
HL2 65.154 65.215 0.09 65.154 0.09 
HL3 -366.549 -366.506 0.01 -366.535 0.01 
HL4 -588.817 -588.572 0.04 -588.811 0.04 
P11 0.113 0.113 0.00 0.113 0.43 
P12 1.247 1.247 0.00 1.240 0.56 
P13 1.247 1.247 0.00 1.240 0.56 
P1V 0.113 0.113 0.00 0.113 0.43 
P21 0.121 0.121 0.00 0.128 5.55 
P22 1.976 1.976 0.00 1.960 0.81 
P23 1.976 1.976 0.00 1.960 0.81 
P2V 0.121 0.121 0.00 0.128 5.55 
P31 0.110 0.110 0.00 0.110 0.00 
P32 3.118 3.118 0.00 3.126 0.26 
P33 3.118 3.118 0.00 3.126 0.26 
P34 3.118 3.118 0.00 3.126 0.26 
P3V 0.110 0.110 0.00 0.110 0.00 
q11 1.000 1.000 0.01 1.000 0.01 
q12 1.000 1.000 0.00 1.000 0.00 
q13 0.000 0.000 0.00 0.000 0.00 
q1V 0.450 0.446 0.84 0.449 0.57 
q21 1.000 1.000 0.01 1.000 0.01 
q22 1.000 1.000 0.00 1.000 0.00 
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q23 0.000 0.000 0.00 0.000 0.00 
q2V 0.361 0.358 0.70 0.357 0.31 
q31 1.000 1.000 0.01 1.000 0.01 
q32 1.000 1.000 0.00 1.000 0.00 
q33 1.000 1.000 0.00 1.000 0.00 
q34 0.000 0.000 0.00 0.000 0.00 
q3V 0.567 0.571 0.65 0.567 0.68 

QB11 1468376 1466855 0.10 1458354 0.58 
QB12 796325 795043 0.16 786040 1.13 
QB13 76266 75860 0.53 76529 0.88 
QB1L 595758 595951 0.03 595758 0.03 
QB22 447338 446785 0.12 447216 0.10 
QB23 225254 224693 0.25 225140 0.20 
QB2L 222073 222092 0.01 222066 0.01 
QB33 114342 114238 0.09 114346 0.10 
QB3L 114337 114238 0.09 114341 0.09 
Qout 2364171 2361089 0.13 2345259 0.67 
S11 7.692 7.612 1.04 7.692 1.05 
S12 7.692 7.612 1.04 7.692 1.05 
S21 6.761 6.715 0.69 6.752 0.55 
S22 6.761 6.715 0.69 6.752 0.55 
S31 10.956 11.011 0.50 10.956 0.50 
S32 10.956 11.011 0.50 10.956 0.50 
T11 233.477 233.376 0.04 233.376 0.00 
T12 337.305 

 
0.00 337.104 0.00 

T13 309.089 310.000 0.29 308.853 0.37 
T1V 233.477 233.376 0.04 233.376 0.00 
T21 172.231 173.203 0.56 173.203 0.00 
T22 352.318 

 
0.00 349.433 0.00 

T23 238.376 238.376 0.00 238.376 0.00 
T2V 172.231 173.203 0.56 173.203 0.00 
T31 112.595 112.595 0.00 112.595 0.00 
T32 298.110 

 
0.00 298.317 0.00 

T33 238.376 238.376 0.00 238.376 0.00 
T34 178.200 178.203 0.00 178.203 0.00 
T3V 112.595 112.595 0.00 112.595 0.00 
TL1 661.200 661.200 0.00 661.200 0.00 
TL2 238.376 238.376 0.00 238.376 0.00 
TL3 178.200 178.203 0.00 178.203 0.00 
TL4 117.595 117.595 0.00 117.597 0.00 
W1 248.832 248.398 0.17 246.363 0.82 
W2 96.941 96.738 0.21 94.118 2.71 
W3 51.994 51.754 0.46 52.034 0.54 

W total 397.767 396.891 0.22 392.515 1.10 
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Table B4  Optimization result of variable model compare with PRO/II optimizer at 

minimum temperature approach equal to 7 K 

 

 Initial PRO/II GAMS % Error Optimizer PRO/II % Error 

F1 6560.091 6524.316 0.55 6557.107 0.50 
F2 1492.063 1483.545 0.57 1492.024 0.57 
F3 485.713 479.850 1.21 485.685 1.22 

H11 332.953 333.103 0.05 333.059 0.01 
H12 479.147 480.053 0.19 479.031 0.21 
H13 107.956 106.868 1.01 107.956 1.02 
H1V 107.956 106.868 1.01 107.956 1.02 
H21 176.978 177.769 0.45 176.976 0.45 
H22 426.891 429.802 0.68 426.901 0.67 
H23 -118.990 -119.149 0.13 -118.990 0.13 
H2V -118.990 -119.149 0.13 -118.990 0.13 
H31 -156.274 -155.602 0.43 -156.274 0.43 
H32 202.375 204.426 1.01 202.426 0.98 
H33 62.571 63.378 1.29 62.553 1.30 
H34 -381.561 -384.955 0.89 -381.573 0.88 
H3V -381.561 -384.955 0.89 -381.573 0.88 
HL1 1223.286 1223.673 0.03 1223.286 0.03 
HL2 69.394 69.111 0.41 69.394 0.41 
HL3 -369.697 -368.959 0.20 -369.697 0.20 
HL4 -582.405 -582.894 0.08 -582.405 0.08 
P11 0.110 0.110 0.00 0.110 0.37 
P12 1.310 1.310 0.00 1.310 0.00 
P13 1.310 1.310 0.00 1.310 0.00 
P1V 0.110 0.110 0.00 0.110 0.37 
P21 0.110 0.110 0.00 0.110 0.01 
P22 2.060 2.060 0.00 2.060 0.00 
P23 2.060 2.060 0.00 2.060 0.00 
P2V 0.110 0.110 0.00 0.110 0.01 
P31 0.110 0.110 0.00 0.110 0.00 
P32 3.069 3.069 0.00 3.070 0.03 
P33 3.069 3.069 0.00 3.070 0.03 
P34 3.069 3.069 0.00 3.070 0.03 
P3V 0.110 0.110 0.00 0.110 0.00 
q11 1.000 1.000 0.01 1.000 0.01 
q12 1.000 1.000 0.00 1.000 0.00 
q13 0.000 0.000 0.00 0.000 0.00 
q1V 0.467 0.458 1.95 0.467 1.99 
q21 1.000 1.000 0.01 1.000 0.01 
q22 1.000 1.000 0.00 1.000 0.00 
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q23 0.000 0.000 0.00 0.000 0.00 
q2V 0.377 0.371 1.64 0.377 1.67 
q31 1.000 1.000 0.01 1.000 0.01 
q32 1.000 1.000 0.00 1.000 0.00 
q33 1.000 1.000 0.00 1.000 0.00 
q34 0.000 0.000 0.00 0.000 0.00 
q3V 0.558 0.558 0.02 0.558 0.02 

QB11 1475997 1476023 0.00 1476021 0.00 
QB12 814489 814393 0.01 814483 0.01 
QB13 67904 67682 0.33 67934 0.37 
QB1L 593602 593947 0.06 593602 0.06 
QB22 441604 440491 0.25 441589 0.25 
QB23 215720 215132 0.27 215705 0.27 
QB2L 225883 225358 0.23 225883 0.23 
QB33 109424 110055 0.58 109424 0.57 
QB3L 109424 110055 0.58 109424 0.57 
Qout 2435043 2434772 0.01 2433175 0.07 
S11 7.694 7.614 1.04 7.693 1.04 
S12 7.694 7.614 1.04 7.693 1.04 
S21 6.779 6.774 0.07 6.779 0.07 
S22 6.779 6.774 0.07 6.779 0.07 
S31 10.956 11.001 0.41 10.956 0.41 
S32 10.956 11.001 0.41 10.956 0.41 
T11 232.850 232.936 0.04 232.936 0.00 
T12 340.062 

 
0.00 340.006 0.00 

T13 311.170 310.000 0.38 311.170 0.38 
T1V 232.850 232.936 0.04 232.936 0.00 
T21 170.546 170.744 0.12 170.544 0.12 
T22 359.431 

 
0.00 359.437 0.00 

T23 239.936 239.936 0.00 239.936 0.00 
T2V 170.546 170.744 0.12 170.544 0.12 
T31 112.595 112.595 0.00 112.595 0.00 
T32 296.854 

 
0.00 296.880 0.00 

T33 239.936 239.936 0.00 239.936 0.00 
T34 177.544 177.744 0.11 177.544 0.11 
T3V 112.595 112.595 0.00 112.595 0.00 
TL1 661.200 661.200 0.00 661.200 0.00 
TL2 239.936 239.936 0.00 239.936 0.00 
TL3 177.544 177.744 0.11 177.544 0.11 
TL4 119.610 119.595 0.01 119.610 0.01 
W1 266.402 266.319 0.03 265.876 0.17 
W2 103.579 103.862 0.27 103.582 0.27 
W3 48.389 47.989 0.83 48.393 0.84 

W total 418.370 418.169 0.05 417.851 0.08 
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Table B5  Optimization result of variable model compare with PRO/II optimizer at 

minimum temperature approach equal to 9 K 

 

 Initial PRO/II GAMS % Error Optimizer PRO/II % Error 

F1 6715.637 6761.240 0.68 6727.381 0.50 
F2 1555.485 1546.116 0.60 1540.320 0.37 
F3 527.851 520.301 1.43 518.953 0.26 

H11 332.953 332.998 0.01 332.953 0.01 
H12 478.671 477.674 0.21 478.670 0.21 
H13 106.977 109.062 1.95 106.977 1.91 
H1V 106.977 109.062 1.95 106.977 1.91 
H21 176.978 177.128 0.08 177.027 0.06 
H22 432.485 434.377 0.44 435.135 0.17 
H23 -112.885 -112.273 0.54 -112.993 0.64 
H2V -112.885 -112.273 0.54 -112.993 0.64 
H31 -156.274 -156.602 0.21 -156.274 0.21 
H32 212.171 213.598 0.67 223.349 4.57 
H33 63.908 64.393 0.76 59.678 7.32 
H34 -367.117 -367.278 0.04 -370.732 0.94 
H3V -367.117 -367.278 0.04 -370.732 0.94 
HL1 1223.286 1223.673 0.03 1223.286 0.03 
HL2 74.470 73.916 0.74 74.470 0.75 
HL3 -359.717 -359.274 0.12 -359.717 0.12 
HL4 -576.059 -577.047 0.17 -576.059 0.17 
P11 0.110 0.110 0.00 0.110 0.00 
P12 1.300 1.300 0.00 1.300 0.00 
P13 1.300 1.300 0.00 1.300 0.00 
P1V 0.110 0.110 0.00 0.110 0.00 
P21 0.110 0.110 0.00 0.110 0.27 
P22 2.166 2.163 0.14 2.222 2.74 
P23 2.166 2.163 0.14 2.222 2.74 
P2V 0.110 0.110 0.00 0.110 0.27 
P31 0.110 0.110 0.00 0.110 0.00 
P32 3.265 3.260 0.15 3.500 7.36 
P33 3.265 3.260 0.15 3.500 7.36 
P34 3.265 3.260 0.15 3.500 7.36 
P3V 0.110 0.110 0.00 0.110 0.00 
q11 1.000 1.000 0.01 1.000 0.01 
q12 1.000 1.000 0.00 1.000 0.00 
q13 0.000 0.000 0.00 0.000 0.00 
q1V 0.465 0.464 0.17 0.465 0.17 
q21 1.000 1.000 0.01 1.000 0.01 
q22 1.000 1.000 0.00 1.000 0.00 
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q23 0.000 0.000 0.00 0.000 0.00 
q2V 0.390 0.387 0.78 0.390 0.68 
q31 1.000 1.000 0.01 1.000 0.01 
q32 1.000 1.000 0.00 1.000 0.00 
q33 1.000 1.000 0.00 1.000 0.00 
q34 0.000 0.000 0.00 0.000 0.00 
q3V 0.586 0.585 0.25 0.579 0.96 

QB11 1517566 1514292 0.22 1520222 0.39 
QB12 848314 845184 0.37 844294 0.11 
QB13 78260 77631 0.80 84937 9.41 
QB1L 590965 591476 0.09 590965 0.09 
QB22 450878 447447 0.76 446724 0.16 
QB23 227516 224598 1.28 223362 0.55 
QB2L 223351 222848 0.23 223351 0.23 
QB33 111293 112029 0.66 111293 0.66 
QB3L 111289 112029 0.67 111289 0.66 
Qout 2496156 2492276 0.16 2500518 0.33 
S11 7.694 7.614 1.04 7.694 1.05 
S12 7.694 7.614 1.04 7.694 1.05 
S21 6.779 6.775 0.06 6.778 0.05 
S22 6.779 6.775 0.06 6.778 0.05 
S31 10.956 11.011 0.50 10.956 0.50 
S32 10.956 11.011 0.50 10.956 0.50 
T11 232.850 232.859 0.00 232.850 0.00 
T12 339.696 

 
0.00 339.696 0.00 

T13 310.845 312.000 0.37 310.845 0.37 
T1V 232.850 232.859 0.00 232.850 0.00 
T21 170.546 170.546 0.00 170.594 0.03 
T22 363.124 

 
0.00 364.899 0.00 

T23 241.850 241.859 0.00 241.850 0.00 
T2V 170.546 170.546 0.00 170.594 0.03 
T31 112.595 112.595 0.00 112.595 0.00 
T32 301.780 

 
0.00 307.375 0.00 

T33 241.850 241.859 0.00 241.850 0.00 
T34 179.594 179.546 0.03 179.594 0.03 
T3V 112.595 112.595 0.00 112.595 0.00 
TL1 661.200 661.200 0.00 661.200 0.00 
TL2 241.850 241.859 0.00 241.850 0.00 
TL3 179.594 179.546 0.03 179.594 0.03 
TL4 121.595 121.595 0.00 121.595 0.00 
W1 271.831 271.721 0.04 272.305 0.21 
W2 110.399 110.483 0.08 110.436 0.04 
W3 54.023 53.504 0.96 54.724 2.28 

W total 436.253 435.708 0.12 437.465 0.40 



 106 

Table B6  Optimization result of heat load variation at 12% LNG heat load on 

methane loop 

 
 

12%load on Methane 

64%load on propane 60%load on propane 58%load on propane 
F1 6252.178 7054.832 8739.712 
F2 1419.043 2576.226 4694.326 
F3 493.173 505.401 497.599 

H11 333.421 353.214 387.015 
H12 474.760 416.146 426.209 
H13 104.602 80.451 82.318 
H1V 104.602 80.451 82.318 
H21 180.261 179.848 176.776 
H22 405.623 494.951 507.776 
H23 -129.589 -21.409 58.888 
H2V -129.589 -21.409 58.888 
H31 -155.596 -155.596 -155.596 
H32 200.665 195.418 194.120 
H33 53.763 129.364 166.458 
H34 -388.262 -380.457 -382.590 
H3V -388.262 -380.457 -382.590 
HL1 1223.673 1223.673 1223.673 
HL2 59.919 133.829 170.157 
HL3 -371.032 -373.169 -374.516 
HL4 -594.081 -594.081 -594.081 
P11 0.114 0.342 0.538 
P12 1.253 1.050 1.050 
P13 1.253 1.050 1.050 
P1V 0.114 0.342 0.538 
P21 0.123 0.110 0.110 
P22 1.882 3.517 5.010 
P23 1.882 3.517 5.010 
P2V 0.123 0.110 0.110 
P31 0.110 0.110 0.110 
P32 3.029 2.992 2.966 
P33 3.029 2.992 2.966 
P34 3.029 2.992 2.966 
P3V 0.110 0.110 0.110 
q11 1.000 1.000 1.000 
q12 1.000 1.000 1.000 
q13 0.000 0.000 0.000 
q1V 0.452 0.256 0.179 
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q21 1.000 1.000 1.000 
q22 1.000 1.000 1.000 
q23 0.000 0.000 0.000 
q2V 0.328 0.514 0.647 
q31 1.000 1.000 1.000 
q32 1.000 1.000 1.000 
q33 1.000 1.000 1.000 
q34 0.000 0.000 0.000 
q3V 0.554 0.563 0.560 

QB11 1430615 1924298 2662960 
QB12 759490 1330260 2107229 
QB13 72448 33384 13765 
QB1L 598677 560654 541966 
QB22 439691 518482 553405 
QB23 217994 257664 273206 
QB2L 221696 260818 280199 
QB33 114744 113645 112952 
QB3L 114744 113645 112952 
Qout 2314294 2368269 3005508 
S11 7.612 7.596 7.581 
S12 7.612 7.596 7.581 
S21 6.719 6.746 6.747 
S22 6.719 6.746 6.747 
S31 10.831 10.831 10.831 
S32 10.831 10.831 10.831 
T11 233.256 262.840 277.377 
T13 310.000 301.000 302.000 
T1V 233.256 262.840 277.377 
T21 174.355 173.953 173.698 
T23 236.256 265.840 280.377 
T2V 174.355 173.953 173.698 
T31 112.595 112.595 112.595 
T33 236.256 265.840 280.377 
T34 177.355 176.953 176.698 
T3V 112.595 112.595 112.595 
TL1 661.200 661.200 661.200 
TL2 236.256 265.840 280.377 
TL3 177.355 176.953 176.698 
TL4 115.595 115.595 115.595 
W1 245.467 123.326 95.152 
W2 88.833 225.494 431.618 
W3 48.805 49.279 48.339 

W total 383.105 398.098 575.109 
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Table B7  Optimization result of heat load variation at 14% LNG heat load on 

methane loop 

 

 

 

14%load on Methane 

64%load on propane 60%load on propane 58%load on propane 
F1 7936.129 8335.830 9793.560 
F2 1839.129 3509.836 7700.209 
F3 1405.308 1491.590 1530.127 

H11 316.241 370.464 388.402 
H12 440.924 432.847 381.310 
H13 82.318 82.318 33.676 
H1V 82.318 82.318 33.676 
H21 192.863 192.130 178.877 
H22 370.567 417.801 408.355 
H23 -128.440 -20.591 61.153 
H2V -128.440 -20.591 61.153 
H31 -155.596 -158.596 -154.596 
H32 267.447 275.743 269.824 
H33 25.026 106.762 145.671 
H34 -281.984 -278.830 -268.306 
H3V -281.984 -278.830 -268.306 
HL1 1223.673 1223.673 1223.673 
HL2 61.173 133.829 170.157 
HL3 -253.457 -253.456 -253.456 
HL4 -594.081 -594.081 -594.081 
P11 0.110 0.340 0.520 
P12 1.050 1.050 0.667 
P13 1.050 1.050 0.667 
P1V 0.110 0.340 0.520 
P21 0.198 0.258 0.245 
P22 1.646 3.507 4.929 
P23 1.646 3.507 4.929 
P2V 0.198 0.258 0.245 
P31 0.110 0.110 0.110 
P32 4.457 4.426 4.428 
P33 4.457 4.426 4.428 
P34 4.457 4.426 4.428 
P3V 0.110 0.110 0.110 
q11 1.000 1.000 1.000 
q12 1.000 1.000 1.000 
q13 0.000 0.000 0.000 
q1V 0.398 0.261 0.074 
q21 1.000 1.000 1.000 
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q22 1.000 1.000 1.000 
q23 0.000 0.000 0.000 
q2V 0.298 0.527 0.723 
q31 1.000 1.000 1.000 
q32 1.000 1.000 1.000 
q33 1.000 1.000 1.000 
q34 0.000 0.000 0.000 
q3V 0.699 0.773 0.770 

QB11 1856444 2396104 3405468 
QB12 917737 1583400 2673531 
QB13 340676 252050 189971 
QB1L 598031 560654 541966 
QB22 590916 770269 852598 
QB23 403338 545314 608955 
QB2L 187578 224955 243643 
QB33 149508 149508 149508 
QB3L 149508 149508 149508 
Qout 2845942 2953548 3531889 
S11 7.651 7.596 7.424 
S12 7.651 7.596 7.424 
S21 6.645 6.701 6.562 
S22 6.645 6.701 6.562 
S31 10.831 10.831 10.831 
S32 10.831 10.831 10.831 
T11 233.758 262.840 277.377 
T13 302.000 302.000 284.500 
T1V 233.758 262.840 277.377 
T21 186.474 186.474 186.474 
T23 236.758 265.840 280.377 
T2V 186.474 186.474 186.474 
T31 112.595 112.595 112.595 
T33 236.758 265.840 280.377 
T34 189.474 189.474 189.474 
T3V 112.595 112.595 112.595 
TL1 661.200 661.200 661.200 
TL2 236.758 265.840 280.377 
TL3 189.474 189.474 189.474 
TL4 115.595 115.595 115.595 
W1 274.860 154.846 35.117 
W2 90.784 225.870 505.815 
W3 165.141 179.960 180.394 

W total 530.785 560.675 721.326 
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Table B8  Optimization result of heat load variation at 16% LNG heat load on 

methane loop 

 

 
 

16%load on Methane 

64%load on propane 60%load on propane 58%load on propane 
F1 6449.213 7323.160 9297.685 
F2 1598.125 2827.130 5130.433 
F3 777.370 777.370 777.370 

H11 328.141 355.245 382.046 
H12 459.678 421.516 422.816 
H13 91.144 87.127 87.127 
H1V 91.144 87.127 87.127 
H21 186.458 187.026 186.274 
H22 383.469 452.267 484.196 
H23 -130.506 -21.148 59.450 
H2V -130.506 -21.148 59.450 
H31 -172.596 -172.596 -172.596 
H32 185.641 185.641 185.641 
H33 45.399 120.970 158.663 
H34 -340.881 -340.881 -340.881 
H3V -340.881 -340.881 -340.881 
HL1 1223.673 1223.673 1223.673 
HL2 61.173 133.829 170.157 
HL3 -339.784 -339.784 -339.784 
HL4 -594.081 -594.081 -594.081 
P11 0.110 0.338 0.497 
P12 1.105 1.102 1.102 
P13 1.105 1.102 1.102 
P1V 0.110 0.338 0.497 
P21 0.278 0.188 0.185 
P22 2.008 3.568 5.006 
P23 2.008 3.568 5.006 
P2V 0.278 0.188 0.185 
P31 0.110 0.110 0.110 
P32 3.633 3.633 3.633 
P33 3.633 3.633 3.633 
P34 3.633 3.633 3.633 
P3V 0.110 0.110 0.110 
q11 1.000 1.000 1.000 
q12 1.000 1.000 1.000 
q13 0.000 0.000 0.000 
q1V 0.439 0.288 0.206 
q21 1.000 1.000 1.000 
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q22 1.000 1.000 1.000 
q23 0.000 0.000 0.000 
q2V 0.270 0.512 0.709 
q31 1.000 1.000 1.000 
q32 1.000 1.000 1.000 
q33 1.000 1.000 1.000 
q34 0.000 0.000 0.000 
q3V 0.608 0.608 0.608 

QB11 1528449 1963471 2742069 
QB12 821397 1352543 2179131 
QB13 109020 50273 20972 
QB1L 598031 560654 541966 
QB22 506549 602673 650662 
QB23 300282 359029 388330 
QB2L 206266 243643 262332 
QB33 130819 130819 130819 
QB3L 130819 130819 130819 
Qout 2376758 2448791 3121136 
S11 7.686 7.466 7.466 
S12 7.686 7.466 7.466 
S21 6.619 6.648 6.636 
S22 6.619 6.648 6.636 
S31 10.831 10.831 10.831 
S32 10.831 10.831 10.831 
T11 233.758 262.840 277.377 
T13 310.000 304.000 304.000 
T1V 233.758 262.840 277.377 
T21 180.098 180.098 180.098 
T23 236.758 265.840 280.377 
T2V 180.098 180.098 180.098 
T31 112.595 112.595 112.595 
T33 236.758 265.840 280.377 
T34 183.098 183.098 183.098 
T3V 112.595 112.595 112.595 
TL1 661.200 661.200 661.200 
TL2 236.758 265.840 280.377 
TL3 183.098 183.098 183.098 
TL4 115.595 115.595 115.595 
W1 235.641 134.811 105.296 
W2 87.458 208.297 424.575 
W3 77.356 77.356 77.356 

W total 400.456 420.465 607.227 
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Table B9  Optimization result of up scaled variable model compare with PRO/II 

optimizer at minimum temperature approach equal to 3 K 

 

 Initial PRO/II GAMS % Error Optimizer PRO/II % Error 

F1 6252177 6252177 0.00 6000000 4.03 
F2 1419042 1419042 0.00 1424208 0.36 
F3 493172 493172 0.00 509067 3.22 

H11 333.42 333.06 0.11 341.46 2.41 
H12 474.76 475.40 0.13 488.05 2.80 
H13 104.60 104.02 0.55 103.02 1.51 
H1V 104.60 104.02 0.55 103.02 1.51 
H21 180.26 180.65 0.22 180.78 0.29 
H22 405.62 408.08 0.61 400.22 1.33 
H23 -129.59 -129.99 0.31 -130.46 0.68 
H2V -129.59 -129.99 0.31 -130.46 0.68 
H31 -155.60 -158.50 1.87 -156.10 0.33 
H32 200.67 195.54 2.55 202.70 1.02 
H33 53.76 53.93 0.31 53.27 0.90 
H34 -388.26 -387.80 0.12 -383.02 1.35 
H3V -388.26 -387.80 0.12 -383.02 1.35 
HL1 1223.67 1223.34 0.03 1223.28 0.03 
HL2 59.92 59.77 0.25 59.34 0.96 
HL3 -371.03 -373.65 0.70 -370.59 0.12 
HL4 -594.08 -593.47 0.10 -595.14 0.18 
P11 0.11 0.11 0.88 0.11 1.81 
P12 1.25 1.27 1.36 1.26 0.56 
P13 1.25 1.27 1.36 1.26 0.56 
P1V 0.11 0.11 0.88 0.11 1.81 
P21 0.14 0.13 11.19 0.13 4.86 
P22 1.88 1.88 0.11 1.88 0.11 
P23 1.88 1.88 0.11 1.88 0.11 
P2V 0.14 0.13 11.19 0.13 4.86 
P31 0.11 0.11 0.00 0.11 0.00 
P32 3.03 3.05 0.79 3.06 1.24 
P33 3.03 3.05 0.79 3.06 1.24 
P34 3.03 3.05 0.79 3.06 1.24 
P3V 0.11 0.11 0.00 0.11 0.00 
q11 1.00 1.00 0.00 1.00 0.00 
q12 1.00 1.00 0.00 1.00 0.00 
q13 0.00 0.00 0.00 0.00 0.00 
q1V 0.45 0.46 0.71 0.45 0.39 
q21 1.00 1.00 0.00 1.00 0.00 
q22 1.00 1.00 0.00 1.00 0.00 
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q23 0.00 0.00 0.00 0.00 0.00 
q2V 0.33 0.34 4.97 0.34 3.18 
q31 1.00 1.00 0.00 1.00 0.00 
q32 1.00 1.00 0.00 1.00 0.00 
q33 1.00 1.00 0.00 1.00 0.00 
q34 0.00 0.00 0.00 0.00 0.00 
q3V 0.55 0.55 1.46 0.55 0.23 

QB11 1430615000 1431959427 0.09 1430653693 0.00 
QB12 759490000 763537766.2 0.53 755809922 0.48 
QB13 72448460 69841400.51 3.60 76069111 5.00 
QB1L 598676500 598554117.9 0.02 598746506 0.01 
QB22 439690600 440809891.4 0.25 443284282 0.82 
QB23 217994400 217845286.5 0.07 222107681 1.89 
QB2L 221696200 222954867.1 0.57 221166941 0.24 
QB33 114744300 113082984.2 1.45 115517145 0.67 
QB3L 114744300 113078045.5 1.45 115512091 0.67 
Qout 2314294000 2321898115 0.33 2310147823 0.18 
S11 7.61 7.69 1.01 7.72 1.50 
S12 7.61 7.69 1.01 7.72 1.50 
S21 6.72 6.76 0.59 6.74 0.31 
S22 6.72 6.76 0.59 6.74 0.31 
S31 10.83 10.94 0.97 10.95 1.17 
S32 10.83 10.94 0.97 10.95 1.17 
T11 233.26 233.48 0.09 238.87 2.41 
T12 

 
337.69 0.00 343.73 0.00 

T13 310.00 309.86 0.05 309.52 0.15 
T1V 233.26 233.48 0.09 233.25 0.00 
T21 174.36 173.95 0.23 174.35 0.00 
T22 

 
348.04 0.00 343.72 0.00 

T23 236.26 236.41 0.07 236.25 0.00 
T2V 174.36 173.1 0.72 174.35 0.00 
T31 112.60 112.59 0.00 112.65 0.05 
T32 

 
293.97 0.00 296.98 0.00 

T33 236.26 236.41 0.07 236.25 0.00 
T34 177.36 176.71 0.36 177.35 0.00 
T3V 112.60 112.59 0.00 112.59 0.00 
TL1 661.20 661.20 0.00 661.20 0.00 
TL2 236.26 236.41 0.07 236.25 0.00 
TL3 177.36 176.71 0.36 177.35 0.00 
TL4 115.60 116.14 0.47 115.59 0.00 
W1 245466.52 247205.22 0.71 244304.19 0.47 
W2 88833.16 89646.63 0.92 86812.68 2.27 
W3 48805.15 48501.03 0.62 50738.72 3.96 

W total 383104.83 385352.88 0.59 381855.60 0.33 
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Table B10  Optimization result of up scaled variable model compare with PRO/II 

optimizer at minimum temperature approach equal to 5 K 

 

 Initial PRO/II GAMS % Error Optimizer PRO/II % Error 

F1 6340326 6340326 0.00 6304113 0.57 
F2 1472595 1472595 0.00 1473678 0.07 
F3 513733 513733 0.00 518309 0.89 

H11 333.68 333.08 0.18 333.60 0.03 
H12 474.64 474.30 0.07 475.54 0.19 
H13 102.28 101.73 0.54 102.03 0.25 
H1V 102.28 101.73 0.54 102.03 0.25 
H21 178.03 178.54 0.28 179.64 0.91 
H22 414.73 414.43 0.07 410.63 0.99 
H23 -125.43 -123.89 1.23 -123.90 1.23 
H2V -125.43 -123.89 1.23 -123.90 1.23 
H31 -156.60 -154.31 1.46 -156.27 0.21 
H32 206.10 210.22 2.00 204.97 0.55 
H33 58.50 57.72 1.34 57.68 1.40 
H34 -378.97 -376.89 0.55 -376.89 0.55 
H3V -378.97 -376.89 0.55 -376.89 0.55 
HL1 1223.67 1223.29 0.03 1223.29 0.03 
HL2 65.30 65.15 0.23 65.15 0.23 
HL3 -366.50 -366.55 0.01 -366.53 0.01 
HL4 -588.57 -588.82 0.04 -588.81 0.04 
P11 0.11 0.11 0.00 0.11 0.43 
P12 1.25 1.25 0.00 1.25 0.24 
P13 1.25 1.25 0.00 1.25 0.24 
P1V 0.11 0.11 0.00 0.11 0.43 
P21 0.12 0.12 0.00 0.13 5.55 
P22 1.98 1.98 0.10 1.98 0.05 
P23 1.98 1.98 0.10 1.98 0.05 
P2V 0.12 0.12 0.00 0.13 5.55 
P31 0.11 0.11 0.00 0.11 0.00 
P32 3.12 3.12 0.00 3.12 0.06 
P33 3.12 3.12 0.00 3.12 0.06 
P34 3.12 3.12 0.00 3.12 0.06 
P3V 0.11 0.11 0.00 0.11 0.00 
q11 1.00 1.00 0.00 1.00 0.00 
q12 1.00 1.00 0.00 1.00 0.00 
q13 0.00 0.00 0.00 0.00 0.00 
q1V 0.45 0.45 0.85 0.45 1.10 
q21 1.00 1.00 0.00 1.00 0.00 
q22 1.00 1.00 0.00 1.00 0.00 
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q23 0.00 0.00 0.00 0.00 0.00 
q2V 0.36 0.36 0.71 0.36 0.33 
q31 1.00 1.00 0.00 1.00 0.00 
q32 1.00 1.00 0.00 1.00 0.00 
q33 1.00 1.00 0.00 1.00 0.00 
q34 0.00 0.00 0.00 0.00 0.00 
q3V 0.57 0.57 0.65 0.57 0.65 

QB11 1467170000 1466853677 0.02 1459845809 0.50 
QB12 795437500 792725940 0.34 787721799 0.97 
QB13 75825480 78343615 3.32 76339892 0.68 
QB1L 595906800 595758100 0.02 595758100 0.02 
QB22 446880600 445354698 0.34 447318476 0.10 
QB23 224747000 223271283 0.66 225242515 0.22 
QB2L 222133700 222073715 0.03 222066261 0.03 
QB33 114242500 114342582 0.09 114346763 0.09 
QB3L 114242500 114337583 0.08 114341769 0.09 
Qout 2360901000 2362251817 0.06 2354635563 0.27 
S11 7.61 7.69 1.05 7.69 1.05 
S12 7.61 7.69 1.05 7.69 1.05 
S21 6.72 6.76 0.69 6.75 0.55 
S22 6.72 6.76 0.69 6.75 0.55 
S31 11.01 10.97 0.34 11.73 6.54 
S32 11.01 10.97 0.34 13.36 21.36 
T11 233.41 233.48 0.03 233.38 0.01 
T12 

 
336.84 0.00 337.48 0.00 

T13 310.00 309.09 0.29 309.19 0.26 
T1V 233.41 233.48 0.03 233.38 0.01 
T21 173.20 172.23 0.56 173.20 0.00 
T22 

 
352.16 0.00 350.14 0.00 

T23 238.41 238.38 0.01 238.38 0.01 
T2V 173.20 172.23 0.56 173.20 0.00 
T31 112.60 113.49 0.79 112.59 0.00 
T32 

 
300.31 0.00 298.16 0.00 

T33 238.41 238.38 0.01 238.38 0.01 
T34 178.20 178.20 0.00 178.20 0.00 
T3V 112.60 112.59 0.00 112.59 0.00 
TL1 661.20 661.20 0.00 661.20 0.00 
TL2 238.41 238.38 0.01 238.38 0.01 
TL3 178.20 178.20 0.00 178.20 0.00 
TL4 117.60 117.60 0.00 117.60 0.00 
W1 248258.76 248721.56 0.19 248552.88 0.12 
W2 96821.37 96492.01 0.34 94556.50 2.34 
W3 51758.33 52020.09 0.51 52009.91 0.49 

W total 396838.45 397233.66 0.10 395119.29 0.43 
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Table B11  Optimization result of up scaled variable model compare with PRO/II 

optimizer at minimum temperature approach equal to 7 K 

 

 Initial PRO/II GAMS % Error Optimizer PRO/II % Error 

F1 6524276 6524276 0.00 6557105 0.50 
F2 1484540 1484540 0.00 1492024 0.50 
F3 479884 479884 0.00 485685 1.21 

H11 333.16 333.86 0.21 333.06 0.03 
H12 480.03 480.50 0.10 479.03 0.21 
H13 106.87 107.96 1.02 107.96 1.02 
H1V 106.87 107.96 1.02 107.96 1.02 
H21 177.78 176.73 0.59 176.98 0.45 
H22 429.90 426.36 0.82 426.90 0.70 
H23 -119.00 -118.99 0.01 -118.99 0.01 
H2V -119.00 -118.99 0.01 -118.99 0.01 
H31 -155.60 -153.54 1.32 -156.27 0.44 
H32 204.43 209.81 2.63 202.43 0.98 
H33 63.47 62.57 1.41 62.55 1.44 
H34 -384.94 -381.56 0.88 -381.57 0.88 
H3V -384.94 -381.56 0.88 -381.57 0.88 
HL1 1223.67 1223.29 0.03 1223.29 0.03 
HL2 69.20 69.39 0.28 69.39 0.28 
HL3 -368.95 -369.70 0.20 -369.70 0.20 
HL4 -582.89 -582.41 0.08 -582.41 0.08 
P11 0.11 0.11 0.00 0.11 0.37 
P12 1.31 1.31 0.00 1.31 0.00 
P13 1.31 1.31 0.00 1.31 0.00 
P1V 0.11 0.11 0.00 0.11 0.37 
P21 0.11 0.11 0.00 0.11 0.01 
P22 2.06 2.06 0.10 2.06 0.10 
P23 2.06 2.06 0.10 2.06 0.10 
P2V 0.11 0.11 0.00 0.11 0.01 
P31 0.11 0.11 0.00 0.11 0.00 
P32 3.07 3.07 0.00 3.07 0.03 
P33 3.07 3.07 0.00 3.07 0.03 
P34 3.07 3.07 0.00 3.07 0.03 
P3V 0.11 0.11 0.00 0.11 0.00 
q11 1.00 1.00 0.00 1.00 0.00 
q12 1.00 1.00 0.00 1.00 0.00 
q13 0.00 0.00 0.00 0.00 0.00 
q1V 0.46 0.47 1.99 0.47 1.91 
q21 1.00 1.00 0.00 1.00 0.00 
q22 1.00 1.00 0.00 1.00 0.00 
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q23 0.00 0.00 0.00 0.00 0.00 
q2V 0.37 0.38 1.40 0.38 1.40 
q31 1.00 1.00 0.00 1.00 0.00 
q32 1.00 1.00 0.00 1.00 0.00 
q33 1.00 1.00 0.00 1.00 0.00 
q34 0.00 0.00 0.00 0.00 0.00 
q3V 0.56 0.56 0.02 0.56 0.02 

QB11 1476406000 1473851968 0.17 1476020640 0.03 
QB12 814857800 809591476 0.65 814483438 0.05 
QB13 67647510 70657462 4.45 67934199 0.42 
QB1L 593901000 593602466 0.05 593602466 0.05 
QB22 440586000 439015634 0.36 441589484 0.23 
QB23 215184600 213131991 0.95 215705842 0.24 
QB2L 225401500 225883437 0.21 225883437 0.21 
QB33 110059500 109424842 0.58 109424840 0.58 
QB3L 110059500 109424741 0.58 109424741 0.58 
Qout 2434632000 2430607641 0.17 2433175337 0.06 
S11 7.61 7.70 1.10 7.69 1.04 
S12 7.61 7.70 1.10 7.69 1.04 
S21 6.77 6.78 0.07 6.78 0.07 
S22 6.77 6.78 0.07 6.78 0.07 
S31 11.00 10.98 0.19 10.96 0.41 
S32 11.00 10.98 0.19 10.96 0.41 
T11 232.97 233.46 0.21 232.94 0.02 
T12 

 
340.72 0.00 340.01 0.00 

T13 310.00 311.17 0.38 311.17 0.38 
T1V 232.97 232.85 0.05 232.94 0.02 
T21 170.75 170.55 0.12 170.54 0.12 
T22 

 
359.15 0.00 359.44 0.00 

T23 239.97 239.94 0.02 239.94 0.02 
T2V 170.75 170.55 0.12 170.54 0.12 
T31 112.60 113.85 1.12 112.59 0.00 
T32 

 
299.91 0.00 296.88 0.00 

T33 239.97 239.94 0.02 239.94 0.02 
T34 177.75 177.54 0.11 177.54 0.11 
T3V 112.60 112.59 0.00 112.59 0.00 
TL1 661.20 661.20 0.00 661.20 0.00 
TL2 239.97 239.94 0.02 239.94 0.02 
TL3 177.75 177.54 0.11 177.54 0.11 
TL4 119.60 119.61 0.01 119.61 0.01 
W1 266173.92 265765.84 0.15 265876.48 0.11 
W2 103964.38 102937.74 0.99 103581.66 0.37 
W3 47992.38 48434.61 0.92 48393.11 0.83 

W total 418130.67 417138.20 0.24 417851.24 0.07 



 118 

Table B12  Optimization result of up scaled variable model compare with PRO/II 

optimizer at minimum temperature approach equal to 9 K 

 

 Initial PRO/II GAMS % Error Optimizer PRO/II % Error 

F1 6784782 6784782 0.00 6706159 1.16 
F2 1551579 1551579 0.00 1553471 0.12 
F3 527697 527697 0.00 526547 0.22 

H11 332.90 331.60 0.39 332.95 0.01 
H12 477.70 477.13 0.12 478.67 0.20 
H13 109.06 107.96 1.01 106.98 1.91 
H1V 109.06 107.96 1.01 106.98 1.91 
H21 177.30 177.68 0.21 176.99 0.17 
H22 434.01 433.72 0.07 431.16 0.65 
H23 -112.59 -112.87 0.25 -112.84 0.22 
H2V -112.59 -112.87 0.25 -112.84 0.22 
H31 -156.60 -156.21 0.25 -156.27 0.21 
H32 213.89 212.34 0.72 213.94 0.03 
H33 64.09 63.91 0.28 63.26 1.29 
H34 -366.43 -367.12 0.19 -367.67 0.34 
H3V -366.43 -367.12 0.19 -367.67 0.34 
HL1 1223.67 1223.29 0.03 1223.29 0.03 
HL2 73.73 74.47 1.01 74.47 1.01 
HL3 -359.00 -359.72 0.20 -359.69 0.19 
HL4 -577.05 -576.06 0.17 -576.06 0.17 
P11 0.11 0.11 0.00 0.11 0.00 
P12 1.30 1.31 0.77 1.30 0.00 
P13 1.30 1.31 0.77 1.30 0.00 
P1V 0.11 0.11 0.00 0.11 0.00 
P21 0.11 0.11 0.00 0.11 0.09 
P22 2.16 2.16 0.05 2.14 0.79 
P23 2.16 2.16 0.05 2.14 0.79 
P2V 0.11 0.11 0.00 0.11 0.09 
P31 0.11 0.11 0.00 0.11 0.00 
P32 3.27 3.27 0.00 3.30 1.11 
P33 3.27 3.27 0.00 3.30 1.11 
P34 3.27 3.27 0.00 3.30 1.11 
P3V 0.11 0.11 0.00 0.11 0.00 
q11 1.00 1.00 0.00 1.00 0.00 
q12 1.00 1.00 0.00 1.00 0.00 
q13 0.00 0.00 0.00 0.00 0.00 
q1V 0.46 0.47 0.67 0.46 0.17 
q21 1.00 1.00 0.00 1.00 0.00 
q22 1.00 1.00 0.00 1.00 0.00 
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q23 0.00 0.00 0.00 0.00 0.00 
q2V 0.39 0.39 1.05 0.39 1.06 
q31 1.00 1.00 0.00 1.00 0.00 
q32 1.00 1.00 0.00 1.00 0.00 
q33 1.00 1.00 0.00 1.00 0.00 
q34 0.00 0.00 0.00 0.00 0.00 
q3V 0.59 0.59 0.08 0.59 0.11 

QB11 1518716000 1517397395 0.09 1515425417 0.22 
QB12 848092200 848077981 0.00 845091151 0.35 
QB13 79050030 78328093 0.91 79342946 0.37 
QB1L 591573700 590965511 0.10 590965511 0.10 
QB22 449790000 450811898 0.23 450247724 0.10 
QB23 227179600 227450483 0.12 226901671 0.12 
QB2L 222610400 223351658 0.33 223336298 0.33 
QB33 112169900 111293940 0.78 111309280 0.77 
QB3L 112169900 111289058 0.79 111304418 0.77 
Qout 2501115000 2504747562 0.15 2492637583 0.34 
S11 7.61 7.69 1.05 7.69 1.05 
S12 7.61 7.69 1.05 7.69 1.05 
S21 6.78 6.78 0.11 6.78 0.05 
S22 6.78 6.78 0.11 6.78 0.05 
S31 11.01 10.96 0.50 10.96 0.50 
S32 11.01 10.96 0.50 10.96 0.50 
T11 232.78 232.85 0.03 232.85 0.03 
T12 

 
339.08 0.00 339.70 0.00 

T13 312.00 311.17 0.27 310.84 0.37 
T1V 232.78 232.85 0.03 232.85 0.03 
T21 170.60 171.07 0.28 170.56 0.02 
T22 

 
363.73 0.00 362.26 0.00 

T23 241.78 241.85 0.03 241.85 0.03 
T2V 170.60 170.55 0.03 170.56 0.02 
T31 112.60 112.60 0.00 112.59 0.00 
T32 

 
301.85 0.00 302.67 0.00 

T33 241.78 241.85 0.03 241.85 0.03 
T34 179.60 179.59 0.00 179.60 0.00 
T3V 112.60 112.59 0.00 112.59 0.00 
TL1 661.20 661.20 0.00 661.20 0.00 
TL2 241.78 241.85 0.03 241.85 0.03 
TL3 179.60 179.59 0.00 179.60 0.00 
TL4 121.60 121.60 0.00 121.60 0.00 
W1 272888.56 274263.98 0.50 271447.89 0.53 
W2 110639.51 110351.70 0.26 109678.79 0.87 
W3 54306.37 54023.52 0.52 54148.71 0.29 

W total 437834.45 438639.20 0.18 435275.39 0.58 
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Table B13  Equipment cost of scaled up case minimum temperature approach equal to 3 K 

 

Table B14  Equipment cost of scaled up case minimum temperature approach equal to 5 K 

 
 Heat Transfer [kJ/h] LMTD Area [m2] Work [kW] Log C Cost [$] 

1st Heat Exchanger 1467170000 22.278 20325.885  8.78888 615014360 
2nd Heat Exchanger 446880600 12.261 11249.173  8.24982 177757664 
3rd Heat Exchanger 114242500 25.046 1407.788  6.61045 4078037 

Cooler 2360901000 3.549 461913.163  6.95440 9003463 
Compressor 1    248258.76 6.63984 4363602 
Compressor 2    96821.37 6.51950 3307520 
Compressor 3    51758.33 6.42043 2632930 

Total Equipment Cost 816157578 
Total Equipment Cost after consider Cost index 3892180051 

 Heat Transfer [kJ/h] LMTD Area [m2] Work [kW] Log C Cost [$] 

1st Heat Exchanger 1430615000 18.721 23585.067 

 

8.92944 850043834 
2nd Heat Exchanger 439690600 9.687 14008.895 8.44599 279252750 
3rd Heat Exchanger 114744300 22.287 1589.017 6.69511 4955768 

Cooler 2314294000 4.453 360873.158 6.86952 7404929 
Compressor 1 

 
245466.52 6.63860 4351143 

Compressor 2 88833.16 6.50678 3212057 
Compressor 3 48805.15 6.41036 2572569 

Total Equipment Cost 1151793053 
Total Equipment Cost after consider Cost index 5492794600 
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Table B15  Equipment cost of scaled up case minimum temperature approach equal to 7 K 
 

 Heat Transfer [kJ/h] LMTD Area [m2] Work [kW] Log C Cost [$] 

1st Heat Exchanger 1476406000 26.628 17112.715  8.62878 425388925 
2nd Heat Exchanger 440586000 14.346 9478.700  8.09977 125828164 
3rd Heat Exchanger 110059500 27.476 1236.296  6.52113 3319945 

Cooler 2434632000 6.873 245976.091  6.73997 5495102 
Compressor 1    266173.92 6.64738 4440026 
Compressor 2    103964.38 6.52980 3386881 
Compressor 3    47992.38 6.40746 2555425 

Total Equipment Cost 570414471 
Total Equipment Cost after consider Cost index 2720253889 

 

Table B16  Equipment cost of scaled up case minimum temperature approach equal to 9 K 
 

 Heat Transfer [kJ/h] LMTD Area [m2] Work [kW] Log C Cost [$] 

1st Heat Exchanger 1518716000 29.815 15721.178  8.55087 355527808 
2nd Heat Exchanger 449790000 16.812 8257.341  7.98086 95689178 
3rd Heat Exchanger 112169900 30.498 1135.141  6.46327 2905873 

Cooler 2501115000 5.890 294867.142  6.80090 6322737 
Compressor 1    272888.56 6.65003 4467205 
Compressor 2    110639.51 6.53864 3456540 
Compressor 3    54306.37 6.42857 2682742 

Total Equipment Cost 471052086 
Total Equipment Cost after consider Cost index 2246403856 
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Table B17  Annual operating cost of scaled up all cases 

 

 3K 5K 7K 9K 

Compressor 1 568251 575184 616691 632248 

Compressor 2 205815 224323 240872 256337 

Compressor 3 113075 119917 111192 125821 

Total [$/h] 887142 919425 968756 1014407 

Total [$/y] 7771369421 8054163937 8486307108 8886211173 
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Appendix C  Total Annual Cost Calculation 

 

 CAPCOST equation is used to calculate capital cost (CAPEX). 

 

log10 𝐶𝑃
0 = 𝐾1 + 𝐾2 log10(𝐴) + 𝐾3[log10(𝐴)]2    

 

𝐶𝑃
0 is capital cost of equipment in USD 

K is constant 

A is a size parameter of the equipment 

 

LNG heat exchanger of case 3K is used as case study. K of LNG heat 

exchanger is selected as follows. 

 

K1 = 3.9912 

K2 = 0.0668 

K3 = 0.2430 

 

Size parameter of LNG heat exchanger is area which is calculated as 

follows. 

 

𝑄 = 𝑈𝐴∆𝑇𝑙𝑚 

 

Q is heat transfer in the box 

U is overall heat transfer coefficient 

∆𝑇𝑙𝑚 is log mean temperature difference 

 

1430615000 = 3240 𝑥 𝐴 𝑥 18.72 

 

𝐴 = 23585.06 𝑚2 

 

So, cost of LNG heat exchanger is calculated as follows. 
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log10 𝐶𝑃
0 = 3.9912 + 0.0668 log10(23585.06) + 0.2430[log10(23585.60)]2 

 

𝐶𝑃
0 = 850043834 𝑈𝑆𝐷 

 

Chemical engineering plant cost index is used to correct value. 

 

𝐶𝑝𝑟𝑒𝑠𝑒𝑛𝑡 = 𝐶𝑜𝑙𝑑

𝐼𝑝𝑟𝑒𝑠𝑒𝑛𝑡

𝐼𝑜𝑙𝑑
 

 

𝐶𝑝𝑟𝑒𝑠𝑒𝑛𝑡 = 850043834
119

567.5
 

 

𝐶𝑝𝑟𝑒𝑠𝑒𝑛𝑡 = 178247077 

 

Operating cost consider only electricity bill of compressor. The electricity bill 

per kilo watt is referred from the Metropolitan Electricity Authority of Thailand. 

 

𝐶𝑒𝑙𝑒𝑐𝑡 = 2.316875 [𝑈𝑆𝐷/𝑘𝑊] 

 

Operating cost is calculated from following equation. 

 

𝑂𝑃𝐸𝑋 =  8760𝐶𝑒𝑙𝑒𝑐𝑡𝑊𝑘 

𝑂𝑃𝐸𝑋 =  8760(2.316875)(245266.52) 

𝑂𝑃𝐸𝑋 =  568251.8685 [𝑈𝑆𝐷/ℎ] 

𝑂𝑃𝐸𝑋 =  4977886368 [𝑈𝑆𝐷/𝑦] 

 

When assumption is applied, total annual cost can be calculated as follows. 

 

𝑇𝐴𝐶 = 𝐶𝐴𝑃𝐸𝑋 + 𝑂𝑃𝐸𝑋 

𝑇𝐴𝐶 = (
178247077 × 0.015

1 − (1 + 0.015)−20
) + 4977886368 

𝑇𝐴𝐶 = 4980734070 [𝑈𝑆𝐷/𝑦]
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