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CHAPTER I

INTRODUCTION

One of the interesting topics in probability and statistics is studying a relationship

between two random variables or two data sets of which obvious application is in

making economic decisions. A tool chosen to study a relation between random

variables or data sets is a factor vastly affecting its reliability. When copulas were

introduced, they have been studied widely in several branches of mathematics

and economics. With abilities to detect independence and dependence structure

between two random variables and to be represented via joint distribution function

of random variables by Sklar’s theorem, copulas have been parts of many popular

tools with great potentials in quantifying dependence between random variables.

We will study a popular tool called a measure of dependence. Since there are many

levels of indicating dependence information between two random vaiables, it leads

to many definitions of being a measure of dependence. Only Rényi’s definition

[19] and Schweizer and Wolff’s definition [22] will be discussed in this thesis.

The motivation of this thesis began with studying a mapping σ on the set of

all copulas defined in [22] by

σ(C) =

∫
I2
|C − Π|dλ2∫

I2
|M − Π|dλ2

(1.1)

where I denotes [0, 1], λ2 denotes the Lebesgue measure on I2, and Π and M

are the independent copula and the comonotonic copula, respectively. In [22], σ

was proved to be a measure of dependence according to Schweizer and Wolff’s

definition. In [12], Edwards and Mikusiński introduced D4-invariant copulas of

which some examples are Π and M+W
2

where W is the countermonotonic copula.

They showed that a function τ on the class of all copulas defined by

τ(C) =

∫
I2
(C − Π)dA∫

I2
(M − Π)dA

(1.2)
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is a measure of concordance if A is D4-invariant and the converse also holds.

Hence, D4 denotes the dihedral group of the square I2.

The aim of this research is to generalize σ in three ways. Firstly, we define a

function σφ on the class of all copulas via

σφ(C) =

∫
I2
φ(|C − Π|)dλ2∫

I2
φ(|M − Π|)dλ2

(1.3)

where φ is a nonnegative real function on I. We give a set of sufficient conditions

for φ, which makes σφ a measure of dependence in the sense of Schweizer and

Wolff. Secondly, we define σ∗
φ(X,Y ) for all random variables X and Y whose

distribution functions are continuous by

σ∗
φ(X,Y ) = sup

f,g∈I
σφ(Cf(X),g(Y )) = sup

f,g∈I

∫
I2
φ(|Cf(X),g(Y ) − Π|)dλ2∫
I2
φ(|M − Π|)dλ2

(1.4)

where I is the set of all injective Borel measurable functions on R. We show that

σ∗
φ is a measure of dependence in the sense of Rényi. Finally, given a copula A,

we define σA on the class of bivariate copulas by

σA(C) =

∫
I2
|C − Π|dA∫

I2
|M − Π|dA

. (1.5)

Our attempt to characterize all copulas A for which σA is a measure of dependence

is not successful due to the difficulty in proving that σA is bounded by 1. We

focused only on σM+W
2

. We are able to show that σM+W
2

is a measure of dependence

in the sense of Schweizer and Wolff.

In Chapter II, we will give a brief introduction to copulas. Some background

information of a measure of dependence is discussed. Moreover, selected properties

in both measure theory and probability theory are also given, some of which are

fundamental tools used to prove our main results.

In Chapter III, we give a set of sufficient conditions for φ which makes σφ

defined in (1.3) a Schweizer and Wolff’s measure of dependence:

Theorem 1.1. The function σφ satisfies the following properties for all random

variables X and Y whose distribution functions are continuous.

(i) σφ(CX,Y ) = σφ(CY,X).
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(ii) 0 ≤ σφ(CX,Y ) ≤ 1.

(iii) σφ(CX,Y ) = 0 if and only if X and Y are independent.

(iv) σφ(CX,Y ) = 1 if and only if Y = f(X) for some strictly monotone function f.

(v) σφ(Cf(X),g(Y )) = σφ(CX,Y ) for all strictly monotone functions f and g.

(vi) If (X, Y ) and (Xn, Yn), n = 1, 2, . . . , are pairs of random variables with joint

distribution functions H and Hn, respectively, and if (Xn, Yn) converges in

distribution to (X, Y ), then lim
n→∞

σφ(CXn,Yn) = σφ(CX,Y ).

In Chapter IV, we apply the results of σφ to prove that σ∗
φ defined in (1.4) is

a measure of dependence in the sense of Rényi:

Theorem 1.2. The function σ∗
φ satisfies the following properties for all random

variables X and Y whose distribution functions are continuous.

(i) σ∗
φ(X, Y ) = σ∗

φ(Y,X).

(ii) 0 ≤ σ∗
φ(X,Y ) ≤ 1

(iii) σ∗
φ(X, Y ) = 0 if and only if X and Y are independent.

(iv) σ∗
φ(X, Y ) = 1 if Y = f(X) or X = g(Y ) for some Borel measurable functions f, g.

(v) σ∗
φ(f(X), g(Y )) = σ∗

φ(X,Y ) for all Borel measurable injective functions f and g.

In Chapter V, we investigate the mapping σA when A is a D4-invariant copula.

We also show that σM+W
2

, as defined in (1.5) for A = M+W
2

, is a measure of

dependence in the sense of Schweizer and Wolff:

Theorem 1.3. The function σM+W
2

satisfies the following properties for all random

variables X and Y whose distribution functions are continuous.

(i) σM+W
2

(CX,Y ) = σM+W
2

(CY,X).

(ii) 0 ≤ σM+W
2

(CX,Y ) ≤ 1.
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(iii) σM+W
2

(CX,Y ) = 0 if X and Y are independent.

(iv) σM+W
2

(CX,Y ) = 1 if Y = g(X) for some strictly monotone function g.

(v) σM+W
2

(Cf(X),g(Y )) = σM+W
2

(CX,Y ) for all strictly monotone functions f and g.

(vi) If (X, Y ) and (Xn, Yn), n = 1, 2, . . . , are pairs of random variables whose

joint distribution functions are H and Hn, respectively, and if (Xn, Yn) con-

verges in distribution to (X, Y ), then lim
n→∞

σM+W
2

(CXn,Yn) = σM+W
2

(CX,Y ).



CHAPTER II

PRELIMINARIES

In this chapter, the main purpose is to give a brief introduction to theory of

copulas (see [3], [7], [17]). By Sklar’s Theorem, a copula can be viewed as a joint

distribution function. Possessing many nice properties, copulas play an important

role in financial applications. Moreover, a copula can induce a probability measure

on the Borel subsets of [0, 1]2 by using Carathéodory-Hahn extension theorem. We

will start with some essential definitions and some basic properties from measure

theory and probability theory in section 2.1 and 2.2. See [9], [14], [16], [20] for

an introduction to measure theory and [1], [15], [18], [24] for an introduction to

probability theory.

We use notations R̄ and R̄2 for [−∞,∞] and [−∞,∞]× [−∞,∞], respectively.

The closed interval [0, 1] will be denoted by I, hence the Cartesian product [0, 1]2

is denoted by I2. A bounded interval is a set belonging to {[a, b], [a, b)(a, b], (a, b) :

a, b ∈ R}. The set B ⊆ R̄2 is said to be a closed rectangle if it is a Cartesian

product [a, b]× [c, d] where a, b, c, d ∈ R.

2.1 Measure Theory

We begin with fundamental definitions leading to measures, a generalization of

functions which can quantify length, area and volume.

Definition 2.1. Let X be a nonempty set. A nonempty collection F of subsets

of X is called an algebra if the following properties hold:

(i) If A ∈ F , then Ac ∈ F .

(ii) It is closed under finite unions.
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The algebra F is called a σ-algebra if it is closed under countable unions.

Then the ordered pair (X,F) is said to be a measurable space and every member

of F is called an F -measurable set.

Remark 2.2. Let X be a set and C ⊆ P(X). If Fα is a σ-algebra on X for all

α ∈ Λ, then ∩α∈ΛFα is a σ-algebra. Moreover, there exists a smallest σ-algebra on

X containing all of the elements in C, which is called the σ-algebra on X generated

by C and is denoted by σ(C).

Definition 2.3. Let X be a nonempty set. A collection T of subsets of X con-

taining ∅ and X is called a topology on X if the following properties hold:

(i) The union of arbitrary members of T is in T .

(ii) The intersection of a finite number of members of T is in T .

Then the ordered pair (X, T ) is said to be a topological space and every mem-

ber of T is called an open set. The σ-algebra generated by a topology T is called

the Borel σ-algebra on X, denoted by B(X).

Remark 2.4. Let X be a nonempty set, and X ′ ⊆ X.

(i) If F is σ-algebra on X, then F ′ = {A ∩X ′ : A ∈ F} is σ-algebra on X ′.

(ii) If the σ-algebra onX is generated by C, then the σ-algebra onX ′ is generated

by C ′ = {A ∩X ′ : A ∈ C}.

Example 2.5. The Borel σ-algebra on R2 is also generated by {[a, b] × [c, d] :

a, b, c, d ∈ R such that a ≤ b and c ≤ d}. Consequently, the Borel σ-algebra on I2

is generated by {[a, b]× [c, d] : a, b, c, d ∈ I such that a ≤ b and c ≤ d}.

Definition 2.6. Let (X,F) be a measurable space. A nonnegative set function µ

on F is said to be a measure if it satisfies the following properties:

(i) µ(∅) = 0.
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(ii) (Countably additive property) If {An}n∈N is a sequence of disjoint sets in F ,

then

µ(
∞∪
n=1

An) =
∞∑
n=1

µ(An).

Then the triple (X,F , µ) is called a measure space. If a statement P is true

on a complement of some measurable set N ⊆ X such that µ(N) = 0, then P is

said to be true µ-almost everywhere, denoted by µ-a.e.

Definition 2.7. Let X be a nonempty set and P ⊆ P(X) be an algebra. Then a

function µ : P → [0,∞] is called a premeasure if the following conditions hold:

(i) µ(∅) = 0.

(ii) If {An}n∈N is a sequence of elements in P such that Ai∩Aj = ∅ for all i ̸= j

and ∪∞
n=1An ∈ P , then µ(∪∞

n=1Ak) =
∑∞

n=1 µ(An).

The premeasure µ is called σ-finite if there is a sequence {Ak}∞k=1 of elements

in P such that ∪∞
k=1Ak = X and µ(Ak) < ∞ for all k ∈ N.

The following is required to define a function quantifying the length, which is

called a Lebesgue measure on R.

Definition 2.8. Let E = {(a, b),∅ : a, b ∈ R}. Define m∗ on the set of all subsets

of R, called Lebesgue outer measure on R, by

m∗(A) = inf{
∞∑
n=1

l(En) : En ∈ E , A ⊆ ∪∞
n=1En}

where l(a, b) = b− a for all a, b ∈ R.

Definition 2.9. Let m∗ be a Lebesgue outer measure on R and B ⊆ R. A set B

is called Lebesgue measurable if

m∗(E) = m∗(E ∩B) +m∗(E ∩Bc)

for all E ⊆ R.

Theorem 2.10. Let m∗ be Lebesgue outer measure on R and E be a collection of

all Lebesgue measurable subsets of R. Then the following properties hold:
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(i) E is a σ-algebra containing B(R).

(ii) The restriction of m∗ to E is a measure on E , called Lebesgue measure on

R.

Definition 2.11. Let X be a set and P ⊆ P(X). Then P is called a semiring if

the following conditions hold:

(i) If A and B belong to P , then A ∩B ∈ P .

(ii) If A and B are in P , then A r B = ∪k
n=1Cn for some k ∈ N such that

C1, C2, . . . , Ck ∈ P .

Theorem 2.12 (Carathéodory-Hahn extension theorem). Let X be a set. If µ

is a premeasure on a semiring P ⊆ P(X), then a measure µ̄ induced by µ is an

extension of µ. Moreover, if µ is σ-finite, then µ̄ is the unique measure extending

µ.

Example 2.13 ([20]). A collection of all products of two bounded intervals of I2

is a semiring.

Definition 2.14. Let (X,F) and (Y,F ′) be measurable spaces. A function

f : X → Y is called (F ,F ′)-measurable if f−1(E) ∈ F for all E ∈ F ′. If F is either

R or C, then a (B(R),B(F))-measurable function is said to be Borel measurable.

Proposition 2.15. Let (X,F) and (Y,N ) be measurable spaces. If f : X → Y

and C generates N , then f is (F ,N )-measurable if and only if f−1(E) ∈ F for all

E ∈ C.

Note that If f is (M,N )-measurable and g is (N ,O)-measurable, then g ◦ f

is (M,O)-measurable.

Corollary 2.16. Let (X,B(X)) and (Y,B(Y )) be topological spaces. If f : X → Y

is continuous, then f is (B(X),B(Y ))-measurable.

Proposition 2.17. Let (X,F) be a measurable space. If f, g : X → R are

measurable functions, then the functions f + g and fg are measurable.
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Let (X,F) be a measurable space and E ⊆ X. A function χE : X → R is said

to be the characteristic function of E if it is defined by

χE(x) =

 1 if x ∈ E

0 if x /∈ E.

The characteristic function of E is measurable if and only if E ∈ F . Then a

function f : X → R is called a simple function if it is a measurable function written

by f =
∑n

i=1 aiχAi
for some real numbers a1, a2, . . . , an and for some pairwise

disjoint measurable sets A1, A2, . . . , An such that X = ∪n
i=1Ai. If f, g : X → R are

simple functions, then f + g, fg are also simple functions.

Theorem 2.18. Let (X,F) be a measurable space, and f : X → R nonnegative

measurable function. Then there exists a sequence {sn}n∈N of nonnegative increas-

ing simple functions such that sn ≤ f for all n ∈ N and sn converges pointwise to f.

Remark 2.19. If f : I2 → I is a continuous function and f = 0 a.e., then f = 0.

The easy way to understand the concept for an integral of a function f with

respect to a measure is to view it as the area under the graph of f. In general idea,

it is shown as follows: let (X,F , µ) be a fixed measure space.

Definition 2.20. Let s be a nonnegative simple function. If s =
∑n

i=1 aiχAi
where

a1, a2, . . . , an are nonnegative real values and A1, A2, . . . , An such that X = ∪n
i=1Ai

are pairwise disjoint measurable sets, then the integral of s with respect to the

measure µ is defined by ∫
X

sdµ =
n∑

i=1

aiµ(Ai).

Definition 2.21. Let f : X → [0,∞] be a measurable function. The integral of

f with respect to the measure µ is defined by∫
X

fdµ = sup{
∫
X

sdµ : s is simple and 0 ≤ s ≤ f}.

If E ∈ F , then the integral of a measurable function fχE with respect to the

measure µ is defined as ∫
E

fdµ =

∫
X

fχEdµ.
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Proposition 2.22. Let f : X → [0,∞] be measurable, and A ∈ F . If
∫
A
fdµ = 0,

then f(x) = 0 µ-a.e. on A.

The following theorem shows when the order between limit and integral can

be changed.

Theorem 2.23 (The Monotone Convergence Theorem). Let {fn}n∈N be a sequence

of nonnegative measurable functions on X. If

(i) f1(x) ≤ f2(x) ≤ · · · ≤ ∞ for every x ∈ X and

(ii) limn→∞ fn(x) = f(x) for each x ∈ X,

then limn→∞
∫
X
fndµ =

∫
X
fdµ.

Theorem 2.24. If f, g : X → [0,∞] are measurable functions, then∫
X

(f + g)dµ =

∫
X

fdµ+

∫
X

gdµ.

If {fn}n∈N is a sequence of nonnegative measurable functions on X, then∫
X

∞∑
n=1

fndµ =
∞∑
n=1

∫
X

fndµ.

Definition 2.25. Let f be a real valued measurable function onX.Define f+ = fχ{f≥0}

and f− = −fχ{f<0}. If
∫
X
f+dµ < ∞ or

∫
X
f−dµ < ∞ , we will define the integral

of f with respect to µ by∫
X

fdµ =

∫
X

f+dµ−
∫
X

f−dµ.

If µ(X) < ∞, then µ is called finite.

Remark 2.26. Let n ∈ N. If µ1, µ2, . . . , µn be finite measures onX, then µ =
∑n

i=1 µi

is also a measure on X. Moreover,
∫
X
fdµ =

∑n
i=1

∫
X
fdµi for all nonnegative

measurable functions f.

A measurable function f on X is said to be integrable with respect to µ if∫
X
|f |dµ < ∞.

The following theorem shows that when the order of limit and integral can be

switched.
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Theorem 2.27 (The Dominated Convergence Theorem (DCT)). Let {fn}n∈N be

a sequence of integrable functions on X. If

(i) limn→∞ fn(x) = f(x) for each x ∈ X and

(ii) |fn| ≤ g for some nonnegative integrable function g for all n ∈ N,

then f is an integrable function and limn→∞
∫
X
fndµ =

∫
X
fdµ.

Definition 2.28. Let (X,F) be a measurable space. A function

µ : F → [−∞,∞] is said to be a signed measure if it satisfies the following

properties:

(i) µ(∅) = 0

(ii) Ranµ is a subset of either (−∞,∞] or [−∞,∞).

(iii) If {An}n ∈ N is a sequence of pairwise disjoint measurable sets in F , then

µ(
∞∪
n=1

An) =
∞∑
n=1

µ(An).

Remark 2.29. If µ1, µ2 are finite measures on X, then µ = µ1 − µ2 is a signed

measure on X. Moreover,
∫
X
fdµ =

∫
X
fdµ1 −

∫
X
fdµ2 for all nonnegative mea-

surable functions f.

For each n ∈ N, λn denotes the Lebesgue measure on Rn.

Theorem 2.30 (Mean Value Theorem). Let A ⊆ Rn, f : A → R and

0 < λn(A) < ∞. If A is connected and f is a continuous bounded function, then∫
A

fdλn = f(x)λn(A)

for some x ∈ A.

Theorem 2.31. Let (X,F1, µ) be a measure space, (Y,F2) be another measurable

space and g : X → Y be a measurable function. Define a measure ν on Y by

ν = µ(g−1(B)) for all measurable sets B ⊆ Y. If f : Y → R̄ is measurable, then∫
X
(f ◦ g)dµ =

∫
Y
fdν.
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2.2 Probability Theory

In this section, we will study some properties of a specific case of a measurable

space, which is called a probability space.

Definition 2.32. Let (X,F) be a measurable space. A measure P on X is called

a probability measure if P(X) = 1.

Then a triple (X,F ,P) is called a probability space and every member of F is

called an event.

Definition 2.33. Let X be a set and P be a collection of subsets of X containing

∅. A collection P is called a π-system if A ∩B ∈ P for all A,B ∈ P . A family P

is said to be a λ-system if it satisfies the following properties:

(i) If A ∈ P , then Ac ∈ P .

(ii) If {An}n∈N is a sequence of pairwise disjoint sets in P , then ∪∞
n=1An ∈ P .

Lemma 2.34. Let P be a π-system. If P and Q are probability measures on

(X, σ(P)) such that P = Q on P , then P = Q on σ(P).

Let (Ω,F ,P) be a fixed probability space.

Definition 2.35. A function X : Ω → R is called a random variable if X is a

(F ,B(R))-measurable function.

Definition 2.36. Let X be a random variable. A probability measure PX :

B(R) → R defined by

PX(A) := P(X−1(A))

for all A ∈ B(R) is called the probability law of X.

Definition 2.37. Let X be a random variable on Ω, and

FX(x) := P({ω : X(ω) ≤ x})

for each x ∈ R. Then FX is said to be the distribution function of X.
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Theorem 2.38. Let F be the distribution function of a random variable X. Then

F has the following properties:

(i) F is nondecreasing; that is, if x1 < x2, then F (x1) ≤ F (x2).

(ii) limx→∞ F (x) = 1 and limx→−∞ F (x) = 0.

(iii) F is a right continuous function; that is limy→x+ F (y) = F (x).

Definition 2.39. Let X be a random variable. Its distribution function is con-

tinuous on R if and only if P(X = x) = 0 for all x ∈ R.

Definition 2.40. The random variable X on Ω is called continuous if its distri-

bution can be written as follows: for all x ∈ R,

F (x) =

∫ x

−∞
f(u)du

for some integrable function f : R → [0,∞), which is called a probability density

function of X.

Example 2.41. (i) A continuous random variable X is called a uniform ran-

dom variable on [a, b] if its probability density function can be written as

follows:

fX(x) =

 1
b−a

if a ≤ x ≤ b

0 otherwise.

The uniform random variable X on [a, b] is denoted by X ∼ U [a, b].

(ii) Let µ ∈ R and σ > 0. A continuous random variable X is called a normal

random variable with parameters µ and σ2 if its probability density function

can be written as follows:

fX(x) =
1√
2πσ

e−
(x−µ)2

2σ2

for all −∞ < x < ∞. The normal random variable X with parameters µ and

σ2 is denoted by X ∼ N(µ, σ2). If X ∼ N(0, 1), then it is called a standard

normal random variable.
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Definition 2.42. Fix n ∈ N. A function X : Ω → Rn is called a n-dimentional

random vector if X is a (F ,B(Rn))-measurable function.

Definition 2.43. Fix n ∈ N. If X is a n-dimentional random vector on Ω, then

FX defined by

FX(x) := P({ω : X1(ω) ≤ x1, X2(ω) ≤ x2, . . . , Xn(ω) ≤ xn})

for all x = (x1, x2, . . . , xn), is called the joint distribution function of the random

vector X.

Theorem 2.44. Let FX be a joint distribution function of a random vector X.

Then F has the following properties:

(i) FX(·, ·, . . . , ·) is nondecreasing and right continous for each of its arguments.

(ii) lim
xi→∞,i=1,2,...,n

FX(x1, x2, . . . , xn) = 1.

(iii) For each i = 1, 2, . . . , n, lim
xi→−∞

FX(x1, x2, . . . , xn) = 0.

If X = (X1, X2, . . . , Xn) is a random vector, then, for each i, the marginal

distribution function of Xi is obtained from FX by setting the components xj = ∞

for all i ̸= j.

Definition 2.45. Fix k ∈ N. Let {Xn}n∈N be a sequence of k-random vectors

associated with distribution functions Fn for all n ∈ N and X be another k-

random vector associated with a distribution function F . If lim
n→∞

Fn(x) = F (x)

for all continuity points x of F, then we say that Xn converges in distribution to

X, denoted by Xn
d−→ X.

Theorem 2.46. Fix k ∈ N. Let {Xn}n∈N be a sequence of k-random vectors

associated with distribution functions Fn for all n ∈ N and X be another k-random

vector associated with a distribution function F . Then limn→∞ Fn(x) = F (x) for

all continuity points x of F if and only if

lim
n→∞

∫
Rk

fdFn =

∫
Rk

fdF

for all f ∈ Cb(Rk) where Cb(Rk) is the collection of all bounded continuous func-

tions on Rk.
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2.3 A Copula and Its Fundamental Properties

In the beginning of this section, we will study some basic definitions and some

properties leading to being a copula function.

Definition 2.47. A real valued function H is called a 2-place real function if its

domain is a subset of R̄2.

Definition 2.48. Let H be a 2-place real function whose domain is the Cartesian

product of nonempty subsets S1, S2 in R̄. If B := [x1, x2] × [y1, y2] is a rectangle

whose vertices are in S1 × S2; that is, (x1, y1), (x1, y2), (x2, y1), (x2, y2) ∈ S1 × S2,

then we will define the H-volume of B by

VH(B) = H(x2, y2)−H(x2, y1)−H(x1, y2) +H(x1, y1).

Definition 2.49. Let H be a 2-place real function. If VH(B) ≥ 0 for all rectangles

B whose vertices are in domH, then H is 2-increasing.

Lemma 2.50. Let H be a 2-increasing function whose domain is S1×S2 ⊆ R̄2. If

x1, x2 ∈ S1 such that x1 ≤ x2, and y1, y2 ∈ S2 such that y1 ≤ y2, then the following

holds:

(i) The function t 7→ H(t, y2)−H(t, y1) is nondecreasing on S1.

(ii) The function t 7→ H(x2, t)−H(x1, t) is nondecreasing on S2.

Definition 2.51. Let H be a function whose domain is S1×S2 ⊆ R̄2. Suppose a1
and a2 are the least elements in S1 and S2, respectively. If H(x, a2) = 0 = H(a1, y)

for all (x, y) ∈ S1 × S2, then H is grounded.

Lemma 2.52. If H is a grounded 2-increasing function whose domain is S1×S2 ⊆

R̄2, then H is nondecreasing for each of its arguments.

Definition 2.53. Let H be a function whose domain is S1×S2 ⊆ R̄2. Suppose b1
and b2 are the greatest elements in S1 and S2, respectively. Then margins F,G of

H are defined by

F (x) = H(x, b2) for all x ∈ S1
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and

G(y) = H(b1, y) for all x ∈ S2.

Lemma 2.54. Let H be a grounded 2-increasing function whose domain is S1 ×

S2 ⊆ R̄2 and whose margins are F and G. Then

|H(x2, y2)−H(x1, y1)| ≤ |F (x2)− F (x1)|+ |G(y2)−G(y1)|

for all (x1, y1), (x2, y2) ∈ S1 × S2.

Definition 2.55. A function C : I2 → I is called a copula if it satisfies the

following properties:

(i) C is grounded and 2-increasing; that is, C(u, 0) = C(0, v) = 0 for all u, v ∈ I

and VC(B) ≥ 0 for all rectangles B ⊆ I2.

(ii) C(u, 1) = u and C(1, v) = v for all u, v ∈ I.

Example 2.56. The following functions are all copulas.

(i) M(u, v) = min{u, v} for all u, v ∈ I.

(ii) Π(u, v) = uv for all u, v ∈ I.

(iii) W (u, v) = max{u+ v − 1, 0} for all u, v ∈ I.

(iv) Fixed r ∈ [−1, 1]. For all u, v ∈ I, CGa
r (u, v; r) = Φ2(Φ

−1(u),Φ−1(v); r) where

Φ2(h, k; r) =
∫ h

−∞

∫ k

−∞
1

2π
√
1−r2

e
−x2−2rxy+y2

2(1−r2) dydx and Φ(h) =
∫ h

−∞
1
2π
e−

x2

2 dx

for all h, k ∈ R. It is called a Gaussian copula.

Theorem 2.57. Let C be any copula. Then

W (u, v) ≤ C(u, v) ≤ M(u, v)

for all u, v ∈ I.

Then the copulas M and W are called the Fréchet-Hoeffding upper bound and

the Fréchet-Hoeffding lower bound, respectively.
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Theorem 2.58. Let C be any copula. Then

|C(u2, v2)− C(u1, v1)| ≤ |u2 − u1|+ |v2 − v1|

for all u1, u2, v1, v2 ∈ I. Consequently, C is Lipschitz and then uniformly continu-

ous on I2.

Definition 2.59. Let C be a copula, and a ∈ I. The functions

t 7→ C(t, a) and t 7→ C(a, t) for all t ∈ I

are said to be the horizontal section of a copula C at a and the vertical section of

a copula C at a, respectively.

Corollary 2.60. The horizontal and vertical sections of a copula C are nonde-

creasing and uniformly continuous on I.

The following famous theorem reveals a fact that a copula function is associated

with random variables and is indeed a joint distribution function.

Theorem 2.61 (Sklar’s Theorem). For any random variables X and Y, the

joint distribution function FX,Y of X,Y can be written in terms of a copula and

its marginal distribution functions (FX and FY , respectively) as follows: for all

(u, v) ∈ R2,

FX,Y (u, v) = C(FX(u), FY (v)) (2.1)

for some a copula C. The copula C is unique on I2 when FX and FY are continuous,

otherwise it is unique only on RanFX × RanFY .

Conversely, for any copula C and any marginal distribution functions FX and

FY , if the function FX,Y is defined by (2.1), then it becomes a joint distribution

function whose marginal distribution functions are FX and FY .

If X,Y are random variables whose their distribution functions are continuous,

then a copula C which is associated with X,Y sometimes write CX,Y instead of

C.
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Remark 2.62. Every copula can be considered as a joint distribution function

whose marginal distributions are continuous.

Let C be any copula and define a joint distribution HC of C as follows:

HC(u, v) =



0 if u < 0 or v < 0

C(u, v) if (u, v) ∈ I2

x if v > 1, u ∈ I

y if v > 1, u ∈ I

1 if u > 1 and v > 1.

One can prove that HC is constructed from uniform random variables on I.

Definition 2.63. A 2-place real function C is said to be a positively quadrant de-

pendent (PQD) copula if C(u, v) ≥ Π(u, v) for all u, v ∈ I. It is called a negatively

quadrant dependent (NQD) copula if C(u, v) ≤ Π(u, v) for all u, v ∈ I.

Any copula C induces a probability measure µC on the Borel subsets of I2 via

µC([u1, u2]× [v1, v2]) = VC([u1, u2]× [v1, v2]),

for all rectangles [u1, u2] × [v1, v2] ⊆ I2, by using Carathéodory-Hahn extension

theorem. Let λ denote Lebesgue measure on I. A measure µ on I2 is called doubly

stochastic if µ(S × I) = µ(I × S) = λ(S) for any Borel set S of I. One can prove

that µC is doubly stochastic. If S is the union of all open subsets A of I2 with

µC(A) = 0, then the complement of S is called the support of a copula C.

The following theorem shows that dependence structure can be captured by

copulas, which is regardless of their marginal distribution functions.

Theorem 2.64 ([22], Theorem 2). Let X and Y be random variables whose their

distribution functions are continuous. Then

(i) CX,Y = Π if and only if X and Y are independent.

(ii) CX,Y = M if and only if Y = f(X) a.s. where f is strictly increasing a.e.

on RanX.
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(iii) CX,Y = W if and only if Y = f(X) a.s. where f is strictly decreasing a.e.

on RanX.

The copula Π,M and W are called the independent copula, the comonotonic

copula and the countermonotonic copula, respectively.

Observe that if X is a random variable whose distribution is continuous, then

a distribution function of f(X) is continuous for all injective functions f. Let f, g

be strictly monotone functions on RanX and RanY, respectively. Then a copula

Cf(X),g(Y ) can be written in the form of CX,Y . In particular, a copula is invariant

under strictly increasing functions, which is shown by the following theorem.

Theorem 2.65. Let X and Y be random variables whose distribution functions

are continuous. Then for all u, v ∈ I,

(i) Cf(X),g(Y )(u, v) = CX,Y (u, v) if f and g are both strictly increasing a.e. on

RanX and RanY, respectively.

(ii) � Cf(X),g(Y )(u, v) = u−CX,Y (u, 1−v) if f is strictly increasing a.e. on RanX

and g is strictly decreasing a.e. on RanY.

(iii) Cf(X),g(Y )(u, v) = v−CX,Y (1−u, v) if f is strictly decreasing a.e. on RanX

and g is strictly increasing a.e. on RanY.

(iv) Cf(X),g(Y )(u, v) = u+ v − 1 + CX,Y (1− u, 1− v) if f and g are both strictly

decreasing a.e. on RanX and RanY, respectively.

We next review some basic definitions of abstract algebra which are necessary

to define a D4-invariant copula. For an introduction to abstract algebra, see [10].

Definition 2.66. Let S be a set. Then a function ∗ : S×S → S is called a binary

operation on S.

Definition 2.67. Let ∗ be a binary operation on S.

(i) If (a ∗ b) ∗ c = a ∗ (b ∗ c) for all a, b, c ∈ S, then ∗ is said to be associative.

(ii) If a ∗ b = b ∗ a for all a, b ∈ S, then ∗ is said to be commutative.
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(iii) An element e ∈ S is called an identity element for ∗ if for all a ∈ S, a ∗ e =

a = e ∗ a.

Definition 2.68. Let ∗ be a binary operation on a nonempty set S. If ∗ is asso-

ciate, then the ordered pair (S, ∗) is a semigroup. A semigroup (S, ∗) equipped

with an identity element is called a monoid.

Definition 2.69. Let (G, ∗) be a monoid with an element e. Fixed a ∈ G. An

element a′ ∈ G is called an inverse of a if a∗a′ = e = a′ ∗a. Then (G, ∗) is a group

if every element in G has its inverse. Moreover, a group (G, ∗) is abelian if ∗ is

commutative.

Definition 2.70. Let (G, ∗) be a group with an identity e. The cardinality of

the set G is the order of a group G, which is denoted by |G|. Let a ∈ G. Then

the order of a, denoted by o(a), is the smallest positive integer n ∈ N such that

an = e.

Proposition 2.71. Let (G, ∗) be a group. Then the following are true:

(i) The identity of G is unique.

(ii) For all a ∈ G, the inverse of a is unique, which is denoted by a−1.

Definition 2.72. Let (G, ∗) be a group and a nonempty set H be a subset of G.

If (H, ∗) is a group, then it is called a subgroup of G, denoted by H ≤ G.

Proposition 2.73. Let (G, ∗) be a group. The intersection of subgroups of G is

a subgroup of G.

Definition 2.74. Let (G, ∗) be a group and A ⊆ G such that A ̸= ∅. Then the

subgroup of G generated by A, denoted by ⟨A⟩, is the intersection of all subgroups

of G containing A. Moreover, it is the smallest subgroup of G containing A.

Definition 2.75. For each n ≥ 2 , the dihedral group of order 2n denoted by

Dn is a group which is generated by two elements a, b such that the order of a

is n, the order of b is 2 and ba = a−1b. So we can see it is a group of rotations
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and reflections of a regular n-gons with n vertices where a is the rotation through

angle 2π
n

and b is the reflection.

Example 2.76. The dihedral group of order 8 on the unit square [0, 1]2, denoted

by D4, is {e, r, r2, r3, h, hr, hr2, hr3} where e is the identity, h is the reflection

about x = 1
2
, and r is a 90◦ counterclockwise rotation around the point (1

2
, 1
2
).

Definition 2.77 ([12]). For d ∈ D4, a copula Cd is defined by

Cd(u, v) = µC(d([0, u]× [0, v])),

which has a mass distribution on the the rectangle d([0, u]× [0, v]) with respect to

the doubly stochastic measure associated with C.

Example 2.78. For all rectangles [u1, u2]× [v1, v2] on I2,

(i) hr([u1, u2]× [v1, v2]) = [v1, v2]× [u1, u2]

(ii) hr2([u1, u2]× [v1, v2]) = [u1, u2]× [1− v2, 1− v1]

(iii) h([u1, u2]× [v1, v2]) = [1− u2, 1− u1]× [v1, v2]

(iv) r2([u1, u2]× [v1, v2]) = [1− u2, 1− u1]× [1− v2, 1− v1].

The following table displays a relationship between Cd and C for all d ∈ D4.

Copula List

D4 u, v ∈ I Copula

e e(u, v) = (u, v) Ce(u, v) = C(u, v)

r r(u, v) = (1− v, u) Cr(u, v) = u− C(1− v, u)

r2 r2(u, v) = (1− u, 1− v) Cr2(u, v) = u+ v − 1 + C(1− u, 1− v)

r3 r3(u, v) = (v, 1− u) Cr3(u, v) = v − C(v, 1− u)

h h(u, v) = (1− u, v) Ch(u, v) = v − C(1− u, v)

hr hr(u, v) = (v, u) Chr(u, v) = C(v, u)

hr2 hr2(u, v) = (u, 1− v) Chr2(u, v) = u− C(u, 1− v)

hr3 hr3(u, v) = (1− v, 1− u) Chr3(u, v) = u+ v − 1 + C(1− v, 1− u)
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Table 2.1: Cd for d ∈ D4.

In [12], Edwards, Mikusiński and Taylor introduced a D4-invariant copula de-

fined by

C(u, v) = Cd(u, v)

for all (u, v) ∈ I2 and for every d ∈ D4.

One can see that if C is a D4-invariant copula then for all d ∈ D4, then

µC([u1, u2]× [v1, v2]) = µC(d([u1, u2]× [v1, v2]))

for all rectangle [u1, u2]× [v1, v2] ⊆ I2.

Example 2.79. Π and M+W
2

are examples of D4-invariant copulas.

Next, we will introduce you to a well-known function quantifying the relation-

ship between two random variables X and Y . It is called a measure of dependence.

Since there are many definitions of being a measure of dependence, we will focus

on Rényi’s definition and Schweizer and Wolff’s definition.

A history for measures of dependence began in 1959. Initially, Rényi [19] con-

structed a measure of dependence based on a set of six postulates. It was defined

as follows: a real function R on the Cartesian product of the class A of all random

variables which are not constant with probability one is said to be a measure of

dependence if the following conditions hold for all X, Y ∈ A :

(i) R(X,Y ) = R(Y,X).

(ii) 0 ≤ R(X, Y ) ≤ 1.

(iii) R(X,Y ) = 0 if and only if X and Y are independent.

(iv) R(X,Y ) = 1 if Y = f(X) or X = g(Y ) for some Borel measurable functions

f on RanX and g on RanY.

(v) If f and g are Borel measurable injective functions on RanX and RanY,

respectively, then R(f(X), g(Y )) = R(X,Y ). In other words, R is invariant

under Borel measurable injective transformations.
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(vi) IfX and Y are jointly normal with correlation coefficient r, then R(X, Y ) = |r|.

Afterwards, Schweizer and Wolff [22] proposed a definition for a measure of

dependence R′ based on Rényi’s definition. The domain of R′ became the set of

all random variables of which distribution functions are continuous. Moreover the

conditions (iv)-(vi) in Rényi’s postulates were adjusted and a continuity property

of R′ was added. Then a measure of dependence in sense of Schweizer and Wolff

is defined as follows: a real function R′ on the Cartesian product of the collection

A of all random variables whose distribution functions are continuous, is said to

be a measure of dependence if the following conditions hold for all X,Y ∈ A :

(i) R′(X, Y ) = R′(Y,X).

(ii) 0 ≤ R′(X,Y ) ≤ 1.

(iii) R′(X, Y ) = 0 if and only if X and Y are independent.

(iv) R′(X, Y ) = 1 if and only if Y = g(X) for some strictly monotone function

g on RanX.

(v) R′(f(X), g(Y )) = R′(X,Y ) for all strictly monotone functions f and g on

RanX and on RanY, respectively. Specifically, R′ is invariant under strictly

monotone functions.

(vi) If X and Y have a bivariate normal distribution associated with correlation

coefficient r, then R′(X, Y ) is a strictly increasing function ϕ of |r|.

(vii) Let (Xn, Yn)n∈N be a sequence of 2- dimentional random vectors whose joint

distribution functions are Hn for all n ∈ N and (X, Y ) be another pair of

random variables whose joint distribution function is H. If Hn
d−→ H, then

lim
n→∞

R′(Xn, Yn) = R′(X, Y ).

In [22], the following result was established.
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Theorem 2.80 ([22, Theorem 4]). A function σ on a set of all copulas defined by

σ(C) =

∫
I2
|C − Π|dλ2∫

I2
|M − Π|dλ2

is a Schweizer-Wolff measure of dependence and a function ϕ in (vi) is given by

ϕ(|r|) = 6

π
arcsin(

|r|
2
).

All copulas can be approximated by checkerboard copulas. The idea of checker-

board copulas, which can be seen in [25], is shown as follows: let (X,F ,P) be

a probability space, and C be a copula associated with uniform random vari-

ables U, V on I. Fix m ∈ N. Denote I0 = [0, 1
m
] and Ii = ( i

m
, i+1

m
] for all

i = 1, 2, . . . ,m− 1. Then the following are true.

(i) {Ii : i = 0, 1, 2, . . . ,m− 1} is a partition of I.

(ii) {Ii × Ij : i, j = 0, 1, 2, . . . ,m− 1} is a partition of I2.

(iii) {Ai,j} is a partition of X where Ai,j = {ω : (U(ω), V (ω)) ∈ Ii × Ij} for all

i, j = 0, 1, 2, . . . ,m− 1.

By Sklar’s Theorem (Theorem 2.61) and conditional probability, we get

C(u, v) = P(U ≤ u, V ≤ v) =
∑
i,j

P(U ≤ u, V ≤ v|Ai,j)P(Ai,j)

for all u, v ∈ I. Note that P(U ≤ u, V ≤ v|Ai,j) is a joint distribution for all

i, j = 0, 1, 2, . . . ,m− 1. Using Sklar’s Theorem again, we have

P(U ≤ u, V ≤ v|Ai,j) = Ci,j(Fi,j(u), (Gi,j(v))

where Fi,j(u) = P(U ≤ u|Ai,j) and Gi,j(v) = P(V ≤ v|Ai,j) for all i, j =

0, 1, 2, . . . ,m− 1. Thus

C(u, v) = P(U ≤ u, V ≤ v) =
∑
i,j

P(Ai,j)Ci,j(Fi,j(u), (Gi,j(v)) (2.2)

for all u, v ∈ I. Note that [P(Ai,j)]m×m is a doubly stochastic matrix.
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Theorem 2.81 ([2], Theorem 3.1). Fix m ∈ N. Let Di,j be a copula, Hi,j and

Li,j be distribution functions over Ii and Ij, respectively, and ai,j ≥ 0 for all

i, j ∈ {0, 1, 2, . . . ,m− 1}. Then for all u, v ∈ I,

D(u, v) =
∑
i,j

ai,jDi,j(Hi,j(u), Li,j(v)) (2.3)

is a copula if and only if the following conditions hold:

(i) for each h = 0, 1, 2, . . . ,m− 1,
∑m−1

j=0 ah,jHh,j(u) = u− h
m

for all u ∈ Ih,

(ii) for each k = 0, 1, 2, . . . ,m− 1,
∑m−1

j=0 ai,kLi,k(u) = v − k
m

for all v ∈ Ik.

Remark 2.82 ([2]). Let C be a copula. Fix m ∈ N. If Di,j = Π, Hi,j and Li,j are

uniform distribution functions over Ii and Ij and ai,j = P(Ai,j) which is defined as

(2.3) for all i, j ∈ {0, 1, 2, . . . ,m− 1}, then the conditions (i) and (ii) hold. Thus

for all u, v ∈ I,

Cm(u, v) :=
∑
i,j

P(Ai,j)Π(Hi,j(u), Li,j(v))

is a copula, which is called the checkerboard approximation of C.

Theorem 2.83 ([2], Theorem 4.2). If {Cm}m∈N is a sequence of checkerboard

copulas of C, then ||Cm −C||∞ ≤ 2
m
. Consequently, Cm converges uniformly to C.

In [5], Darsow et al. introduced a binary operation ∗-product on the class of

all copulas defined by

A ∗B(u, v) =

∫ 1

0

∂2A(u, t)∂1B(t, v)dt

for all u, v ∈ [0, 1]. Then (C2, ∗) is a monoid with identity M. Moreover, we can

prove that the following properties hold:

(i) Π is the zero; that is Π ∗ C = Π = C ∗ Π for all copula C.

(ii) C ∗W (u, v) = u− C(u, 1− v) for all u, v ∈ I.

(iii) W ∗ C(u, v) = v − C(1− u, v) for all u, v ∈ I.

(iv) W ∗W = M.
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Theorem 2.84 ([5], Theorem 2.3). Let A,B be copulas. If An converges uniformly

to A, then An ∗B and B ∗An converge uniformly to A ∗B and B ∗A, respectively.

For any copula C, a copula CT defined by CT (u, v) = C(v, u) for all u, v ∈ I

is called the transposed copula of C.

Definition 2.85 ([5]). A copula C is said to be left invertible if there exists a

copula A such that A ∗ C = M . Then A is called a left inverse of C. Similarly, a

copula C is said to be right invertible if there is a copula A such that C ∗A = M .

Then A is called a right inverse of C. A copula C is said to be invertible if C is

both left invertible and right invertible.

Theorem 2.86 ([5], Theorem 7.3). If a copula C is left invertible, then its left

inverse is unique and equal to CT . Similarly, If a copula C is right invertible, then

its right inverse is unique and equal to CT .

Corollary 2.87 ([21], Corollary 4.9). Let f, g : R → R be Borel measurable

functions. Then for all random variables X and Y,

Cf(X),X ∗ CX,Y ∗ CY,g(Y ) = Cf(X),g(Y ).

Definition 2.88 ([23]). Let X and Y be two random variables. Y is said to be

completely dependent on X if there exists a Borel measurable function f such

that P (Y = f(X)) = 1. They are called mutually completely dependent (m.c.d.)

if there is a Borel measurable injection f such that P (Y = f(X)) = 1.

Lemma 2.89 ([23], Theorem 4.1). Let X and Y be continuous random variables

associated with a copula C. The following statements hold :

(i) Y is completely dependent on X if and only if C is left invertible.

(ii) X is completely dependent on Y if and only if C is right invertible.

(iii) X and Y are mutually completely dependent if and only if C is invertible.
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In 1992, Mikusiński et al. introduced a shuffle of Min, which is constructed

from M by cutting the support of M on I2 into a finite number of vertical strips.

Each vertical strip may be flipped with respect to its vertical axis of symmetry.

Then all vertical strips will be rearranged to form the I2.

Corollary 2.90. Let C be a copula. There exists a sequence of the shuffles of Min

converging uniformly to C.

Remark 2.91. The set of all shuffles of Min is a subset of the class of all invertible

copulas.

Definition 2.92 ([4]). A measurable function f : I → I is said to be measure

preserving if λ(f−1(A)) = λ(A) for all Borel measurable sets A in I.

Denote F as the class of all measure preserving functions.

Theorem 2.93 ([4], Theorem 2.2). If f is a measure preserving function on I, then

there exists a sequence of injective piecewise linear measure preserving functions

on I which converges to f almost everywhere.

Theorem 2.94 ([6], Theorem 2.2). Fix f, g ∈ F . If a function Cf,g is defined by

Cf,g(u, v) = λ(f−1[0, u] ∩ g−1[0, v])

for all u, v ∈ I, then Cf,g is a copula. Furthermore, if C is any copula, there exist

f, g ∈ F such that C = Cf,g.

Let e be the identity function; that is, e(x) = x for all x ∈ I. �

Theorem 2.95 ([6], Theorem 2.4). Let C be left invertible. A function f defined

by

f(x) = inf{y|∂1C(x, y) = 1}

becomes a measure preserving Borel function and C = Ce,f .

For each f ∈ F , if there exists g ∈ F such that g ◦ f = e a.s. and f ◦ g = e

a.s., then g is called an essential inverse of f.
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Corollary 2.96 ([6], Corollary 2.4.1). A copula C is invertible if and only if

C = Cf,e for some measure preserving Borel function f whose an essential inverse

is g. Consequently, Cf,e = Ce,g.

Definition 2.97 ([13]). If T : R → R is an increasing function with T (−∞) =

lim
x↓−∞

T (x) and T (∞) = lim
x↑∞

T (x), then the generalized inverse T− : R → R̄ of T is

defined by for all y ∈ R,

T−(y) = inf{x ∈ R : T (x) ≥ y}.

Proposition 2.98 ([13], Proposition 1). If T : R → R is increasing with T (−∞) =

lim
x↓−∞

T (x) and T (∞) = lim
x↑∞

T (x), then the following statements hold: for all

x, y ∈ R

(i) T− is increasing.

(ii) T−(T (x)) ≤ x for all x ∈ R.

(iii) If T is strictly increasing, then T−(T (x)) = x for all x ∈ R.

(iv) T is continuous if and only if T− is strictly increasing on [inf RanT, supRanT ].

(v) T is strictly increasing if and only if T− is continuous on RanT.

Proposition 2.99 ([13], Proposition 2). Let X be a random variable with a dis-

tribution function F , denoted by X ∼ F, then the following statements hold:

(i) If F is continuous, then F (X) ∼ U [0, 1].

(ii) If U ∼ U [0, 1], then F−(U) ∼ F.

Corollary 2.100. Let X and Y be two random variables whose marginal distri-

bution functions are FX and FY , respectively, and joint distribution function is

FX,Y . Then for all u, v ∈ I,

CX,Y (u, v) = FX,Y (F
−
X(u), F

−
Y (v)).

Let (Ω,F ,P) be a probability space. Denote E(X) =
∫
Ω
XdP.
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Definition 2.101. Let X and Y be two random variables. Then the correlation

coefficient ρX,Y is defined by

ρX,Y =
cov(X, Y )√
var(X)var(Y )

where cov(X, Y ) = E[(X − E(X))(Y − E(Y ))] and var(X) = E(X − E(X))2.

Definition 2.102. Let X and Y be random variables. If their joint probability

density function fX,Y is defined by for all x, y ∈ R,

fX,Y (x, y) =
1

2πσ1σ2

√
1− r2

e
−1

2(1−r2)
[(

x−µ1
σ1

)2−2r(
x−µ1
σ1

)(
y−µ2
σ2

)+(
y−µ2
σ2

)2]
, (2.4)

then we will say thatX and Y have a bivariate normal distribution with correlation

coefficient r.

Moreover, one can prove that X ∼ N(µ1, σ
2
1) and Y ∼ N(µ2, σ

2
2) if X and Y

have a bivariate normal distribution of which fX,Y is defined by (2.4).

Proposition 2.103. X and Y are standard normal random variables with cor-

relation coefficient r if and only if CX,Y is a Gaussian copula with parameter r,

denoted by CGa
r .

Definition 2.104. Let C1 and C2 be copulas. If C1(u, v) ≤ C2(u, v) for all

u, v ∈ [0, 1], then C1 is said to be smaller than C2, denoted by C1 ≺ C2.

Remark 2.105. Let ρ1, ρ2 ∈ [−1, 1]. If ρ1 ≤ ρ2, then CGa
ρ1

≺ CGa
ρ2

. Moreover,

CGa
1 = M,CGa

−1 = W and CGa
0 = Π.



CHAPTER III

GENERALIZATIONS OF SCHWEIZER-WOLFF

MEASURE OF DEPENDENCE

Let φ : I → [0,∞) be a function satisfying the following conditions:

(A) φ is a strictly increasing continuous function.

(B) φ(0) = 0.

Let us define a function σφ(X,Y ) for all random variables X, Y with continuous

distribution functions setting by

σφ(X, Y ) = σφ(CX,Y ) =

∫
I2
φ
(
|CX,Y − Π|(u, v)

)
dλ2(u, v)∫

I2
φ
(
|M − Π|(u, v)

)
dλ2(u, v)

.

For brevity, we will drop the integration variables u and v and write

σφ(CX,Y ) =

∫
I2
φ(|CX,Y − Π|)dλ2∫

I2
φ(|M − Π|)dλ2

.

Our goal in this chapter is to show that σφ is a measure of dependence in the sense

of Schweizer-Wolff.

Let us begin with the existence and boundedness of σφ. The main idea of the

following lemma was communicated to us by [11].

Lemma 3.1. If φ : I → [0,∞) satisfies the conditions A and B, then the following

statements hold:

(i)
∫
I2
φ(|C − Π|)dλ2 ≤

∫
I2
φ(|M − Π|)dλ2 for all copulas C.

(ii)
∫
I2
φ(|M − Π|)dλ2 =

∫
I2
φ(|W − Π|)dλ2.

Proof. (i) Let C be a copula. Note that the integral of a measurable function

with respect to λ2 can be transformed into iterated integrals. For each
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fixed v ∈ I, we denote Cv(u) = C(u, v) for all u ∈ I and put A(Cv) =∫
I
φ
(
|C − Π|(u, v)

)
du. We will show that A(Cv) ≤ A(Mv).

For each v ∈ I, consider the set Lv := {u ∈ I : Cv(u) < Πv(u)}. If Lv is

empty, then Cv ≥ Πv, and hence 0 ≤ Cv − Πv ≤ Mv − Πv together with φ

is increasing, A(Cv) ≤ A(Mv). If Lv ̸= ∅ then, by the continuity of Cv, it

must be open and hence equal to a disjoint union of countably many open

intervals, i.e., Lv = ∪i∈N(ri, si).

For each i ∈ N, we first define a parallelogram whose farthest corners are

(ri, riv) and (si, siv). Define fiv(u) = max{u + siv − si, riv} and giv(u) =

min{riv + u − ri, siv} on [ri, si]. The graphs of fiv and giv consists of line

segments those of Wv and Mv, respectively. See Figure 3.1. Note that Cv =

Πv on the boundary of (ri, si) for all ∈ N. The facts that VC([u, si]× [v, 1]) ≥

0 and C(u, v) ≥ riv for all u ∈ [ri, si] imply Cv(u) ≥ fiv(u) for all u ∈ [ri, si].

Similarly, using VC([ri, u] × [v, 1]) ≥ 0 and C(u, v) ≤ siv for all u ∈ [ri, si],

we have Cv ≤ giv on [ri, si]. Observe that the mapping u 7→ si − u + ri is a

flip with respect to the center of [ri, si], hence for all u ∈ [ri, si],

(Π− fi)(u, v) = (gi − Π)(si − u+ ri, v). (3.1)

Since φ is increasing, we have∫ si

ri

φ
(
|Cv − Πv|(u)

)
du =

∫ si

ri

φ
(
(Πv − Cv)(u)

)
du

≤
∫ si

ri

φ
(
(Πv − fiv)(u)

)
du

=

∫ si

ri

φ
(
(giv − Πv)(si − u+ ri)

)
du

=

∫ si

ri

φ
(
(giv − Πv)(u)

)
du.

Define a function Hv on I by

Hv(u) =

 Cv(u) if Cv(u) ≥ Πv(u),

giv(u) if Cv(u) < Πv(u) and ri < u < si.
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Then

A(Cv) =
∑
i∈N

∫ si

ri

φ
(
(Π− C)

)
(u, v)du+

∑
IrLv

∫ ri+1

si

φ
(
(C − Π)(u, v)

)
du

≤ A(Hv)

≤ A(Mv).

Therefore, we have proved (i).

(ii) The proof follows from the equation (3.1) when r1 = 0 and s1 = 1.

0 11− vv

v

1
2

ri si

Wv

giv

Πv

Mv

fiv

0 1v1− v

v

1
2

ri si

Mv

giv
Πv

Wv

fiv

Figure 3.1: Graphs of Wv, Mv, Πv, fiv and giv.

The following lemma shows that the maximum value of σφ occurs exactly when

C = M or C = W.
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Lemma 3.2. σφ(C) attains its maximum value exactly when C = M or C = W.

Proof. (⇐) This follows from Lemma 3.1.

(⇒) Let D be a copula such that σφ(D) is the maximum value. Then∫
I2
φ(|D − Π|)dλ2 =

∫
I2
φ(|M − Π|)dλ2 =

∫
I2
φ(|W − Π|)dλ2.

For any copula C and for each fixed v ∈ I, we define Cv and A(Cv) as we did in

Lemma 3.1. By the assumption, we have A(Mv) = A(Dv) = A(Wv) a.e. v ∈ I.

Using the continuity of both copulas C and φ and DCT, we have v 7→ A(Cv) is

continuous on I. Then A(Mv) = A(Dv) = A(Wv) for all v ∈ [0, 1].

Let v ∈ I. Consider the set Lv := {u ∈ I : Dv(u) < Πv(u)}. If Lv is an empty

set, then Dv ≥ Πv. Using the fact that φ is strictly increasing, we obtain Dv = Mv

a.e. u ∈ I. Because of the continuity of both D and M , we have Dv = Mv. If Lv

is not an empty set, by the continuity of Dv and Πv, then Lv is an open set and it

is equal to a disjoint union of countably many open intervals ∪i∈N(ri, si). Define a

function Hv as we did in the Lemma 3.1. Then A(Dv) ≤ A(Hv) ≤ A(Mv), which

implies that A(Hv) = A(Mv). Thus φ(|Hv − Πv|) = φ(|Mv − Πv|) a.e. u ∈ I.

Using the fact that φ is strictly increasing, we have Hv = Mv a.e. u ∈ I. Because

of the continuity of H and M , we have Hv = Mv. If there were i ∈ N such that

(ri, si) ̸= (0, 1), then Hv would not be Mv. Then (ri, si) = (0, 1) for all i ∈ N. By

the assumption, it implies that Dv = Wv. If there exists v ∈ I such that Dv = Mv,

then, by using the facts that D is Lipschitz continuous and the distance between

Mv and Wv is v if v ≤ 1
2
or 1 − v if v > 1

2
, Dv = Mv for all v ∈ I. Similarly, if

there is v ∈ I such that Dv = Wv, then Dv = Wv for all v ∈ I.

Theorem 3.3. The function σφ satisfies the following properties for all random

variables X, Y with continuous distribution functions.

(i) σφ(CX,Y ) = σφ(CY,X).

(ii) 0 ≤ σφ(CX,Y ) ≤ 1.

(iii) σφ(CX,Y ) = 0 if and only if X and Y are independent.
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(iv) σφ(CX,Y ) = 1 if and only if Y = f(X) for some strictly monotone function f.

(v) σφ(Cf(X),g(Y )) = σφ(CX,Y ) for all strictly monotone functions f and g.

(vi) If (X, Y ) and (Xn, Yn), n = 1, 2, . . . , are pairs of random variables with joint

distribution functions H and Hn, respectively, and if (Xn, Yn)
d−→ (X,Y ),

then lim
n→∞

σφ(CXn,Yn) = σφ(CX,Y ).

Proof. (i) It follows from the fact that CX,Y (u, v) = CY,X(v, u) for all u, v ∈ I.

(ii) This follows immediately from Lemma 3.1.

(iii) (⇐) By Theorem 2.64 (i), we have CX,Y = Π. Since φ(0) = 0, we get

σφ(CX,Y ) = 0.

(⇒) By the assumption, we have φ(|CX,Y − Π|) = 0 a.e. As φ is strictly

increasing, CX,Y = Π a.e. Using the continuity of copulas, we have CX,Y =

Π.

(iv) (⇐) This follows from Theorem 2.64 (ii-iii) and Lemma 3.1.

(⇒) This follows from Lemma 3.2.

(v) Let f and g be strictly monotone.

Case 1: Assume that f and g are both strictly increasing. It follows from

Theorem 2.65 (i).

Case 2: Assume that f is strictly increasing and g is strictly decreasing. It

follows from Theorem 2.65 (ii) and by a change of variable.

Case 3: Assume that f is strictly decreasing and g is strictly increasing. It

follows from Theorem 2.65 (iii) and by a change of variable.

Case 4: Assume that f and g are both strictly decreasing. It follows from

Theorem 2.65 (iv) and by a change of variable.

(vi) By the assumption, we obtain lim
n→∞

Hn(u, v) = H(u, v) for all (u, v) at which

H is continuous. By Sklar’s Theorem and the continuity of the distribution
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functions of X and Y, we have lim
n→∞

CXn,Yn(u, v) = CX,Y (u, v) for all u, v ∈ I.

By using DCT and the continuity of φ, the proof is complete.

Given a function φ, the following example shows that σφ(CX,Y ) is a strictly

increasing function of |r| when X and Y have a bivariate normal distribution with

correlation coefficient r.

Example 3.4. Define φ1 and φ2, both of which satisfy conditions (A) and (B),

as follows:

φ1(x) =

 2x if 0 ≤ x < 1
4
,

2x+ 1

3
if 1

4
≤ x ≤ 1

and

φ2(x) =


4x2 if 0 ≤ x < 1

4
,

9x− 2 if 1
4
≤ x ≤ 7

9
,

54x− 37 if 7
9
≤ x ≤ 1.

If X and Y have a bivariate normal distribution with correlation coefficient r,

then the graphs of σφi
(CX,Y ) (Y-axis) as a function of r (X-axis) for i = 1, 2 is

shown in the following figures. For more details on how the graphs are plotted,

see Appendix.

(a)
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(b)

Figure 3.2: The graph of σφ1(X,Y )(a) and σφ2(X,Y )(b) for X,Y which are jointly

normal with correlation coefficient r.



CHAPTER IV

GENERALIZATIONS OF RÉNYI MEASURE OF

DEPENDENCE

Denote the set of all injective Borel measurable functions on R by I. We de-

fine σ∗
φ(X, Y ) for all random variables X and Y whose distribution functions are

continuous by

σ∗
φ(X,Y ) = sup

f,g∈I
σφ(f(X), g(Y )) = sup

f,g∈I

∫
I2
φ(|Cf(X),g(Y ) − Π|)dλ2∫
I2
φ(|M − Π|)dλ2

(4.1)

where φ satisfies the conditions (A) and (B) in page 30. For all f, g ∈ I, the

copula Cf(X),g(Y ) still has continuous distribution function. See the paragraph

before Theorem 2.65. Let M be the class of all invertible copulas. In this chapter,

we will show that the equation (4.1) can be newly written as

σ∗
φ(X,Y ) = sup

S1,S2∈M

∫
I2
φ(|S1 ∗ CX,Y ∗ S2 − Π|)dλ2∫

I2
φ(|M − Π|)dλ2

. (4.2)

Moreover, the function σ∗
φ satisfies all of Rényi’s postulates except for (vi).

The following lemmas are required to prove (4.2).

Proposition 4.1. Let U ∼ U [0, 1]. If f is measure preserving, then

CU,f(U)(x, y) = λ([0, x] ∩ f−1[0, y])

for all x, y ∈ I. Consequently,

CU,f(U) = CU ′,f(U ′)

for all U ′ ∼ U [0, 1].

Proof. Using the facts that U ∼ U [0, 1] and f is measure preserving, we have

P(f(U) ≤ x) = P(U ∈ f−1[0, x]) = λ(f−1[0, x]) = x
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for all x ∈ I. That is f(U) ∼ U [0, 1]. By Sklar’s Theorem,

CU,f(U)(x, y) = P(U ≤ x, f(U) ≤ y) = P(U ∈ [0, x]∩f−1[0, y]) = λ([0, x]∩f−1[0, y])

for all x, y ∈ I. Furthermore, we have

CU,f(U) = CU ′,f(U ′)

for all U ′ ∼ U [0, 1].

Lemma 4.2. Let X be a random variable with a continuous distribution function

F. If Θ = {x ∈ R| F (x)− F (x− h) > 0 for all h > 0}, then P(X ∈ Θ) = 1.

Proof. Put

Θ = {x ∈ R| F (x)− F (x− h) > 0 for all h > 0}

and

Θc = {x ∈ R| F (x) = F (x− h) for some h > 0}.

By Proposition 2.98, F−(F (X)) ≤ X. Our first claim is that {F−(F (X)) < X} =

{X ∈ Θc}, which implies that {F−(F (X)) = X} = {X ∈ Θ}, by taking a

complement.

Claim that {F−(F (X)) < X} = {X ∈ Θc}. Let ω ∈ {F−(F (X)) < X}.

By the definition of F−, there exists t ∈ R such that F (t) ≥ F (X(ω)) and t <

X(ω). Since F is increasing, F (t) ≤ F (X(ω)). Consequently, F (t) = F (X(ω))

and ω ∈ {X ∈ Θc}. Conversely, if ω ∈ {X ∈ Θc}, then there is h > 0 such that

F (X(ω)) = F (X(ω) − h). Since X(ω) − h < X(ω), F−(F (X(ω))) < X(ω). It

implies ω ∈ {F−(F (X)) < X}.

Let us focus on proving that P(X ∈ Θ) = 1. If Θc = ∅, the proof is done. If

Θc ̸= ∅, our next claim is that Θc can be written as disjoint union of a countable

collection of intervals. For each fixed x ∈ Θc, there is h > 0 such that F (x) =

F (x − h). Let a = sup{h > 0 | F (x) = F (x − h)} and b = sup{s ≥ 0 | F (x) =

F (x+ s)}. Then x ∈ (x−a, x+ b]. Denote Ix = (x− a, x+ b]. Claim that Ix ⊆ Θc.

Let y ∈ Ix be such that x ̸= y.
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Case 1: x − a < y < x. Then we can find 0 < h < a such that y = x − h.

Since h is not an upper bound of Ix, there is an element h′ ∈ Ix such that h < h′

and F (x) = F (x − h′). Because of monotonicity of F, F (x) = F (x − h). Choose

h∗ = h′ − h. Then F (y) = F (y − h∗), which implies y ∈ Θc.

Case 2: x < y < x + b. Then there exists 0 < h < b such that y = x + h.

Since h is not an upper bound of Ix, there is an element h′ ∈ Ix such that h < h′

and F (x) = F (x + h′). Because of monotonicity of F, F (x) = F (x + h). Choose

h∗ = h. Thus F (y) = F (y − h∗), which implies y ∈ Θc.

Case 3: y = x + b. Then we choose h = b. By left continuity of F, F (y) =

F (x) = F (y − h), which implies y ∈ Θc.

Next, we will prove that x − a /∈ Θc. Suppose x − a ∈ Θc. Then there exists

h > 0 such that F (x − a − h) = F (x − a). By right continuity of F, we have

F (x− a− h) = F (x− a) = F (x). It contradicts the definition of a.

Now, we obtain

Θc =
∪
x∈Θc

Ix.

Claim that Ix ∩ Iy = ∅ for all x ̸= y.

Let (a, b], (c, d] ∈ {Ix : x ∈ Θc} be such that (a, b]∩ (c, d] ̸= ∅. WLOG, assume

c < b. Since c /∈ Θc and a /∈ Θc , we have c ≤ a and a ≤ c, respectively. Then

a = c. Claim that b = d.

If b < d, we have a < d. Consequently, (a, b] ⊂ (c, d]. Note that for each

(a, b] ∈ {Ix : x ∈ Θc}, F (y) = F (b) for all y ∈ (a, b]. Thus F (z) = F (b) for

all z ∈ (b, d], which contradicts the definition of (a, b]. Similarly, if b > d, then

F (z) = F (d) for all z ∈ (d, b]. It contradicts the definition of (c, d]. Thus b = d.

Therefore, Θc is a disjoint union of a collection of intervals. Note that for

each x ∈ Θc, Ix always contains a rational number. So Θc is a disjoint union of a

countable collection of intervals.
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By right continuity of F , we have

P(X ∈ Θc) = P(X ∈
∪
x∈Θc

Ix)

≤
∑
x∈Θc

P(X ∈ Ix)

=
∑
x∈Θc

F (x+ b)− F (x− a)

= 0.

Therefore, the proof is done.

Lemma 4.3. Let X be a random variable with a continuous distribution function

F. Then

{CX,f(X)|f ∈ I} = M.

Proof. (⊆) This follows from Theorem 2.89.

(⊇) Let A ∈ M. By Remark 2.62, there exist X ′, Y ′ ∼ U [0, 1] such that

CX′,Y ′ = A. Because A is invertible, A is also left invertible. Then there is a

measurable function f such that Y ′ = f(X ′). Using f(X ′), X ′ ∼ U [0, 1], we get

λ(B) = P(f(X ′) ∈ B) = P(X ′ ∈ f−1(B)) = λ(f−1(B))

for all B ⊆ B([0, 1]). Then f is measure-preserving. By Proposition 4.1, CX′,f(X′) =

CU,f(U) for all U ∼ U [0, 1]. Since F is continuous and by Theorem 2.99, F (X) ∼

U [0, 1]. Then CX′,f(X′) = CF (X),f(F (X)). By Proposition 2.98, F− is strictly increas-

ing on I. Note that an identity function is strictly increasing. Using Theorem 2.65

(i), we have

CF−(F (X)),f(F (X)) = CF (X),f(F (X)) = CX′,f(X′) = A.

Our claim is that CX,f(F (X)) = CF−(F (X)),f(F (X)).

Let F̃ and G̃ be the distributions of F−(F (X)) and f(F (X)), respectively.

Since F (X) ∼ U [0, 1] and f is measure preserving, we have f(F (X)) ∼ U [0, 1].

Then Ran G̃ = I. Claim that F̃ (x) = F (x) for all x ∈ R. Let x ∈ R. Then

{F−(F (X)) ≤ x} = {F−(F (X)) < X and F−(F (X)) ≤ x}∪̇{F−(F (X)) = X ≤ x}.
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By Lemma 4.2 and P(F−(F (X)) < X) = P(X ∈ Θc), we get F̃ (x) = P{F−(F (X)) =

X ≤ x} = F (x). This implies Ran F̃ = I. Then

CF−(F (X)),f(F (X))(F̃ (x), G̃(y)) = P(F−(F (X)) ≤ x, f(F (X)) ≤ y)

= P(X ≤ x, f(F (X)) ≤ y)

= CX,f(F (X))(F (x), G̃(y))

= CX,f(F (X))(F̃ (x), G̃(y))

for all x, y ∈ R. Therefore, CX,f(F (X)) = A.

Similarly, if Y is a random variable with a continuous distribution function,

then

{Cf(Y ),Y |f ∈ I} = M.

Thus, we have

{Cf(Y ),Y |f ∈ I} = {CX,g(X)|g ∈ I}

for all random variables X,Y with continuous distribution functions.

By Corollary 2.87, we have Cf(X),g(Y ) = Cf(X),X ∗ CX,Y ∗ CY,g(Y ) for all Borel

measurable functions f, g. Thus σ∗
φ(X, Y ) in (4.1) can be expressed as follows:

σ∗
φ(X,Y ) = sup

S1,S2∈M

∫
I2
φ(|S1 ∗ CX,Y ∗ S2 − Π|)dλ2∫

I2
φ(|M − Π|)dλ2

. (4.3)

The following corollary is key to prove that the maximum value of σ∗
φ(C) occurs

when C is left invertible or right invertible.

Corollary 4.4. For each copula C, there exists a sequence of invertible copulas

(Cn)n∈N such that Cn converges uniformly to C.

Proof. Let C be a copula. Since the shuffles of Min are dense in the set of bivariate

copulas [Corollary 2.90], there exists a sequence of shuffles of Min converging

uniformly to C. Because the shuffles of Min are invertible [Remark 2.91], the proof

is complete.
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Theorem 4.5. The function σ∗
φ satisfies the following properties for all random

variables X, Y with continuous distribution functions.

(i) σ∗
φ(X, Y ) = σ∗

φ(Y,X).

(ii) 0 ≤ σ∗
φ(X,Y ) ≤ 1

(iii) σ∗
φ(X, Y ) = 0 if and only if X and Y are independent.

(iv) σ∗
φ(X, Y ) = 1 if Y = f(X) or X = g(Y ) for some Borel measurable functions f, g.

(v) σ∗
φ(f(X), g(Y )) = σ∗

φ(X,Y ) for all Borel measurable injective functions f and g.

Proof. (i) Because σφ is symmetric and the supremum is taken over functions

in the same set, we have σ∗
φ(X, Y ) = σ∗

φ(Y,X) for all X and Y.

(ii) As 0 ≤ σφ ≤ 1 for all X and Y, the proof is done.

(iii) Assume that X and Y are independent. Then f(X) and g(Y ) are indepen-

dent. It implies that σφ(f(X), g(Y )) = 0 for all f, g ∈ I. Thus σ∗
φ(X,Y ) = 0.

Conversely, if σ∗
φ(X, Y ) = 0, then we have σφ(f(X), g(Y )) = 0 for all

f, g ∈ I. Choose f and g as the identity function. Then σφ(X, Y ) = 0.

Thus X and Y are independent.

(iv) WLOG, we assume Y = f(X) for some measurable function f. Using The-

orem 2.89, CX,Y is left invertible. By Corollary 4.4, we can find a sequence

(Cn)n∈N of invertible copulas such that Cn converges uniformly to CX,Y .

Then CT
n also converges uniformly to CT

X,Y . By the continuity of the ∗-

product in each coordinate, we have that CT
n ∗ CX,Y converges uniformly to

CT
X,Y ∗ CX,Y = M. Using DCT and continuity of φ, σ∗

φ(CX,Y ) = 1.

(v) Since σ∗
φ(f(X), g(Y )) = σ∗

φ(X, Y ) for all Borel measurable injective functions

f and g, then the proof is done.



43

Example 4.6. Let 1 < p < ∞, and φ(t) = tp for all t ∈ I. Then σ∗
φ(X, Y ) for all

random variables X and Y whose distribution functions are continuous defined by

σ∗
φ(X, Y ) = sup

f,g∈I

(∫
I2
|Cf(X),g(Y ) − Π|pdλ2∫
I2
|M − Π|pdλ2

)

= sup
S1,S2∈M

(∫
I2
|S1 ∗ CX,Y ∗ S2 − Π|pdλ2∫

I2
|M − Π|pdλ2

)

is a measure of dependence in the sense of Rényi.



CHAPTER V

D4-INVARIANT COPULAS

Given a copula A, we first introduce a function σA on the class of bivariate copulas

defined by

σA(C) =

∫
I2
|C − Π|(u, v)dA(u, v)∫

I2
|M − Π|(u, v)dA(u, v)

.

Schweizer and Wolff proved that σΠ is a measure of dependence (Theorem 2.80).

The aim of this chapter is to show that σM+W
2

is a measure of dependence satisfying

the same set of properties.

We begin with studying properties of σA. When A is a D4-invariant copula,

σA is symmetric and invariant under strictly monotone functions. The following

lemma is a necessary tool for obtaining symmetric and invariance properties of

σA.

For any random variables X and Y with continuous distribution functions, a

copula of X and Y is denoted by CX,Y .

Lemma 5.1. Let X and Y be random variables with continuous distribution

functions. If f and g are strictly monotone on RanX and RanY, respectively,

then the following statements hold for all copulas A.

(i)
∫
I2
|CT

X,Y − Π|(u, v)dA(u, v) =
∫
I2
|CX,Y − Π|(u, v)dAT (u, v).

(ii)
∫
I2
|Cf(X),g(Y ) − Π|(u, v)dA(u, v) =

∫
I2
|CX,Y − Π|(u, v)dAhr2(u, v) if f is

strictly increasing on RanX and g is strictly decreasing on RanY.

(iii)
∫
I2
|Cf(X),g(Y ) − Π|(u, v)dA(u, v) =

∫
I2
|CX,Y − Π|dAh(u, v) if f is strictly

decreasing on RanX and g is strictly increasing on RanY.

(iv)
∫
I2
|Cf(X),g(Y ) − Π|(u, v)dA(u, v) =

∫
I2
|CX,Y − Π|(u, v)dAr2(u, v) if both f

and g are strictly decreasing on RanX and RanY, respectively.
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Consequently, the following are true: if A is a D4-invariant copula, then

(i′)
∫
I2
|CT

X,Y − Π|(u, v)dA(u, v) =
∫
I2
|CX,Y − Π|(u, v)dA(u, v),

(ii′)
∫
I2
|Cf(X),g(Y ) − Π|(u, v)dA(u, v) =

∫
I2
|CX,Y − Π|(u, v)dA(u, v).

Proof. (i′) and (ii′) clearly follow from (i–iv). Only (i) needs proof. Using the

symmetry of Π, we have∫
I2
|CT

X,Y − Π|(u, v)dA(u, v) =
∫
I2
|CX,Y − Π|T (u, v)dA(u, v).

We claim that
∫
I2
|CX,Y − Π|T (u, v)dA(u, v) =

∫
I2
|CX,Y − Π|(u, v)dAT (u, v).

Define a function G : R2 → R2 via G(u, v) = (v, u) for all u, v ∈ R, which is

clearly a measurable function. By Theorem 2.31, we obtain that∫
I2
|CX,Y − Π|T (u, v)dA(u, v) =

∫
I2
|CX,Y − Π| ◦G(u, v)dA(u, v)

=

∫
I2
|CX,Y − Π| ◦G(u, v)dµA(u, v)

=

∫
I2
|CX,Y − Π|(u, v)dµA ◦G−1(u, v)

=

∫
I2
|CX,Y − Π|(u, v)dµAT (u, v).

By Example 2.78 (i), µA ◦ G−1 = µAT on the set of all closed rectangles in I2.

Note that a collection of all closed rectangles of I2 containing ∅ is a π-system and

µA ◦G−1 is a probability measure on B(I2). By Corollary 2.34, we get µA ◦G−1 =

µAT on B(I2). Hence, the last equation holds and we have proved (i).

To prove (ii), (iii) and (iv), we use the same process as we did in the proof of

(i) and define a measurable function G : R2 → R2 in (ii), (iii) and (iv) by for all

u, v ∈ R, G(u, v) = (u, 1 − v), G(u, v) = (1 − u, v) and G(u, v) = (1 − u, 1 − v),

respectively.

Note that AT = Ahr and Lemma 5.1 (i) can also be written as∫
I2
|Chr − Π|(u, v)dA(u, v) =

∫
I2
|C − Π|(u, v)dAhr(u, v).

Next, we determine the value of σA(M) and σA(W ) by using the following

readily verified facts.
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Remark 5.2. (i) (M − Π)(u, v) = (Π−W )(u, 1− v) for all u, v ∈ I.

(ii) (M − Π)(u, v) = (Π−W )(1− u, v) for all u, v ∈ I.

Corollary 5.3. For all D4-invariant copulas A,∫
I2
(M − Π)(u, v)dA(u, v) =

∫
I2
(Π−W )(u, v)dA(u, v).

Proof. The proof uses Remark 5.2 (i) and Lemma 5.1 (ii).

The idea of constructing the checkerboard copulas in [12] is shown as follows.

Let n ∈ N and denote I1 = [0, 1
n
] and Ii = ( i−1

n
, i
n
] for all i = 2, 3, . . . , n. Observe

that {Ir × Is : 1 ≤ r, s ≤ n} is a partition of I2. Let p = (p1, p2) ∈ Ii × Ij where

1 < i, j ≤ n. For all r, s ∈ {1, 2, 3, . . . , n}, the probability mass of the checkerboard

copula P n
p and the probability mass of the checkerboard copula Nn

p on Ir × Is are

defined by

δP
n
p
r,s =


0 if (r, s) = (1, j) or (r, s) = (i, 1)

2
n2 if (r, s) = (1, 1) or (r, s) = (i, j)

1
n2 otherwise

(5.1)

and

δN
n
p
r,s =


2
n2 if (r, s) = (1, j) or (r, s) = (i, 1)

0 if (r, s) = (1, 1) or (r, s) = (i, j)

1
n2 otherwise.

(5.2)

Then for all u, v ∈ I,

P n
p (u, v) =

n∑
r=1

n∑
s=1

δP
n
p
r,sΠ(Fr(u), Fs(v)) (5.3)

and

Nn
p (u, v) =

n∑
r=1

n∑
s=1

δN
n
p
r,sΠ(Fr(u), Fs(v)) (5.4)

where Fm(x) = min(max(nx−m+1, 0), 1) for all x ∈ I and for all m = 1, 2, . . . , n.

Remark 5.4. For each n ∈ N, Π(u, v) =
∑n

r=1

∑n
s=1

1
n2Π(Fr(u), Fs(v)) for all

u, v ∈ I.



47

2
62

2
62

0

0 0

02
62

2
62

Figure 5.1: Fixed p ∈ I3 × I4, the checkerboard copulas P 6
p (on the left) and

N6
p (on the right) whose density in each member of the partition is 1
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Figure 5.2: The independent copula Π.

Corollary 5.5. Let n ∈ N. If p ∈ Ii × Ij where 1 < i, j ≤ n, then P n
p is PQD.

Proof. Our claim is to prove that Pp(u, v) ≥ Π(u, v) for all u, v ∈ I. We divide the

proof into four steps.

Step 1: Claim that P n
p (u, v) ≥ Π(u, v) for all (u, v) ∈

(∪
d<i Id

)
×(
∪

e<j Ie
)
. From

the definition of P n
p in (5.3) and Remark 5.4, if (u, v) ∈ I1 × I1, then it is

obvious that P n
p (u, v) ≥ Π(u, v). Because the probability masses of both P n

p

and Π on Id × Ie are 1
n2 for all d < i and e < j such that (d, e) ̸= (1, 1), we

have P n
p (u, v) ≥ Π(u, v) for all (u, v) ∈

(∪
d<i Id

)
× (
∪

e<j Ie
)
.
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Step 2: Claim that P n
p ≥ Π on I1 × Ij and Ii × I1. Let (u, v) ∈ I1 × Ij. Since

v ≤ j
n
, we get

P n
p (u, v) =

j∑
s=1

δPp
1,sΠ(F1(u), Fs(v))

=

j−1∑
s=1

δPp
1,sΠ(F1(u), Fs(v))

= δPp
1,1Π(F1(u), F1(v)) +

j−1∑
s=2

δPp
1,sΠ(F1(u), Fs(v))

= δPp
1,1F1(u) +

j−1∑
s=2

δPp
1,sF1(u)

=
2

n2
F1(u) +

j−1∑
s=2

1

n2
F1(u)

=
j

n2
F1(u)

=
jnu

n2

=
ju

n

≥ uv.

Similarly, if (u, v) ∈ Ii × I1, then P n
p (u, v) ≥ Π(u, v).

Step 3: Claim that P n
p (u, v) ≥ Π(u, v) for all (u, v) ∈

(∪
d≤i Id

)
× (
∪

e≤j Ie
)
. We

have P n
p (u, v) ≥ Π(u, v) for all (u, v) ∈

((∪
d≤i Id

)
× (
∪

e≤j Ie
))

r Ii × Ij,

which directly follows from Step 1, Step 2 and the probability masses of both

P n
p and Π on Id × Ij and Ii × Ie that are 1

n2 for all 1 < d < i and 1 < e < j.

As the probability mass of P n
p on Ii × Ij is 2

n2 , we have P n
p (u, v) ≥ Π(u, v)

for all (u, v) ∈
(∪

d≤i Id
)
× (
∪

e≤j Ie
)
.

Step 4: Claim that P n
p (u, v) ≥ Π(u, v) for all (u, v) ∈ I2. It obviously follows

from Step 3 and the probability masses of both P n
p and Π on {Id × Ie : 1 ≤

d, e ≤ n}r {Id × Ie : 1 ≤ d ≤ i, 1 ≤ e ≤ j} that are 1
n2 .

Corollary 5.6. Let n ∈ N. If p ∈ Ii × Ij where 1 < i, j ≤ n, then Nn
p is NQD.
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Proof. The proof is divided into four steps like Lemma 5.5 by swapping the direc-

tion of an inequality symbol. It suffices to show that Step 2 holds; that is, P n
p ≤ Π

on I1 × Ij and Ii × I1. Let (u, v) ∈ I1 × Ij. By using v ≤ j
n
, we have

Pp(u, v) =

j∑
s=1

δPp
1,sΠ(F1(u), Fs(v))

=

j∑
s=2

δPp
1,sΠ(F1(u), Fs(v))

= δPp
1,jΠ(F1(u), Fj(v)) +

j−1∑
s=2

δPp
1,sΠ(F1(u), Fs(v))

= δPp
1,1F1(u)Fj(v) +

j−1∑
s=2

δPp
1,sF1(u)

=
2

n2
F1(u)(nv − j + 1) +

j−1∑
s=2

1

n2
F1(u)

=
2nv − j

n2
F1(u)

=
(2nv − j)(nu)

n2

= u(2v − j

n
)

≤ uv.

Similarly, if (u, v) ∈ Ii × I1, then Pp(u, v) ≤ Π(u, v).

Lemma 5.7 ([12], Lemma 2.2).
∫
I2
AdB =

∫
I2
BdA for all copulas A,B.

Denote the set of all PQD copulas and the class of all NQD copulas by P and

N , respectively.

Lemma 5.8. If for every copula A,
∫
I2
|C − Π|dA =

∫
I2
|C − Π|dAT for all

C ∈ P ∪N , then A = AT .

Proof. Clearly, A(u, v) = AT (u, v) on the boundary. Let p = (p1, p2) ∈ (0, 1)2. By

Lemma 5.7 and the assumption,∫
I2
(A− AT )dC =

∫
I2
ΠdA−

∫
I2
ΠdAT
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for all C ∈ P ∪N . Consequently,

0 =

∫
I2
(A− AT )d(P n

p −Nn
p )

= 2
(∫

I1×I1∪Ii×Ij

(A− AT )dΠ−
∫
I1×Ij∪Ii×I1

(A− AT )dΠ
)

for all n ∈ N such that 1
n
< min{p1, p2}. Using the mean value theorem (Theorem

2.30), we have∫
Ir×Is

(A− AT )dΠ = (A− AT )(pr,s)λ(Ir × Is) =
(A− AT )(pr,s)

n2

for some pr,s ∈ Ir × Is. Then

(A− AT )(p1,1) + (A− AT )(pi,j)− (A− AT )(p1,j)− (A− AT )(pi,1) = 0

Note that lim
n→∞

p1,1 = (0, 0), lim
n→∞

p1,j = (0, p2), lim
n→∞

pi,1 = (p1, 0) and lim
n→∞

pi,j =

(p1, p2). Using the continuity of copulas, we obtain

0 = lim
n→∞

(A− AT )(p1,1) + (A− AT )(pi,j)− (A− AT )(p1,j)− (A− AT )(pi,1)

= (A− AT )(p).

Hence, A(p) = AT (p).

Similarly, for every copula A, we can prove that A = Ah if
∫
I2
|C − Π|dA =∫

I2
|C − Π|dAh for all C ∈ P ∪N .

Given a copula A, the following lemma shows that the symmetric and invari-

ance properties of σA leads to the conclusion that A is D4-invariant.

Lemma 5.9. Let A be a copula. If σA is a measure of dependence in the sense of

Schweizer and Wolff, then A is D4-invariant.

Proof. Since σA is a measure of dependence, σA is symmetric and invariant under

monotone functions. Using Lemma 5.1 (i, iii) and Lemma 5.8, we have A = AT =

Ahr and A = Ah. This proof is completed by using the facts that h(hr) = h2(r) = r

and D4 = ⟨r, h⟩.
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We will close this chapter by showing that the converse of Lemma 5.9 still

holds if we consider a D4-invariant copula A as M+W
2

. The hardest task is to prove

that σM+W
2

satisfies the boundedness condition. Hence, we will start the process

of solving this problem with checkerboard approximations. This can help us see

the relationship between the integral with respect to M+W
2

and Lebesgue measure

on I2.

Fix n ∈ N. By Remark 2.82, a checkerboard approximation C2n of M +W

2
is

shown as follows: for all u, v ∈ I,

C2n(u, v) =
2n∑
i=1

1

2n+1
[Π(Fi(u), Fi(v)) + Π(Fi(u), F2n−i+1(v))] (5.5)

where Fi denotes the uniform distribution on Ii = [ i−1
2n

, i
2n
] for all i = 1, 2, . . . , 2n.

1

10

Figure 5.3: The support of M +W

2
on I2.

The following lemma gives a relationship between the measure induced by a

checkerboard copula and the Lebesgue measure on I2.

Lemma 5.10. Let n ∈ N. Then

µC2n
= 2n−1

2n−1∑
i=1

[λ2
i,i + λ2

i,2n−i+1 + λ2
2n−i+1,i + λ2

2n−i+1,2n−i+1]

on B(I2) where λ2
i,j is the Lebesgue measure on Ii × Ij.

Proof. Note that
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Fi(u) =


0 if u ≤ i−1

2n

2nu− i+ 1 if u ∈ Ii

1 if u ≥ i
2n
.

Since µC2n
(A) = 0 where A ⊆ [0, 1]2 r [Ii ∪ I2n+1−i]

2 and i = 1, 2, . . . , 2n−1, it

is enough to consider all closed rectangles B ⊆ Ii × Ii, Ii × I2n+1−i, I2n+1−i × Ii or

I2n+1−i × I2n+1−i for i = 1, 2, . . . , 2n−1. Then

µC2n
([a1, a2]× [b1, b2]) = VC2n

([a1, a2]× [b1, b2])

=
1

2n+1
[C2n(a1, b1) + C2n(a2, b2)− C2n(a1, b2)− C2n(a2, b1)]

=
1

2n+1
[Fi(a1)Fi(b1) + Fi(a2)Fi(b2)− Fi(a1)Fi(b2)− Fi(a2)Fi(b1)]

=
1

2n+1
[Fi(a2)− Fi(a1)][Fi(b2)− Fi(b1)]

=
22n

2n+1
(a2 − a1)(b2 − b1)

= 2n−1(a2 − a1)(b2 − b1)

= 2n−1

∫
Ii×Ii

χ[a1,a2]×[b1,b2]dλ2

= 2n−1λ2
i,i([a1, a2]× [b1, b2]). (5.6)

Similarly, we have for all i = 1, 2, . . . , 2n−1,

(i) µC2n
(B) = 2n−1λ2

i,2n−i+1(B) for all closed rectangles B ⊆ Ii × I2n+1−i,

(ii) µC2n
(B) = 2n−1λ2

2n−i+1,i(B) for all closed rectangles B ⊆ I2n+1−i × Ii,

(iii) µC2n
(B) = 2n−1λ2

2n−i+1,2n−i+1(B) for all closed rectangles B ⊆ I2n+1−i × I2n−i+1.

Let B be any closed rectangle of I2. Using (3.6) and (i) - (iii), we have

µC2n
(B) =

2n−1∑
i

µC2n
(B ∩Ri)

= 2n−1

2n−1∑
i=1

∫
[Ii∪I2n+1−i]2

χBdλ2

= 2n−1

2n−1∑
i=1

[λ2
i,i + λ2

i,2n−i+1 + λ2
2n−i+1,i + λ2

2n−i+1,2n−i+1](B)
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where Ri ∈ {[Ii ∪ I2n+1−i]
2 : i = 1, 2, . . . , 2n−1}. Note that a collection of all closed

rectangles of I2 is a π-system. By Corollary 2.34, we have

µC2n
= 2n−1

2n−1∑
i=1

[λ2
i,i + λ2

i,2n−i+1 + λ2
2n−i+1,i + λ2

2n−i+1,2n−i+1]

on B(I2). Therefore, the proof is complete.

Corollary 5.11. Let f be any bounded measurable function. Then∫
I2
fdµC2n

= 2n−1

2n−1∑
i=1

∫
[Ii∪I2n−i+1]2

fdλ2

for all n ∈ N.

Proof. By Remark 2.26 and Lemma 5.10, we have∫
I2
fdµC2n

= 2n−1

2n−1∑
i=1

(∫
I2
fdλ2

i,i +

∫
I2
fdλ2

i,2n−i+1 +

∫
I2
fdλ2

2n−i+1,i +

∫
I2
fdλ2

2n−i+1,2n−i+1

)
= 2n−1

2n−1∑
i=1

∫
[Ii∪I2n+1−i]2

fdλ2.

The support of C23 is illustrated in Figure 5.4.

0 11
8

2
8

3
8

1
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5
8
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6
8

Figure 5.4: The region of integration in case of C23 .

Next proposition plays a key role in the way to prove boundedness in Theorem

2.80. We will give an original proof and also propose a new approach to prove it.
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Proposition 5.12 ([11]). For any copula C,
∫
I2
|C − Π|dλ2 ≤

∫
I2
|M − Π|dλ2.

Proof. Use Lemma 3.1 when φ(u) = |u| for all u ∈ I.

The following lemma is the crucial ingredient in the new proof of Proposition

5.12. In addition, it is the core of our proof of the boundedness of σM+W
2

. Indeed,

it is bounded by σM+W
2

(C) at C = M or C = W.

Lemma 5.13. Let C be any copula. Then

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

≤ |M − Π|(u, v) + |M − Π|(1− u, v) + |M − Π|(u, 1− v) + |M − Π|(1− u, 1− v)

for all u, v ∈ I.

Proof. Let C be a copula. By the symmetry with respect to u = 1
2
and v = 1

2
of

the sum on both sides, it suffices to show the inequality for u, v ∈ [0, 1
2
]. If u ≤ v,

then the right-hand side is

|M − Π|(u, v) + |M − Π|(1− u, v) + |M − Π|(u, 1− v) + |M − Π|(1− u, 1− v)

= u− uv + v − v(1− u) + u− u(1− v) + 1− v − (1− u)(1− v)

= 2u.

Similarly, if v < u, then

|M −Π|(u, v)+ |M −Π|(1−u, v)+ |M −Π|(u, 1− v)+ |M −Π|(1−u, 1− v) = 2v.

That is, the right-hand side is equal to 2min{u, v}. Define f1(u, v) = C(u, v),

f2(u, v) = C(1− u, v), f3(u, v) = C(u, 1− v) and f4(u, v) = C(1− u, 1− v) for all

u, v ∈ [0, 1
2
]. We also define Π1(u, v) = Π(u, v),Π2(u, v) = Π(1− u, v),

Π3(u, v) = Π(u, 1− v) and Π4(u, v) = Π(1− u, 1− v) for all u, v ∈ [0, 1
2
]. We will

need the following properties, which hold for all u, v ∈ [0, 1
2
] in the proof.

(i) C(u, v) ≤ M(u, v).

(ii) −C(u, v) ≤ 0.
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(iii) −C(1−u, v) ≤ −C(1−u, 1−v)−2v+1 because VC([1−u, 1]× [v, 1−v]) ≥ 0.

(iv) −C(u, 1− v) ≤ −C(u, v) as VC([0, u]× [v, 1− v]) ≥ 0.

(v) −C(1− u, 1− v) ≤ u+ v − 1 since C(1− u, 1− v) ≥ W (1− u, 1− v).

Our claim is that for all u, v ∈ [0, 1
2
],

4∑
i=1

|fi − Πi|(u, v) ≤ 2min{u, v}.

If u ≤ v, we will consider all possible cases as follows:

Case 1: fi ≥ Πi for all i = 1, 2, 3, 4. Note that the sum of Π at the four vertices

of [u, 1− u]× [v, 1− v] is equal to 1. Using (i), we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= C(u, v) + C(1− u, v) + C(u, 1− v) + C(1− u, 1− v)− 1

≤ u+ v + u+ 1− v − 1

= 2u.

Case 2: fi ≥ Πi for all i = 1, 2, 3 and f4 ≤ Π4. Using (i) and (v), we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= C(u, v) + C(1− u, v) + C(u, 1− v)− C(1− u, 1− v)− uv − (1− u)v

− u(1− v) + (1− u)(1− v)

= C(u, v) + C(1− u, v) + C(u, 1− v)− C(1− u, 1− v) + 1− 2u− 2v + 2uv

≤ u+ v + u+ u+ v − 1 + 1− 2u− 2v + 2uv

= u+ 2uv

≤ 2u.
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Case 3: fi ≥ Πi for all i = 1, 2, 4 and f3 ≤ Π3. Using (iv) and (i), we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= C(u, v) + C(1− u, v)− C(u, 1− v) + C(1− u, 1− v)− uv − (1− u)v

+ u(1− v)− (1− u)(1− v)

= C(u, v) + C(1− u, v)− C(u, 1− v) + C(1− u, 1− v) + 2u− 1− 2uv

≤ C(u, v) + C(1− u, v)− C(u, v) + C(1− u, 1− v) + 2u− 1− 2uv

= C(1− u, v) + C(1− u, 1− v) + 2u− 1− 2uv

≤ v + 1− v + 2u− 1− 2uv

≤ 2u.

Case 4: fi ≥ Πi for all i = 1, 3, 4 and f2 ≤ Π2. Using (iii) and (i), we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= C(u, v)− C(1− u, v) + C(u, 1− v) + C(1− u, 1− v)− uv + (1− u)v

− u(1− v)− (1− u)(1− v)

= C(u, v)− C(1− u, v) + C(u, 1− v) + C(1− u, 1− v)− 2uv + 2v − 1

≤ C(u, v)− C(1− u, 1− v)− 2v + 1 + C(u, 1− v) + C(1− u, 1− v)

− 2uv + 2v − 1

≤ u+ u− 2uv

≤ 2u.

Case 5: fi ≥ Πi for all i = 2, 3, 4 and f1 ≤ Π1. Using (ii) and (i), we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= −C(u, v) + C(1− u, v) + C(u, 1− v) + C(1− u, 1− v) + uv − (1− u)v

− u(1− v)− (1− u)(1− v)

= −C(u, v) + C(1− u, v) + C(u, 1− v) + C(1− u, 1− v) + 2uv − 1

≤ 0 + v + u+ 1− v + 2uv − 1

= u+ 2uv

≤ 2u.
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Case 6: fi ≥ Πi for all i = 1, 2 and fi ≤ Πi for all i = 3, 4. Using (iv), (v) and

(i), we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= C(u, v) + C(1− u, v)− C(u, 1− v)− C(1− u, 1− v)− uv − (1− u)v

+ u(1− v) + (1− u)(1− v)

= C(u, v) + C(1− u, v)− C(u, 1− v)− C(1− u, 1− v)− 2v + 1

≤ C(u, v) + C(1− u, v)− C(u, v)− C(1− u, 1− v)− 2v + 1

≤ v + u+ v − 1− 2v + 1

≤ 2u.

Case 7: fi ≥ Πi for all i = 1, 3 and fi ≤ Πi for all i = 2, 4. Using (iii), (v) and

(i), we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= C(u, v)− C(1− u, v) + C(u, 1− v)− C(1− u, 1− v)− uv + (1− u)v

− u(1− v) + (1− u)(1− v)

= C(u, v)− C(1− u, v) + C(u, 1− v)− C(1− u, 1− v)− 2u+ 1

≤ C(u, v)− 2C(1− u, 1− v)− 2v + 1 + C(u, 1− v)− 2u+ 1

≤ u+ 2u+ 2v − 2− 2v + 1 + u− 2u+ 1

= 2u.

Case 8: fi ≥ Πi for all i = 2, 3 and fi ≤ Πi for all i = 1, 4. Using (ii), (v) and (i),



58

we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= −C(u, v) + C(1− u, v) + C(u, 1− v)− C(1− u, 1− v) + uv − (1− u)v

− u(1− v) + (1− u)(1− v)

= −C(u, v) + C(1− u, v) + C(u, 1− v)− C(1− u, 1− v) + 4uv − 2u− 2v + 1

≤ 0 + v + u+ u+ v − 1 + 4uv − 2u− 2v + 1

= 4uv

≤ 2u.

Case 9: fi ≥ Πi for all i = 3, 4 and fi ≤ Πi for all i = 1, 2. Using (iii), (ii) and

(i), we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= −C(u, v)− C(1− u, v) + C(u, 1− v) + C(1− u, 1− v) + uv + (1− u)v

− u(1− v)− (1− u)(1− v)

= −C(u, v)− C(1− u, v) + C(u, 1− v) + C(1− u, 1− v) + 2v − 1

≤ −C(u, v)− C(1− u, 1− v)− 2v + 1 + C(u, 1− v) + C(1− u, 1− v)

+ 2v − 1

≤ 0− 2v + 1 + u+ 2v − 1

≤ 2u.

Case 10: fi ≥ Πi for all i = 1, 4 and fi ≤ Πi for all i = 2, 3. Using (iii) and (iv),
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we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= C(u, v)− C(1− u, v)− C(u, 1− v) + C(1− u, 1− v)− uv + (1− u)v

+ u(1− v)− (1− u)(1− v)

= C(u, v)− C(1− u, v)− C(u, 1− v) + C(1− u, 1− v)− 4uv + 2u+ 2v − 1

≤ C(u, v)− C(1− u, 1− v)− 2v + 1− C(u, v) + C(1− u, 1− v)− 4uv

+ 2u+ 2v − 1

= 2u− 4uv

≤ 2u.

Case 11: fi ≥ Πi for all i = 2, 4 and fi ≤ Πi for all i = 1, 3. Using (ii) and (i), we

have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= −C(u, v) + C(1− u, v)− C(u, 1− v) + C(1− u, 1− v) + uv − (1− u)v

+ u(1− v)− (1− u)(1− v)

= −C(u, v) + C(1− u, v)− C(u, 1− v) + C(1− u, 1− v) + 2u− 1

≤ 0 + v + 0 + 1− v + 2u− 1

= 2u.

Case 12: fi ≤ Πi for all i = 1, 2, 3 and f4 ≥ Π4. Using (ii), (iii) and (iv), we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= −C(u, v)− C(1− u, v)− C(u, 1− v) + C(1− u, 1− v) + uv + (1− u)v

+ u(1− v)− (1− u)(1− v)

= −C(u, v)− C(1− u, v)− C(u, 1− v) + C(1− u, 1− v)− 2uv + 2u+ 2v − 1

≤ 0− C(1− u, 1− v)− 2v + 1− C(u, v) + C(1− u, 1− v)− 2uv + 2u+ 2v − 1

≤ 0 + 2u− 2uv

≤ 2u.
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Case 13: fi ≤ Πi for all i = 1, 2, 4 and f3 ≥ Π3. Using (ii), (iii), (i) and (v), we

have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= −C(u, v)− C(1− u, v) + C(u, 1− v)− C(1− u, 1− v) + uv + (1− u)v

− u(1− v) + (1− u)(1− v)

= −C(u, v)− C(1− u, v) + C(u, 1− v)− C(1− u, 1− v)− 2u+ 2uv + 1

≤ 0− 2C(1− u, 1− v)− 2v + 1 + u− 2u+ 2uv + 1

≤ 2u+ 2v − 2− 2v + 1 + u− 2u+ 2uv + 1

= u+ 2uv

≤ 2u.

Case 14: fi ≤ Πi for all i = 1, 3, 4 and f2 ≥ Π2. Using (ii), (i), (iv) and (v), we

have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= −C(u, v) + C(1− u, v)− C(u, 1− v)− C(1− u, 1− v) + uv − (1− u)v

+ u(1− v) + (1− u)(1− v)

= −C(u, v) + C(1− u, v)− C(u, 1− v)− C(1− u, 1− v)− 2v + 2uv + 1

≤ 0 + v − C(u, v) + u+ v − 1− 2v + 2uv + 1

≤ v + 0 + u+ v − 1− 2v + 2uv + 1

= u+ 2uv

≤ 2u.
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Case 15: fi ≤ Πi for all i = 2, 3, 4 and f1 ≥ Π1. Using (iii), (iv), and (v), we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= C(u, v)− C(1− u, v)− C(u, 1− v)− C(1− u, 1− v)− uv + (1− u)v

+ u(1− v) + (1− u)(1− v)

= C(u, v)− C(1− u, v)− C(u, 1− v)− C(1− u, 1− v)− 2uv + 1

≤ C(u, v)− 2C(1− u, 1− v)− 2v + 1− C(u, v)− 2uv + 1

≤ 2u+ 2v − 2− 2v − 2uv + 2

= 2u− 2uv

≤ 2u.

Case 16: fi ≤ Πi for all i = 1, 2, 3, 4. Using (ii), (iii), (iv) and (v), we have

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= −C(u, v)− C(1− u, v)− C(u, 1− v)− C(1− u, 1− v) + uv + (1− u)v

+ u(1− v) + (1− u)(1− v)

= −C(u, v)− C(1− u, v)− C(u, 1− v)− C(1− u, 1− v) + 1

≤ 0− 2(1− u, 1− v)− 2v + 1− C(u, v) + 1

≤ 2u+ 2v − 2− 2v + 1 + 0 + 1

= 2u.

Hence,
∑4

i=1 |fi − Πi|(u, v) ≤ 2u for all u ≤ v. Conversely, if v < u, then

|C − Π|(u, v) + |C − Π|(1− u, v) + |C − Π|(u, 1− v) + |C − Π|(1− u, 1− v)

= |CT − Π|(v, u) + |CT − Π|(v, 1− u) + |CT − Π|(1− v, u) + |CT − Π|(1− v, 1− u)

≤ 2v.

Therefore, the proof is complete.

From the above lemma, we obtain a new way to prove Proposition 5.12
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Proof of Proposition 5.12. If follows from Lemma 5.13 and the simple fact

that∫
I2
fdλ2 =

∫ 1
2

0

∫ 1
2

0

(
f(u, v) + f(u, 1− v) + f(1− u, v) + f(1− u, 1− v)

)
dudv

for all bounded continuous functions f on I2.

There are two ways to prove boundedness of σM+W
2

, and we thus start with

proving via the checkerboard approximation.

Lemma 5.14. For any copula C,
∫
I2
|C − Π|dµC2n

≤
∫
I2
|M − Π|dµC2n

.

Proof. Let C be any copula. Note that for all i = 1, 2, . . . , 2n−1,∫
[Ii∪I2n+1−i]2

|C −Π|(u, v)dudv

=

∫
I2i

(
|C −Π|(u, v) + |C −Π|(1− u, v) + |C −Π|(u, 1− v) + |C −Π|(1− u, 1− v)

)
dudv.

By Lemma 5.13, it results in

∫
[Ii∪I2n+1−i]2

|C − Π|dλ2 ≤
∫
[Ii∪I2n+1−i]2

|M − Π|dλ2

for all i = 1, 2, . . . , 2n−1. This proof is completed by using Corollary 5.11.

Lemma 5.15. For any bounded continuous function f on I2,

lim
n→∞

∫
I2
fdµC2n

=

∫
I2
fdµM+W

2
,

where C2n(u, v) =
2n∑
i=1

1

2n+1
[Π(Fi(u), Fi(v))+Π(Fi(u), F2n−i+1(v))] for all u, v ∈ I.

Proof. Since any copula C induces a probability measure µC , {µC2n
}n∈N is a se-

quence of probability measures. From Remark 2.62, every copula C corresponds

to uniform random variables X and Y on I whose joint distribution is C, that is

µC([u1, u2]× [v1, v2]) = P(u1 ≤ X ≤ u2, v1 ≤ Y ≤ v2).

Using Theorem 2.83 and Theorem 2.46, we have lim
n→∞

∫
I2
fdµC2n

=

∫
I2
fdµM+W

2

.
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Corollary 5.16. σM+W
2

(C) gives its maximum if C = M or C = W.

Proof #1. It directly follows from Lemma 5.14, 5.15 and Corollary 5.3.

Remark 5.17. [17] For all copulas C,

(i)
∫
I2
CdM =

∫
I
C(u, u)du

(ii)
∫
I2
CdW =

∫
I
C(u, 1− u)du.

Proof #2. A second proof is directly obtained via Lemma 5.13 and Remark

5.17.

Theorem 5.18. The function σM+W
2

satisfies the following properties for all ran-

dom variables X and Y whose distribution functions are continuous.

(i) σM+W
2

(CX,Y ) = σM+W
2

(CY,X).

(ii) 0 ≤ σM+W
2

(CX,Y ) ≤ 1.

(iii) σM+W
2

(CX,Y ) = 0 if X and Y are independent.

(iv) σM+W
2

(CX,Y ) = 1 if Y = g(X) for some strictly monotone function g.

(v) If σM+W
2

(Cf(X),g(Y )) = σM+W
2

(CX,Y ) for all strictly monotone functions f and g.

(vi) If (X, Y ) and (Xn, Yn), n = 1, 2, . . . , are pairs of random variables whose

joint distribution functions are H and Hn, respectively, and if (Xn, Yn)
d−→

(X, Y ), then lim
n→∞

σM+W
2

(CXn,Yn) = σM+W
2

(CX,Y ).

Proof. (i) Using CX,Y (u, v) = CY,X(v, u) for all u, v ∈ I, we have∫
I2
|CX,Y − Π|(u, v)dM +W

2
(u, v) =

∫
I2
|CY,X − Π|(v, u)dM +W

2
(u, v)

=

∫
I2
|CY,X − Π|T (u, v)dM +W

2
(u, v).

Note that M+W
2

is D4-invariant. By Lemma 5.1 (i), the proof is complete.

(ii) This follows from the Lemma 5.14 and Lemma 5.15.
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(iii) It directly follows from Theorem 2.64 (i).

(iv) It follows from Theorem 2.64 (ii - iii), Corollary 5.16 and Corollary 5.3.

(v) Let f and g be strictly monotone. Note that M+W
2

is D4-invariant.

Case 1: Assume that f and g are both strictly increasing a.s. It follows from

Theorem 2.65 (i).

Case 2: Assume that f is strictly increasing and g is strictly decreasing. It

follows from Lemma 5.1 (ii).

Case 3: Assume that f is strictly decreasing and g is strictly increasing. It

follows from Lemma 5.1 (iii).

Case 4: Assume that f and g are both strictly decreasing. It follows from

Lemma 5.1 (iv).

(vi) By the assumption, we obtain lim
n→∞

Hn(u, v) = H(u, v) for all (u, v) at which

H is continuous. By Sklar’s Theorem 2.61 and the continuity of the distri-

bution functions of X and Y, we have CXn,Yn converges pointwise to CX,Y .

Using DCT, we get lim
n→∞

σM+W
2

(Xn, Yn) = σM+W
2

(X, Y ).

Remark 5.19. The converse of Theorem 5.18 (iii) does not hold because there

is an infinity of copulas whose diagonal section and opposite diagonal section are

diagonal and opposite diagonal sections of Π. For example, for all λ ∈ [−1, 1], a

copula Cλ defined by

Cλ(u, v) =


uv − λ(v − u)(u+ v − 1)min{v, 1− v}, if (u ≤ v ∧ u+ v ≥ 1)∨

(u ≥ v ∧ u+ v ≤ 1)

uv − λ(u− v)(u+ v − 1)min{u, 1− u}, otherwise

has both diagonal section and opposite diagonal section as Π. For more details,

please see [8].



CHAPTER VI

CONCLUSION, DISCUSSION AND FUTURE WORK

In this chapter, we will summarize all of the work which has been done, discuss

similarities and differences of our work with an original work [22] and also give

directions for future work.

6.1 Summary of the Thesis

We begin with a diagram that compares and contrasts the concept of being a

measure of dependence between the original version proposed by Rényi and the one

modified by Schweizer-Wolff. Let R and R′ be measures of dependence according

to Rényi’s postulates and Schweizer-Wolff, respectively.
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In this thesis, we obtain three generalized versions of σ defined in (1.1): σφ,

σ∗
φ and σM+W

2
. Recall the functions σφ, σ

∗
φ and σM+W

2
as follows: for all random

variables X, Y whose distribution functions are continuous,

(i) σφ(X, Y ) =

∫
I2
φ(|CX,Y − Π|)dλ2∫

I2
φ(|M − Π|)dλ2

,

(ii) σ∗
φ(X, Y ) = sup

f,g∈I
σφ(f(X), g(Y )) = sup

f,g∈I

∫
I2
φ(|Cf(X),g(Y ) − Π|)dλ2∫
I2
φ(|M − Π|)dλ2

,

(iii) σM+W
2

(X, Y ) =

∫
I2
|CX,Y − Π|dM+W

2∫
I2
|M − Π|dM+W

2

.

Then σM+W
2

and σφ are measures of dependence in the sense of Schweizer and

Wolff. Moreover, σ∗
φ is a measure of dependence in the sense of Rényi.

6.2 Discussion

(i) In [22], for each 1 ≤ p < ∞, σp, which is defined as the normalized Lp-

norm of C − Π where C is a copula, on the class of all copulas was proved

to be a measure of dependence satisfying the same set of Schweizer-Wolff’s

properties. In our work, σφ is a generalization of σ. We are able to prove

that σφ satisfies all properties in the Schweizer-Wolff’s definition except the

property (vi).

(ii) For each φ, σ∗
φ satisfies all properties in the Rényi’s postulates except (vi).

Thus {σ∗
φ : φ} is the class of new measures of dependence in the sense of

Rényi.

(iii) σM+W
2

gives the weaker sense of being a measure of dependence because the

minimum value of σM+W
2

(C) does not be attained exactly when C = Π.

Moreover, we have no conclusion whether the maximum value of σM+W
2

(C)

occurs exactly when C = M or C = W.
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6.3 Future Work

The main result in the chapter V indicates that σM+W
2

is almost a measure of

dependence in the sense of Schweizer-Wolff. By Lemma 5.10, we see the relation-

ship between the integral with respect to M+W
2

as a D4-invariant copula and the

Lebesgue measure on I2. From this point of view, it is worth investigating the

relationship between the integral with respect to all D4-invariant copulas and the

Lebesgue measure on I2, which is one direction of research so as to classify all

copulas A for which σA is measure of dependence in the sense of Schweizer-Wolff.



APPENDIX

In this appendix, the primary purpose is to give MATLAB code used in Example

3.4. Before going into the details, we recall the functions φ1 and φ2 as follows:

φ1(x) =

 2x if 0 ≤ x < 1
4

2
3
x+ 1

3
if 1

4
≤ x ≤ 1

and

φ2(x) =


4x2 if 0 ≤ x < 1

4

9x− 2 if 1
4
≤ x ≤ 7

9

54x− 37 if 7
9
≤ x ≤ 1.

We begin with the MATLAB code of plotting functions σφ1 on the class of

Gaussian copulas. Here is the code.

s t ep = 0 . 0 1 ;

range = [ 0 : s t ep : 1 ] ;

rho = [ − 0 . 9 9 : 0 . 0 1 : 0 . 9 9 ] ;

[U,V] = meshgrid ( range ) ;

% Def ine a Gaussian copula C with parameter i

f o r i = 1 : l eng th ( rho )

F = copu l a cd f ( ’ Gaussian ’ , [U( : ) V( : ) ] , rho ( i ) ) ;

C ( : , : , i ) = reshape (F , l eng th ( range ) , l eng th ( range ) ) ;

end

% Def ine a f un c t i on varphi_1

PIECE1 = @(x ) x<0;

PIECE2 = @(x ) x>=0 & x<=0.25;
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PIECE3 = @(x ) x>0.25 & x<=1;

PIECE4 = @(x ) x>1;

varph i = @(x ) PIECE1( x ) . * ( 0 ) + PIECE2( x ) . * ( 2 * x )

+ PIECE3( x ) . * ( ( 2 / 3 ) * x+1/3)+PIECE4( x ) . * ( 1 ) ;

% Compute the i n t e g r a l o f (M−PI )

f o r i = 1 : l eng th ( range )

f o r j = 1 : l eng th ( range )

M( i , j ) = min (U( i , j ) ,V( i , j ) ) ;

PI ( i , j ) = U( i , j )*V( i , j ) ;

K=M( i , j )−PI ( i , j ) ;

va rph i_ i j ( i , j )=varph i (K) ;

end

end

vo l=trapz ( range , t rapz ( range , va rph i_ i j ( : , : ) ) ) ;

% Compute the measure sigma_{\ varphi_1}

f o r i = 1 : l eng th ( rho )

i f rho ( i )<0

f o r j = 1 : l eng th ( range )

f o r k = 1 : l eng th ( range )

K=PI ( : , : ) −C( : , : , i ) ;

varphi_jk ( j , k , i )=varph i (K) ;

end

end

NormalizedVol ( i ) = t rapz ( range , t rapz ( range ,

varphi_jk ( : , : , i ) ) ) / vo l ;

e l s e

f o r j = 1 : l eng th ( range )
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f o r k = 1 : l eng th ( range )

K=C( : , : , i )−PI ( : , : ) ;

varphi_jk ( j , k , i )=varph i (K) ;

end

end

NormalizedVol ( i ) = t rapz ( range , t rapz ( range ,

varphi_jk ( : , : , i ) ) ) / vo l ;

end

end

% Plot a graph o f the measure sigma_{\ varphi_1}

p l o t ( rho , NormalizedVol ( : ) , ’ Color ’ , ’ red ’ ,

’ LineSmoothing ’ , ’ on ’ ) ; hold on ;

x l a b e l ( ’X=r ’ )

y l a b e l ( ’Y’ )

l egend ( ’ 1 ’ , ’ Locat ion ’ , ’ southwest ’ )

The following code defines the function φ2.

% Def ine a f un c t i on varphi_2

PIECE1 = @(x ) x<0;

PIECE2 = @(x ) x>=0 & x<=0.25;

PIECE3 = @(x ) x>0.25 & x<=7/9;

PIECE4 = @(x ) x>7/9 & x<=1;

PIECE5 = @(x ) x>1;

varph i = @(x ) PIECE1( x ) . * ( 0 ) + PIECE2( x ) . * ( 4 * x^2)

+PIECE3( x ) . * ( ( 9 ) * x−2)

+PIECE4( x ) . * ( ( 5 4 ) * x−37)

+PIECE5( x ) . * ( 1 ) ;

Using the same code from the above and replacing φ1’s code with φ2’s code, we

have the graph of σφ2 .
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