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This thesis has designed a fusion-based enhancement method for underwater 

images and video streams which are mainly distorted by color changes, poor illumination, 
and water particles. The main objective of image fusion is to achieve a comprehensive result 
which is appropriate for the human visual system. In this thesis, our goal is to use a straight 
forward and not computationally intensive reconstruction. As a result, the underwater images 
or video streams are partially restored from the original ones.  

Firstly, the 5.8 GHz transmitter and receiver set are used to carry the input data 
from the camera which is placed inside the underwater scene to the computer for the 
enhancement stage. The corresponding data which is received by the computer then becomes 
the input or original hazy image. The input is white-balanced to remove the distorted color 
and contrast-enhanced to recover the fine details. Color compensation is carried out to 
remove misbalanced color in a poorly illuminated underwater scene. The image resulted from 
these stages are then judged by three weights: global contrast weight, local contrast weight, 
and saliency weight. The purpose of these weights is to decide the quality of each pixel to let 
them contribute to the final output. The multiscale image fusion is carried out level by level 
of two pyramids: Laplacian pyramid where the input is the white balance and contrast-
enhanced image, and Gaussian pyramid where the input is the normalization of three weights. 
Finally, the fused output results with more appealing color and less noise. 

The thesis has constructed a testbed to implement the proposed fusion-based 
underwater image enhancement method and successfully processed the noisy underwater 
scene. The research operates as a mid-range underwater monitoring system with a multi-
resolution fashion which is prone to artifacts. This thesis will serve as a basis for future 
underwater monitoring or smart fish farming architectures.    
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Chapter 1 

Introduction 

1.1 Motivations and Significance of the Research Problems 

The underwater imaging systems are drawing attention during the past few decades 

as more and more applications such as ocean exploration, underwater vehicles and 

intelligent fish farming are becoming popular. Underwater observation systems are in 

need as ecosystem indicators to provide management of sustainable sources in the 

ocean. Usually, it is quite challenging to collect reliable data of underwater scenes 

because of their poor visibility and the complications in deploying profitable sensors in 

a marine environment. The lack of mid-range underwater monitoring system which 

could provide a desirable result with a reasonable price makes the exploration and 

monitoring parts difficult.  

One significant problem is that images or videos resulting from these systems are 

mostly polluted by insufficient lighting, water medium, floating particles, and many 

other conditions. To recover color-balanced and noise-free images, several approaches 

have been introduced ranging from image restoration (physical model-based) to image 

enhancement (non-physical model-based). Due to the complexity of physical model-

based methods, which need prior knowledge (e.g. water property, light scattering 

pattern) of a specific underwater scene, enhancement methods are quite popular since 

they are not based on the physical knowledge like the former one. Moreover, there are 

two types of methods in tackling the underwater image enhancement: single input and 

multiple input methods. Multiple input methods need a strong dataset in which the 

images of the certain underwater scene are taken under various environmental 

conditions where single input methods can blend in most scenes. In this thesis, the 

single input approach is considered due to its compactness. 

 When it comes to imaging devices, latest solutions such as laser range-gated 

technology can bring accurate and less contaminated results. A variety of acoustic and 

optical imaging systems are constantly developed for unraveling the foggy condition in 

water. However, not only the cost and complexness but also the difficulties in utility 
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make the solutions a failure in real scenarios. To add up, high noise and reduced contrast 

are also the reasons that sonar images are not popular. On the contrary, the usefulness 

of most of the low-range products already in the market, aiming for monitoring 

applications is quite doubtful. A system with decent performance on enhancing and 

recovering lost details in images and videos is actually in need. 

 After encountering the issues which are previously stated, another problem 

arises. Although there are appropriate image enhancement methods regarding the 

underwater investigation, only a few systems which applied these methods are 

available. Within my personal knowledge, it is almost impossible to build a real-time 

handling system for these underwater images or videos as processing time and delays 

exist in stream processing. Although numerous underwater image improvement 

systems are proposed, there are only a few which have suggested as real-time 

applications. One of the main factors is the processing time of each method as it takes 

several seconds to process each frame or image. This thesis will focus on a soft real-

time application with a reduced frame rate to meet the deadlines of a stream. Moreover, 

the scheme of this research can potentially be applied in underwater monitoring 

practices. 

1.2 Objective 

The main objective of this thesis is to design a fusion-based underwater image 

enhancement method to apply it in a video stream as an employable system. The design 

criteria include the image and video acquisitions, the frequency band selection for video 

transmission, and the implementation of enhancement method. Another objective is to 

make a comparison between the performance of the system and products which are on 

the market. 

1.3 Scope of the Thesis  

The scope of this research are as follows: 

1. Design and implement an actual deployable underwater image enhancement 

system with video stream transmission 
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2. Compare the adapted fusion-based method to other contemporary methods to 

evaluate the performance 

3. Build an own underwater test place to verify the proposed architecture. 
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Chapter 2 

Background and Literature Review 

2.1 Background 

2.1.1 Imaging in Water with Hazy Environment 

When a light array acts as a source and an imaging system (e.g. camera) captures 

an image underwater, there arise three main problems: absorption, refraction, and 

reflection. Absorption can reduce the volume of light that reaches a specific scene and 

reflects from the object to image plane inside the camera. This limits the camera 

viewing range to the object. The intensity of light source as well as the sensitivity of 

the camera has a direct effect on this viewing range. The loss of contrast in underwater 

images or videos is mostly caused by refraction. This effect is more obvious in turbid 

water than the clear one. It diffuses the light not only from the source but also from the 

object-to-camera part, reducing the light intensity. The critical factor among the three, 

reflection, is caused by the suspended particles or objects which are within the camera 

view. The illuminating light reflects from them go inside the camera, causing the 

backscatter effect [1].  

Other than these three problems, the hazy environment caused by dust, water 

particles and other absorbed particles, is the main reason for poor visibility under water. 

Haze also contrast details and clearance of underwater scene. The depth of haze model 

is directly proportional to the appearance of each scene. Among the image degradation 

models, the model presented by McCartney [2] is quite popular. The model proposed 

that the observer or the imaging system receives a fraction of light. The rest of the light 

is diminished or attenuated into the water environment. Regarding the model, the hazy 

images have linear combination among the air light (A) and direct attenuation (D) [3]. 

                                                
* ( ) *(1 ( ))

h

h

I D A
I I t x A t x

 

  
                                         (1) 

Where I h is the hazy image, I is the haze-free image, A∞ is the air light constant and 

t(x) is the transmission medium of the amount of light which reaches the imaging device 



 15 

without scattering. The transmission t can be calculated, assuming a homogeneous 

environment, as follows: 

                                                            ( ) exp( * ( ))t x d x                                                            (2) 

Where β is the attenuation coefficient of scattering and d is the distance between the 

scene and observer. 

2.1.2 Fusion-based Image Enhancement Method 

In order to deal with hazy and noisy images, Ancuti et al. [4] projected a fusion 

method. The benefit of this method is that the input is a single hazy or color distorted 

image. This fusion-based method improves the clarity or contrast of such images. 

Primarily, it is started with the derivation of two images from hazy underwater input. 

The first image is a white balanced one to make the white objects of the original input 

white, balancing the color distortion and keeping a more natural color. The second 

image is the contrast-enhanced image where the lost details due to haze are recovered. 

Then, weight maps are estimated for each pixel to decide the contribution of two 

derived images. This results in the final output image with a more appealing state. 

Regarding the weight maps, different kinds of weights are used according to one’s 

objective. They aim to compute pixel size manner to enhance details in the spatial 

domain. For the last stage, multi-scale fusion is applied to fuse the inputs and the 

normalized weights driven by the Laplacian pyramid and Gaussian pyramid, 

respectively. 

A. White Balancing Methods 

Firstly, it is expected that only one light source illuminates the scene. The sensitivity 

function of the imaging device or camera and the original color of light source both 

have an influence on the observed color of an image. It is stated in [5] that three factors: 

the surface spectral reflectance, the illuminant spectral power distribution, and the 

sensor spectral sensitivities define the image values. 

                                                    ( ) ( ) ( , ) ( )P x I S x C d


                                                 (3) 
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Where ( )P x is the image values ( RP , GP , BP ) at the pixel coordinate x, the wavelength 

of the light  , visible spectrum  , ( )I   is the spectral power distribution of 

illuminant, ( , )S x   is the spectral reflectance of the corresponding surface, and ( )C 

indicates the spectral sensitivities of the imaging device.  

The white balancing step is performed to eliminate the distorted color in underwater 

images where the water is in turbid condition. The traditional principle for white 

balancing step is carried out, using the approximation of the illuminant and estimates 

the light source’s color in the image values (P). Then, by using the estimated 

illumination, the original values are transformed. The transformation model is defined 

as: 

                                                                       t uF D F                                                                    (4) 
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                                            (5) 

In here, uF  is the original output without the prior information about the light source, 

D is denoted as a diagonal mapping matrix between the two images using canonical 

illuminant c [32], which is shown in Equation, while tF  is the transformed image using 

D under the condition of c. 

However, this basic model fails to define cases like inter-reflections and highlights. 

Moreover, the illuminant spectral power distribution and sensor sensitivity of the 

imaging device are generally unknown, causing the problem to be constrained. Most 

algorithms are usually based on restrictions and assumptions. Recently, a framework 

with constant color is proposed by Van de Weijer [6] and the model is as follows: 
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Where . is the Frobenius norm, n indicates the derivative order and  is the scale 

parameter of the Gaussian filter, where the image is convoluted by the derivative with 

that filter. There are a few popular white balancing algorithms which are based on the 

manipulation of (n, p,  ) variables from Van de Weijer’s model. By assuming that the 
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average reflectance of the scene is achromatic, a method called Gray World [34] is 

constructed, while the variables (n, p,  ) are set to (0, 1, 0), respectively.  White Patch 

method [7] can be generated by setting the variables to (0,  , 0) with the supposition 

of the maximum reflectance being achromatic in a scene. With the statement of pth -

Minkowsky norm being achromatic and the setting of (0, p, 0), Shades of Grey [8] 

algorithm is obtained. Gray Edge [9] method is gained by assuming the pth -

Minkowsky norm of the first-order derivative being achromatic in a scene and 

manipulating the variables to (1, p,  ). 

B. Contrast Enhancement 

Contrast enhancement stage is added to amplify the find details and visibility. 

However, we need to be careful about the fact that sometimes the details will be 

probably destroyed due to over enhancement. 

C. Weight Maps 

 Restoration of a hazy cannot be completed only with white balancing and contrast 

enhancement stages. We need weight maps to define how much each pixel contributes 

to the final output [10].  

 The brightness of a light is measured in Luminance and hence, it is used as a weight 

map to assign small values to bad visibility regions and high values to good visibility 

regions. This following equation is used to calculate the Luminance weight: 

                             2 2 21/ 3[( ) ( ) ( ) ]k k k k k k k
LW R L G L B L                                 (7) 

Where L is the Luminance, k indicates the derived inputs and (R, G and B) denote the 

three-color channels of these inputs. The weakness of this weight is that it reduces the 

color information and the overall contrast of the image.  

Chromaticity weight map is usually applied to control the gain of saturation for 

colorfulness in the resulting output. It is calculated as follows: 
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Where  is the standard deviation, S represents the saturation of input, maxS is the 

maximum saturation range (i.e. 1 for high saturated pixels) and C is the Chrominance. 
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 Another parameter that highlights the objects’ existence or a pixel with its 

neighborhood is visual saliency to grasp the significance. The equation for this weight 

is computed form the Achanta et al.’s [11] algorithm as follows: 

                                                 ( ) ( )hck
S k kW x I x I                                                   (9) 

Here, kI   denotes the arithmetic mean value of derived input and hc
kI    represents the 

blurred form of the input, eliminating high-frequency components. 

The Local Entropy weight map is denoted with a structuring element of a certain 

pixel neighborhood and its complexity in a color image. This weight mainly 

manipulates the changes in the distribution of local gray level. This weight map divides 

the image into separate regions as different entities of information. The entropy of a 

window which has a small neighborhood of k  window with k kM N size can be 

calculated as: 
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Here, an image has gray level G with a neighborhood of k , then the probability of 

gray level j can be obtained from the equation, j
j

k k

n
P

M N



 and jn is the amount of 

pixels in that window. 

Moreover, the human visual system contributes to this visibility weight map with 

clarity as a characteristic. The weight with size M N can be defined by: 

                                               1
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Where derived input is indexed by k, the gray value at ( , )m n  pixel position is denoted 

by ( , )F m n ,visual constant   and mean intensity value  of the derived input. 
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The process of approaching an image to black and white when it has low saturation is 

decided by saturation weight map where the color of the intensity plays the main role. 

It [12] is calculated by: 

                            
2 2 2( ) ( ) ( )( , )

3

k k k
k

S
R m G m B mW x y     

                            (12) 

Where m is calculated by the equation, 
3

k k kR G Bm  
 and derived input is 

represented by k.  

D. Multi-scale Fusion 

To combine the information from several images into a single one, the simple 

process, image fusion is usually applied. Image fusion levels can be classified into pixel 

level, feature level, and the decision-making level. The low level, pixel level fusion, 

can retain original information more since the images are processed pixel by pixel from 

original image or data. This level can also act as a support or input for other level fusion. 

It also requires more metric for image matching since it works on the pixel level. 

Feature level fusion [13] is a method that fuses characteristics like point, edge, angle, 

and texture which are extracted from input images to obtain desired results. This level 

also supports as an input for the decision-making level. It does not require a high-level 

metric like pixel level fusion and data size is also diminished. This makes it easier for 

information compression and data transmission. The top level, decision-making level 

fusion [14], receives the data from the pixel or feature levels as an input and makes a 

decision based on them. Then, objective extraction and classification are performed on 

source images and process them regarding the criteria and specific objective. This level 

is mainly used in artificial intelligence application and object recognition. 

To focus on the pixel level fusion, the intention of it is to process content details of 

multiple images and combine them to gather the desired information. The multi-scale 

fusion is performed in a per-pixel manner to provide a fast operation for image fusion. 

Initially, the weight maps resulting from derived inputs are normalized to provide the 

same scale since applying directly the weights can produce halo artifacts due to naive 

blending. The Gaussian pyramid is then used with the low pass filter to estimate the 
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normalized weight-map. Another step is performed by applying a Laplacian operator 

along with a bandpass filter and down-sampling over the derived inputs. This action 

can boost details specifically around the edges. The final step is to fuse two pyramids 

level by level, forming a fused pyramid by the equation as follows [10]: 

                                           ( ) ( ) ( )k
l l l k

k
F x G W x L I x                                        (13) 

Where l denotes the pyramid level,  L I is the input of the Laplacian pyramid and 

while  G W  characterizes the input of the Gaussian pyramid. Finally, the de-hazed 

output is produced. 

2.1.3 Quality Assessment Methods 

Regarding the verification of the performance of image fusion, a method of 

evaluation or quantitative assessment is needed. There are two categories in quality 

assessment methods: subjective and objective evaluation methods. A variety of these 

methods can also be seen in [15]. The subjective assessment method is constructed by 

portraying the human visual system. Since this category alone cannot evaluate the 

performance, the objective evaluation methods are used. The following methods are 

examples of the objective assessment methods. 

A. Mean Square Error (MSE) 

MSE or the average of the errors [16] is a difference between the original image and 

the enhancement image with the equation: 

                                               
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                                        (14) 

The lower the MSE represents the less noise in resulting image. 

B. Peak Signal to Noise Ratio (PSNR) 

PSNR [16] is the ratio between the maximum power and power of affecting noise in 

a signal. It can be defined by an equation as: 
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PSNR is also basically used for evaluating noisy images. The higher the value of PSNR, 

the better the image with less noise. 

C. Edge Intensity (EI) 

For the evaluating the textural details in an enhanced image, EI [17], [18], [19], is 

applied. It is designed with Sobel operator as follows: 

                                                         𝐸𝐼 =  
1

𝑚 ×𝑛
∑ ∑ 𝐺𝑖𝑗𝑛

𝑗=1
𝑚
𝑖=1                                   (16) 

where Gij is the calculated value from the enhanced image. 

2.1.4 First-person-view (FPV) 

First-person-view (FPV) is a video piloting method mainly used in drones to radio-

control using a camera mounted on them. Video transmitting and receiving devices are 

produced to enable this short range controlling FPV method. There are two transmission 

channels in FPV:  

(i) a control uplink channel that transmits control signal from the pilot to the 

drone using the remote control (RC), and 

(ii) a video downlink channel that sends video stream from the camera to ground 

station. 

In a basic setup, either for video or remote-control link, three elements are needed. The 

first one is a transmitter for sending the video signal to a ground station. The second 

one is a receiver which is placed at the ground station to receive the signal sent by the 

transmitter. Lastly, a correct type of antenna that suits both the transmitter and receiver 

is required either for short range or long range. In other word, the data captured by a 

camera is sent to the video transmitter. It is then further transformed into a radio signal 

by the transmitter and transferred to the receiver from its attached antenna. The receiver 

then converted the signal from the transmitter to data and display on the monitor.  
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Figure 2.1: Basic FPV setup. 

At 2.4 GHz or 5.8 GHz frequencies, the FPV system permits the transmission up to 

2 to 3 kilometers (around 1 to 2 miles). Regarding the long-range communication, more 

equipment is needed. to your system. On the Remote-Control part, an additional 

ultrahigh-frequency (UHF) 433 MHz module which has a superior function than the 

2.4 GHz or 5.8 GHz RC transmitter, a high-power battery (approximately 500 milli-

watts) for the UHF 433 MHz module [15]. For the video part, an external video receiver, 

a battery, and a high gain antenna are required. The following table shows the 

specification of the popular FPV frequencies. 

 

Figure 2.2: FPV transmitter and receiver. 
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2.1.4.1 FPV Frequencies: Pros & Cons 

There are four types of frequency that can be utilized for video transmission. Each 

of it has different characteristics and range so that the users can choose according to 

their preferences in the application. 

Table 2.1: FPV frequencies specifications [20]. 

Frequencies Range and 

penetration 

Pros Cons 

900 MHz - medium-range 

- ideal for low and 

behind objects 

flights (Non-Line 

of sight)  

- great 

penetration 

- old technology, bad design 

equipment, and sensitivity 

- little interference caused 

by the cell phone 

companies 

- hard to go beyond 5 Km (3 

miles) 

- bad and small antennas, or 

very big antennas 

-  picture quality is the 

worst because of the 

lowest video bandwidth 

1.2/ 1.3 GHz - long-range 

- ideal for low and 

behind objects 

flights (Non-Line 

of sight) 

- in need of high 

gain antenna 

(around 8dbi) and 

external receiver 

with extra battery 

- great range 

and 

penetration 

- degrade GPS performance 

due to GPS satellite 

frequency utility 

- big antennas 
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2.4 GHz - long-range - great range 

- latest 

technology, 

- plenty of 

design 

choices with 

high 

performance  

- small and 

excellent 

quality 

antennas 

- poor penetration (walls and 

trees) 

- Signal interferences in the 

urban area (Heavy Wi-

Fi/Bluetooth area) 

 

5.8 GHz - short-range 

- the range can be 

variable according 

to antenna usage 

- plenty of 

design 

choices with 

high 

performance 

- Does not 

require 

ground 

station 

- tiny antenna 

- portable 

setup 

- excellent 

video quality 

- poor penetration 

- problem with humidity 

Regarding the Relation between frequency and the size of antenna, the antennas are 

larger in low frequencies (900 MHz, 1.3 GHz) than high frequencies (2.4 GHz, 5.8 

GHz) because of their longer wavelength.  
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Figure 2. 3: Relation of frequency and antenna size.  

2.1.4.2 Antenna Types 

There are a variety of antennas available for both 5.8 GHz and 2.4 GHz 

frequencies ranging from the small antenna to the huge one. The table below presents 

the types and specifications of each antenna. 

Table 2.2: Frequencies and antenna types [20]. 

Frequencies 
Types of Antenna for 2.4 GHz 

Frequency 
Specifications  

2.4 GHz 

(Receiver) 

 

Whip (3dbi)  

Omnidirectional 

 Length: 11 cm  

Range: 1-2 km 

 

Whip (7dbi)  

Omnidirectional 

 Length: 34 cm  

Range: 7 km 

 

Yagi (11dbi)  

Directional  

Length: 50 cm  

Range: 7-15 km 
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Patch (14dBi) 

Directional 

Length: 21 cm 

Range: 7-12 km 

 

Yagi (19dBi)  

Directional  

Length: 100 cm  

Range: 20-30 km 

2.4 GHz 

(Transmitter) 
 

Cloverleaf Circular 

polarized antenna 

Omnidirectional 

 

Whip (7dbi) 

Linear Polarized 

antenna 

Omnidirectional 

5.8 GHz 

(Transmitter/Receiver) 

 

2.4 Spiro NET  

RP-SMA 

Omnidirectional  
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Whip (3dbi) 

Omnidirectional  

 

2.2 Literature Review of Image Enhancement Methods 

Several researchers have proposed different methods in order to deal with noisy 

underwater images. As it is mentioned earlier, there are basically two approaches to 

handle the problem: physical model-based and non-physical model-based methods. 

Since physical model-methods need prior information about the specific scene, they do 

not blend in every scenario. This thesis will be focused on non-physical model-based 

methods where any physical information about the scene like the optical properties and 

lighting conditions are not required. Under the non-physical model-based approach, a 

variety of spatial and transform domain enhancement methods are proposed. These 

methods will be reviewed by categorizing into two parts: multiple inputs and single 

input methods.  

For grayscale images with low exposure value due to underwater dim light 

condition, Kaur and Verma [16] suggested a method using histogram equalization and 

Artificial Neural Networks (ANN) to retrieve the information of interest. Underwater 

images are mostly affected with a hazy appearance and color changes due to light 

absorption. Chiang and Chen [21] used wavelength compensation and image de-hazing 

(WCID) algorithm which is inspired from dark-channel prior (DCP) [22]. This method, 

DCP, is mainly used for evaluating the distance between object and camera. Then 

images are segmented into foreground and background regions with a depth map. The 

influence of artificial light source is removed first to prevent the unbalanced light 

distribution and volume of haze is estimated from DCP. Then, haze is removed from 

the original image by differencing the interpolated haze model. To remove the dominant 

color, energy compensation of each color channel according to water depth is carried 

out. Khan et al. [23] also offered a method for hazy images in which the original image 
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is duplicated first. Each duplicated image becomes the inputs to color balancing stage 

and contrast enhancing stage, separately. For color correction, histogram stretching is 

performed in ‘V’ component of HSV (Hue-Saturation-Value) color space. The resulted 

image is then changed back to RGB space and histogram stretching is further 

implemented in all three RGB components, bringing out a bright and color balanced 

image. To attain a contrast enriched output, contrast limited adaptive histogram 

equalization (CLAHE) [24], [25], [26] is carried out. Next step of the system includes 

accomplishing the wavelet fusion [27], [28] which is composed of three sub-steps: 

decomposition, fusion and inverse composition. Firstly, the 2-level 2-dimensional 

image decomposition is implemented. In the first level, the rows of the original image 

are delivered to the low pass filter and high pass filter, each of which has a down-

sampling function (a factor of 2). This results in horizontal approximations and details. 

Then, the columns are processed as the same way and this would produce approximate 

(LL), vertical detail (LH), horizontal detail (HL) and diagonal detail (HH), as four sub-

images. Secondly, the approximate (LL) becomes the input of the second level and the 

scale-down process is reiterated. Finally, wavelet coefficients are fused into one image 

according to maximum value coefficients, which is presented in Figure 2.4. 

 

Figure 2.4: Fusion stage for decomposed wavelet coefficients. 

Another approach in underwater image enhancement is to use reference images (in-

air images) and the color information of these images is applied in manipulating the 

color of underwater images. A system is projected by Li et al. [29] in which it transfers 

semantic color values from the reference image and these values are employed on input 

underwater images while keeping their original contents and structure. This method is 

not data sensitive unlike WaterGAN [30] which is based on the data information and 
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pre-acquired images of the environment. The underlying structure is to perform a 

mapping between the source (underwater image) and target (air image) images by 

calculating three loss functions: Adversarial loss, Cycle Consistency loss, and SSIM 

loss. He et al. [5] also came up with a system which adapted Reinhard-based method 

for correcting color inequality. It is then combined with Pulse-Coupled Neural 

Networks (PCNNs) for enhancing contrast. To compensate the underwater images 

which suffer from greenish-blue appearance, the input image is transformed to lαβ 

space and its distribution is balanced regarding the natural scene (in-air) image. After 

balancing the green channel, I component from HIS (Hue-Intensity-Saturation) color 

space is separately enhanced with PCNN network. 
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Chapter 3 

Research Methodology 

Unlike air images, underwater scenes are mostly suffered from the haze, which is a 

phenomenon triggered by fine dust, smoke, dispersed particles, light vapor and makes 

an opalescent appearance. Air transparency inside the underwater scene is reduced by 

scattering and creating a less visible environment. The images taken under this 

influence are automatically affected in clarity and contrast details.  In this thesis, a 

method to recover noisy images from a single input image is presented. Regarding the 

system constraints, the limitations of the research are as follows: 

• The system aims to focus on single input image processing since there will be 

no prior data of a specific environment or dataset. 

• The programs must have low computational time because the usage is intended 

to be nearly real-time. 

The overall system involves three separate tasks where the underwater video is acquired 

by the camera and it is sent to the computer through 5.8GHz Transmitter/Receiver set 

with frame by frame architecture. The frames are then received by the receiver module 

which is plugged into the computer. The MATLAB program in the computer accepts 

the data and runs the underwater image enhancement code to produce de-hazed output. 

 

Figure 3.1: Data acquisition tools. 
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3.1  Architecture of Proposed Fusion-based Image Enhancement 
Method 

The success of a noble fusion method depends on the input choices and decent 

weight map definitions. One advantage of this method is that it does not need multiple 

inputs as multi-scale fusion and enhancing can be carried out with one degraded input. 

Firstly, the color cast of original underwater image can be corrected with several 

balancing methods (e.g. white balancing) as underwater images are dominant by 

greenish or bluish color tones. Secondly, noise reduction and preprocessing techniques 

are applied. The multi-scale fusion aims to remove the artifacts caused by illumination 

and enrich the image quality [32], [33]. The framework of the fusion method is 

presented below: 

 

Figure 3.2: Proposed fusion-based method. 
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A. White Balancing  

Color histogram stretching method is used in this thesis to perform the white 

balancing step on color-distorted underwater images. The general aim of this algorithm 

is to stretch the entire histogram range so that the appearance frequencies of pixels are 

evenly distributed. In this case, the value zero is on the lowest intensity side and the 

highest value would be on the highest, providing a good distribution with a lighter 

appearance for light pixels and black for dark pixels. Since a color image has three 

channels (R, G, B), three histograms for each channel will be acquired. When a scene 

is captured, and we see a peak in all three channels, that’s the point where the image is 

neutral with correct color temperature. To give an example, when the green channel has 

many highlights the greenish image is gained. 

The idea of color histogram stretching algorithm in order to get an image with no 

color cast is that two thresholds are calculated first and the color histogram for each 

channel is stretched according to these thresholds. This algorithm can be designed to 

an equation as follows: 

                                              
( )

( ) _ min
in

out
C LC

H L range c



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                                             (17) 

Here, inC and outC are the input and output tonal value of a pixel respectively, the 

parameter H is the highest threshold while the parameter L is the lowest in acting as 

limits to the color histogram, c_min is the lowest tonal value of pixels (default value, 

0) and range is the output tonal range (default value, 255). H and L are defined as the 

value which is higher than the other 99 percent and lower than other 99 percent of pixels 

respectively. And then, every pixel from RGB channels can be processed according to 

them.  

The following images are the comparison of color histogram stretching methods 

used in this thesis and other contemporary white balancing methods. For the objective 

assessment, the results can be seen in Wang et al.’s [34] with the saturation value 

comparison between the proposed method, Gray World (GW) [35], White Patch (WP) 

[7], Shades of Gray (SG) [8], and 2order-Grey Edge (GE2) [6]. 
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  (a)                                                        (b) 

           
                  (c)                                                        (d) 

Figure 3.3: (a) original image (b) Gray World [35] (c) White Patch [7] (d) Color 

Histogram Stretching [34]                                    

From Figure 3.3, the performance of three white balancing methods can be seen. 

Gray World algorithm produces a reddish blue image while the White Patch algorithm 

introduces an over-enhanced result. Color histogram stretching method used in this 

thesis shows a better performance with stable enhancement result. Moreover, according 

to Wang et al.’s [34], it has the lowest computational cost than other methods. It would 

be suitable to use in real-time systems. 

B. Contrast Enhancement 

Contrast Limited Adaptive Histogram Equalization (CLAHE) [36] is used in order 

to improve the local contrast of the white-balanced input in this thesis. Firstly, the 

histogram of a pixel with its neighboring block is equalized. Then, the regions where 

the contrast is lighter or darker will be enhanced by using the transformation function 

or cumulative distribution function (CDF) resulted from its neighboring pixels. CLAHE 

uses the clipping limits at predefined value in the histogram before computing the 

transformation function. The limit depends on the histogram normalization. This stage 

reduced the noise amplification more than the original adaptive histogram equalization 
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(AHE) method. This stage also restricts the slope of the function. The mathematical 

equation for linear histogram stretching is as follows: 

                                         1 2 1 2 min
max min

255( , ) ( ( , ) )Y n n x n n x
x x

 


.                                   (18) 

The following images display the effect of CLAHE on the underwater images. 

                       

(a)                                              (b)                                             (c) 

Figure 3.4: (a) Original image (b) Before applying CLAHE (c) After applying 

CLAHE 

C. Red Compensation 

Although most of the color cast are removed by the usage of white balancing method 

and contrast Enhancement method, in some scenarios such as highly turbid water, light 

attenuation can cause severe red artifacts. A specific amount of mean value from the 

red channel results in over-compensation in some neighborhood which has a presence 

of red color. This can be manipulated by adding a portion of green channel to red 

channel [32]. The mathematical expression for this observation is as follows: 

                                     ( ) ( ) .( ).(1 ( )). ( )rc r g r r gI x I x I I I x I x                                           (19) 

Here, ( )rcI x is the compensated red channel, ( )rI x and ( )gI x represent the original red 

and green channel, gI and rI are the mean value of each channel, and  is the constant 

parameter (  =1 for various illumination and image acquisition conditions). Figure 3.5 

illustrates the effects of red compensation in images. 
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(a)                                              (c)                                           (e) 

   

(b)                                             (d)                                           (f) 

Figure 3.5: (a)-(b) Original noisy images, (c)-(d) Image enhancement without red 

compensation, (e)-(f) Image enhancement with red compensation 

D. Weight Maps 

The first weight map in the fusion-based system is the global contrast weight [37]. 

The luminance value of the input is filtered by Laplacian filter and produced the 

absolute value. It is mainly used to extend the depth of edge and texture regions. Since 

the first weight map only is not sufficient and it cannot differentiate the flat and ramp 

regions well, the local contrast weight map is used [33]. This weight mainly strengthens 

the highlighted regions of the contrast enhanced image. The mathematical expression 

of the local contrast weight is as follows: 

                                                         ( , )
hc

k k
LcW x y I I                                                             (20) 

Where, kI and
hc

kI represent the luminance channel of original input and the low pass 

version of it, respectively. The cutoff frequency value hc is 2.75
 .  

The third weight map is the visual saliency one which is known as the perceptual 

quality, making the object or pixel to stand out among the neighboring environment 
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and capturing attention. The saliency map for an image can be formulated using 

Achanta’s approach [11] as:  

                                               ( , ) ( , )
hc

S x y I I x y                                                (21) 

Where I is the image with width W and height H pixels, I  is the arithmetic mean of 

the image and 
hc

I is the blurred output of Gaussian filter for elimination of texture, 

noise, details, and artifacts. By using the norm of difference, the magnitude is obtained, 

and it is efficient in computational time. Finally, each pixel position is gained as a 

 , , TL a b  vector using Lab color space while calculating the Euclidean distance and 

fulfilling salient region detection. 

                     
(a)                                          (b)                                             (c) 

Figure 3.6: (a) Original image (b) Ancuti et al.’s result [32] (c) Proposed method’s 

result 

Figure 3.6 makes a comparison with subjective evaluation on the outputs of Ancuti et 

al.’s method and the proposed method with different weight maps. It can be seen that 

Ancuti’s method can get rid of the green color cast, however, global contrast is reduced. 

The proposed method provides a good effect in white balancing part with brighter 

output. 

E. Quality Assessment Methods 

Among the various methods for performance evaluation, the methods used for 

underwater image enhancement are quite a few because it is problematic in acquiring 

the ground truth. Since a reference image which is captured with standard illumination 

for comparison cannot be easily obtained, methods which need ground truth like PSNR 

[16] and MSE [16] are not an option. In this thesis, two objective metrices which do 
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not require information like the property of water body or reference image are applied 

to test the performance. 

The first metric is the measure of enhancement (EME) [38] which is mainly used for 

evaluating the quality of improvement. Assume that an image X (n, m) is divided into 

blocks 1 2k k of size ( 1 2l l ), we can express the EME as:  

                                       
 

2 1
max; ,

1 11 2 min; ,

1max 20log
k k

k l

l k k l

I
EME

k k I


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 
 

 
   

 
                                         (22) 

Where max; ,k lI is the maximum value and min; ,k lI  is the minimum value of image X (n, m) 

inside the block ,k l , and the sign function ( ) ( )x x or x   .  

The second metric is the underwater color image quality evaluation (UICQE) [39] 

which is based on three parameters: CIELab chroma, contrast, and saturation. This 

metric is mainly used to measure the sharpness and colorfulness of an underwater 

image. In this metric, CIELab space [40] is used since it is uniform and device 

independent. For degraded underwater images and survey images, it is assumed that 

linear combination of these three metrics can represent the colorfulness of images. The 

variance of chroma is correlated to human perception for color of underwater images 

while providing a good reason to use. Another metric is a good parameter to use in 

turbid water environment and it is also one of the most perceived factors. For measuring 

local contrast of the region of interest from a uniform background, contrast metric is 

added. It can be defined with an equation as follows: 

                                          1 2 1 3c sUCIQE c c con c                                                      (23) 

Here, with pixel values Ip of an image, c  denotes the standard deviation or variance 

of chroma, 1con  represents the luminance contrast, s is the average value of saturation, 

and (c1, c2, c3) are weighted coefficients. In luminance channel, the parameter, 1con , 

can be computed from the difference from the bottom 1 percent and top 1 percent of all 

pixel values. For images with reduced contrast and color cast, the coefficients are set as 

c1=0.4680, c2=0.2745, c3=0.2576. 
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3.2 Frequency Band Selection for Video Transmission 

As it is already mentioned in Chapter 2, there are several choices ranging in different 

frequency spectrums. Among them, 2.4 GHz and 5.8 GHz transmitter/receiver sets are 

the most popular ones and they are seen in many applications due to their modern 

technology and availability of a wide variety of choices. The specifications of both 

frequencies are summarized as follows to highlight what each frequency offers [20]: 

[1] Although 2.4GHz frequency also offers small antenna set, it needs a proper ground 

station while 5.8GHz frequency only needs a tiny antenna and no ground station. It can 

be used with just a simple monitoring device. 

[2] As for penetration ability, both frequencies are almost at the same level with poor 

penetration. Only lower frequencies like 900MHz have an advantage here as it can pass 

through obstacles more easily. 

[3] 2.4 GHz frequency is more suitable for long-range applications while 5.8 GHz only 

provides around 2-kilometer. 

[4] 2.4 GHz has a great problem of interference in urban areas with heavy Wi-Fi 

applications since all the remote-control equipment run on this frequency. 5.8 GHz 

frequency outrange the former frequency in this area. 

 In this research, the 5.8 GHz transmitter and receiver will be used due to its 

flexibility, low power consumption capability, great picture quality, and compactness. 

It also does not have an issue when it comes to portability because with only a small 

antenna and a monitoring device, it will do its work.  
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Chapter 4 

Experiments and Results 

4.1 Implementation of Proposed Fusion-based Enhancement 

Method on Color-distorted Water 

Before we implement the final testbed, the performance of the enhancement method 

is tested using a container filled with green color-distorted water in a mild condition. 

The illuminating source is the daylight and the imaging device is Yi action camera. 

Moreover, the results of several existing methods (i.e. DCP [22], NLD [41], SP [42], 

Singh’s method [43] and Fu’s method [44]) can be seen along with the results from 

proposed method to make a comparison. The MATLAB R2019a simulation tool is used 

on Intel® Core™ i5-3337U CPU @ 1.80GHz 8.00 GB RAM computer. The images 

extracted from the camera are (4608x3456) resolution and the images are resized to 

(640x480) resolution for consistency.  

 

                       
(a)                                           (b)                                           (c) 

                       
                   (d)                                           (e)                                            (f) 
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                   (g)                                           (h)                                            (i) 

                       
                   (j)                                            (k)                                           (l) 

                       
                  (m)                                           (n)                                           (o) 

                       
                   (p)                                           (q)                                           (r) 

                       
                   (s)                                            (t)                                           (u) 

Figure 4.1: (a)-(c) Original image, (d)-(f) DCP method [22], (g)-(i) NLD method 

[41], (j)-(l) SP method [42], (m)-(o) Singh’s method [43], (p)-(r) Fu’s method [44], 

(s)-(u) Proposed method. 
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                       (a)                                           (b)                                           (c) 

                        

                  (d)                                            (e)                                           (f)                                                         

                      
                   (g)                                           (h)                                           (i)      

                     
                   (j)                                            (k)                                           (l)   

                                                                                                  
                  (m)                                           (n)                                           (o)                                                                                                
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                   (p)                                           (q)                                           (r)                                                                        

                    
                   (s)                                            (t)                                           (u) 

Figure 4.2: (a)-(c) Original image, (d)-(f) DCP method [22], (g)-(i) NLD method 

[41], (j)-(l) SP method [42], (m)-(o) Singh’s method [43], (p)-(r) Fu’s method [44], 

(s)-(u) Proposed method. 

Regarding Figure 4.1 and 4.2, images resulting from DCP method and NLD method 

do not show much difference from the original images with the domination of green 

color even after the enhancement. SP method can remove green color and provides 

clarity more than the two previous methods. Singh’s method presents a non-uniform 

color cast, making the resulting images more distorted. Fu’s method offers more 

desirable outputs with green color elimination, but some parts of the images are covered 

with redness. The proposed method can exclude the green color cast to a greater extent. 

The overall brightness of the image is enhanced, and haziness is also removed. 

The second setup is made by adding brown color and powder to the green-

colored water, portraying the moderate level turbidity. The room light is acting as the 

illuminating source in this setup. The conduction of the test can be witnessed as follows. 

 

Figure 4.3: Test container. 
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(a)                                           (b)                                           (c)                     

                                                                                                            
                  (d)                                            (e)                                            (f)                        

                        
                   (g)                                           (h)                                            (i)                      

                                                                                                        
                   (j)                                            (k)                                            (l)                                                       

                                                 
                  (m)                                           (n)                                           (o)                                                                                                            

                                                                                                           
                   (p)                                           (q)                                            (r)                                                                                                                         

                      
                   (s)                                            (t)                                            (u) 
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Figure 4.4: (a)-(c) Original image, (d)-(f) DCP method [22], (g)-(i) NLD method 

[41], (j)-(l) SP method [42], (m)-(o) Singh’s method [43], (p)-(r) Fu’s method [44], 

(s)-(u) Proposed method.                                                                      

Mostly, the same pattern is witnessed with the DCP method failing to remove the 

color cast and the NLD method showing small improvements. The SP method provides 

output images with less color cast and Singh’s method again introduced the non-

uniformity with green colors seen in most part of the images. Fu’s method can remove 

the green color evenly, however, it makes the resulting images yellowish. The proposed 

method gets rid of the color cast and hazy regions while the original colors of the objects 

are maintained. 

The performance evaluation is done on Singh’s method, Fu’s method and proposed 

method because the other methods perform poorly, and they do not differ much from 

the original image. Table 4.1 shows the quality assessment done on images from Figure 

4.1. Table 4.2 displays the result of the evaluation from Figure 4.2. Finally, Table 4.3 

represents the images from Figure 4.4. 

Table 4.1: Underwater Image Enhancement Evaluation based on EME and 

UCIQE Metrics. The corresponding images are from Figure 4.1. 

 EME [38] UCIQE [39] 

Original image, 

DCP method [25] 

NLD method [26] 

SP method [27] 

Singh’s method [28] 

Fu’s method [21] 

Proposed method 

4.45800 

5.70701 

7.79280 

9.58375 

6.46529 

12.71191 

18.01400 

27.9578 

31.3848 

34.4946 

35.5071 

38.2668 

33.5304 

35.9022 

Original image, 

DCP method [25] 

NLD method [26] 

SP method [27] 

Singh’s method [28] 

4.31294 

5.16367 

6.99734 

10.32516 

6.20887 

26.7083 

30.7738 

36.0654 

37.9634 

37.1944 
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Fu’s method [21] 

Proposed method 

13.71588 

18.22439 

33.4510 

37.1258 

Original image, 

DCP method [25] 

NLD method [26] 

SP method [27] 

Singh’s method [28] 

Fu’s method [21] 

Proposed method 

4.05109 

4.91939 

6.01293 

7.28054 

5.32939 

9.52816 

14.50748 

30.8123 

34.8417 

36.8160 

37.4565 

41.7490 

32.1456 

35.4006 

 
Table 4.2: Underwater Image Enhancement Evaluation based on EME and 

UCIQE Metrics. The corresponding images are from Figure 4.2. 

 EME [38] UCIQE [39] 

Original image, 

DCP method [25] 

NLD method [26] 

SP method [27] 

Singh’s method [28] 

Fu’s method [21] 

Proposed method 

3.85917 

5.63928 

6.83353 

9.47194 

6.18961 

11.56502 

18.74669 

22.9743 

27.0868 

31.1486 

34.7039 

34.1547 

30.4663 

35.2500 

Original image, 

DCP method [25] 

NLD method [26] 

SP method [27] 

Singh’s method [28] 

Fu’s method [21] 

Proposed method 

4.46346 

6.92036 

9.02858 

10.65350 

6.27664 

13.35131 

19.31541 

26.9183 

32.5044 

35.5788 

35.8055 

38.7770 

32.6064 

35.8966 

Original image, 

DCP method [25] 

NLD method [26] 

SP method [27] 

Singh’s method [28] 

4.38565 

6.57879 

8.75858 

10.28729 

6.42321 

27.4405 

31.9265 

35.7142 

36.5428 

40.1696 
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Fu’s method [21] 

Proposed method 

14.98564 

19.03156 

31.7912 

36.7561 

 

Table 4.3: Underwater Image Enhancement Evaluation based on EME and 

UCIQE Metrics. The corresponding images are from Figure 4.4. 

 EME [38] UCIQE [39] 

Original image, 

DCP method [25] 

NLD method [26] 

SP method [27] 

Singh’s method [28] 

Fu’s method [21] 

Proposed method 

3.23862 

5.78111 

7.53201 

5.97126 

3.72576 

6.68795 

13.44797 

28.6997 

38.0535 

38.8596 

35.6210 

34.0343 

28.7219 

35.9374 

Original image, 

DCP method [25] 

NLD method [26] 

SP method [27] 

Singh’s method [28] 

Fu’s method [21] 

Proposed method 

2.60483 

4.00899 

5.51089 

5.46081 

3.17500 

6.54554 

11.86958 

22.8688 

32.7713 

36.4465 

37.4429 

25.5360 

31.7088 

39.5250 

Original image, 

DCP method [25] 

NLD method [26] 

SP method [27] 

Singh’s method [28] 

Fu’s method [21] 

Proposed method 

3.84410 

5.04090 

6.15382 

6.64520 

4.47096 

6.68383 

10.26205 

33.3546 

37.7402 

40.7895 

37.5080 

36.4142 

32.0790 

36.3837 

According to the three tables, it is concluded that the proposed method has the 

highest value in every image than other five methods in EME metric, hence, a success 

in improvement factor. For the sharpness and colorfulness factors (UCIQE metric), it 

is ranked at the top three level, showing an appropriate result in the regarding field. The 
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proposed method is suitable for middle range turbidity while the highly turbid water 

condition becomes a limitation for it. Also, the temporal changes between the frames 

of the video stream should be taken into consideration so that the processed video 

frames will be smooth. 

4.2 Testing FPV Transmitter/Receiver Set’s Data Transmission 

TS832 5.8 GHz 48 channel transmitter is placed in the transmission part, connecting 

to the Yi action camera to get the images or video stream and changing it to signal for 

transmission. The 5.8GHz UVC receiver is used at the receiving part which is 

connected to the computer with USB 2.0 port. It received the signal from the transmitter 

and change it to corresponding images or video stream. Figure 4.5 displays the 

hardware used in this thesis.  

 

Figure 4.5: Hardware of the system. 

The transmitter works at the 12V input voltage and the antenna must be connected first 

before powering for product safety. The transmitter is linked to the video output of the 
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camera using a micro USB port from the camera. The receiver is linked with the 

computer using the USB 2.0 port not only for input power but also for data display. 

Figure 4.6 shows the hardware connections of transmitter/receiver set. First, the 

transmitter and receiver must be on the same channel to make the transmission and 

receiving parts successfully. Figure 4.7 demonstrates that the receiver is tuned to reach 

the same channel as the transmitter. As regards the receiver used in the system, the set 

fits at the 5881 MHz and the data is displayed at the computer. The data from the camera 

come into the computer and MATLAB as ‘USB 2.0 PC camera’ as shown in Figure 

4.8. 

           

Figure 4.6: FPV transmitter/ receiver set in setup. 

   

Figure 4.7: Tuning receiver. 
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(a) 

 

(b) 

Figure 4.8: (a) Video input object into MATLAB (b) Video preview from the 

camera. 
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Chapter 5 

Conclusion 
 

We designed a fusion-based image enhancement system and focus on the underwater 

noisy images as the dataset. The purpose of this thesis is to implement the image 

enhancement system to the underwater video stream. By using the 5.8GHz FPV 

transmitter/receiver set, the desired underwater images or video stream can be 

manipulated nearly real-time through the antenna. Our own test place is constructed 

using the green and brown coloring liquids to portray the turbid water condition. The 

hardware and imaging device are put in a color-distorted water container to acquire the 

data and it is sent to the receiver part which is connected to the computer from the 

transmitter antenna. After we received the data from the receiver, it is accepted in the 

MATLAB R2019a software. Firstly, the white balanced step and contrast enhanced 

steps are carried out to remove the green color cast. Then, three weight maps (global 

contrast weight, local contrast weight and saliency weight) are put to decide whether a 

specific pixel is good enough to contribute in the final output. The results from the 

weight maps are normalized to set the consistency. Finally, multi-scale fusion is applied 

on the normalized results to produce a final fused output. The video steam is 

manipulated in this manner frame by frame although there is a small computational 

time for the software. We made a quality evaluation of the output with five 

contemporary methods. The assessment methods used for evaluation are the measure 

of enhancement (EME) and the underwater color image quality evaluation (UICQE). 

According to the results of these metrics, our proposed method shows a strong 

performance with the highest values in EME metric and top three level results in 

UICQE metric. This work confirms that it shows a good approach in using it in real 

application. However, it has a limitation on severely turbid water which definitely need 

a strong artificial illumination system. For a future work, the effects of using artificial 

light sources and their contribution to the image acquisition should be considered. 
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