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CHAPTER I 

INTRODUCTION 

 

1.1 Research rationales  

Neuraminidase (NA), one of glycoprotein on influenza virus (IV) surface 

membrane, has been focusing as effective target for designing and developing the 

anti-influenza agents. NA acts as enzyme to cleave off the glycosidic linkage between 

terminal sialic acid (SIA) and the next sugar of galactose (GAL) releasing new virions 

to infect the other cells. The glycosidic linkage is classified into two types of SIA-2,3-

GAL-1,4-NAG (3SL or avian receptor) and SIA-2,6-GAL-1,4-NAG (6SL or human 

receptor) depicted in Figure 1. Previous studies found that NA can cleave both 

glycosidic linkages but they prefer for the 3SL. NA cleavage activity is directly 

related to the substrate binding. However, the substrate binding to influenza virus NA 

and its specificity are not well understood. In addition, the widespread uses of NA 

inhibitors (NAI) lead to the substitution of NA gene conferring drug resistance. For 

instance, some strains of currently emerging H7N9 IV have a R292K mutation in NA 

conferring high-level resistance to frequently used oseltamivir. Therefore, the aims of 

this research are (i) to elucidate the substrate binding and specificity towards emerged 

NAs of human IV from H1N1, H2N2 and H3N2 and avian IV from H5N1, H7N9 and 

(ii) to understand the source of oseltamivir resistance toward R292K mutation of 

H7N9 NA using of molecular dynamics (MD) simulations and binding free energy 

calculations. This atomistic information could clarify the key catalytic residues and the 

specificity function of influenza NA, which is the fundamental knowledge for 

understanding influenza replication and designing the potent inhibitor. 
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Figure 1 Two-dimensional structures of trisaccharide substrate (a) 3SL and (b) 6SL 

 

1.2 Influenza neuraminidase 

Influenza is an infectious disease in avian and mammals caused by IV 

resulting in sporadic zoonotic infections, seasonal epidemics and pandemics. The 

currently circulating IVs that cause human infection are A and B types. The seasonal 

epidemics has associated with an antigenic drift of influenza A and B viruses that 

develops the mutations within gene to escape from pre-existing human immunity and 

are responsible for a quarter to a half of million deaths in each year.
1
 Whilst the 

pandemics is caused by an antigenic shift, a re-assortment among different species of 

influenza A viruses (IAV) leading to a novel subtype, allowing human infection from 

zoonotic origin and efficient human-to-human transmission.
2
 There are several 

emergences of human pandemic influenza; in 1918 the Spanish flu of H1N1 caused 

by avian H1N1 viruses killed over 50 million people, followed by the pandemics of 

H2N2 in 1957 and H3N2 in 1968. In 2004 the avian H5N1 caused by re-assortment of 

mainly avian strains resulted in zoonotic infections and followed by human infection.
3
 

The pandemics of IAV H1N1 2009 was originated from the genetic translocation of 

three different species: human H3N2, avian H1N1 and swine H1N1.
4
 Since March 

2013, China has been faced with epidemics fifth times of human infection from novel 

avian H7N9 caused by the multiple re-assortment of at least four avian IAV and avian 

H9N2.
5-7

  

IV has two important glycoproteins on their surface: hemagglutinin (HA) and 

neuraminidase (NA) revealing virus replication (Figure 2). IAV are categorized into 

different subtypes based on a combination of these two glycoproteins.
8
 Both 
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glycoproteins recognize the oligosaccharides of host cell; however, their functions are 

contradictory. HA has a receptor-binding function to initiate into the host cell, 

whereas NA has a receptor-destroying function to cleave the terminally bound SIA of 

glycans on host cell surface and viral envelop in order to spread of new virions and 

also prevent their aggregation on host cell surface.
9, 10

 

 

 

Figure 2 Hemagglutinin and neuraminidase glycoproteins on cell membrane of 

influenza virus that interact with terminal sialic acid of glycoprotein of host cell 

  

The oligosaccharide substrate is classified into two types based on glycosidic 

linakge: SIA-2,3-GAL-1,4-NAG (3SL) and SIA-2,6-GAL-1,4-NAG (6SL). The 6SL 

is mainly found in human epithelial cell surfaces, called as human receptor, whereas 

the human lower respiratory tract and avian epithelial cell surfaces are predominant 

by the 3SL, referred as avian receptor.
11, 12

 The respiratory tracts of swine have both 

3SL and 6SL, which can be infected by human and avian IV as intermediate host,
13, 14

 

while the ferret’s respiratory tract is used to represent a model of human respiratory 

tract. The distribution of receptors in respiratory tract for different hosts is shown in 

Figure 3. 
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Figure 3 Distribution of 3SL and 6SL receptors found in respiratory tract of human, 

ferret, swine and chicken 
15

 

 

 The substrate specificity of HA from different host origins is well 

investigated. HA from human and avian IV preferentially recognize to 6SL and 3SL, 

while HA from swine viruses can bind both linkages.
13, 16-20

 The different preference 

is a barrier for interspecies transmission. A change of receptor preference could be the 

source of a new pandemic.
21

 In contrast, the substrate specificity of NA is less 

elaborated and remains to be elucidated. Experimentally, NA can cleave both types of 

linkage but shows preference for cleaving 3SL rather than 6SL; however, NAs 

isolated from human viruses show the increased substrate specificity of 6SL compare 

to avian isolated NA.
10, 22-27

 Hence, many researchers believe that the HA binding 

affinity and the NA enzymatic activity of SIA-linked oligosaccharides could be 

balanced for the efficient replication and transmission.
2, 28, 29

 

NA has been the currently successful anti-influenza target for influenza 

treatment. NA inhibitors (NAI) were designed based on the transition-state analogue 

of NA cleavage mechanism.
30-32

 NA acts as enzyme to cleave off the glycosidic 

linkage between terminal sialic acid and the adjacent sugar to release new virions 

infected other host cells. The NA cleavage mechanism is introduced from the 

substrate binding into the its pocket involving a structural change of SIA ring to active 

conformation, followed by the cleaving off glycosidic bond between terminal SIA and 

adjacent galactose with a consequence of hydrolysis reaction of sialoyl cation 

intermediate (rate determining step), and finally the mutarotation from α-anomer to β-

anomer of cleaved sialic acid in the releasing process, illustrated in Figure 4.
33-37

 In 
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the absence of NA, the IV cannot complete the viral life cycle and releasing of 

progeny virions by aggregating on host cell surface. 

 

Figure 4 Proposed cleavage mechanism of influenza virus neuraminidase 

 

IAV NAs can be classified into two distinct groups based on conformational 

differences: group-1 (N1, N4, N5 and N8 subtypes) and group-2 (N2, N3, N6, N7 and 

N9),
38

 while N10 and N11 have recently found in bats.
39

 NAs contain many charged 

amino acids such as R118, E119, D151, R152, E276, E277, R224, R292, R371 for 

binding to negatively charged SIA showed in Figure 5.  

 

Figure 5 Highly charged binding pocket of influenza NA  

 

The important emerging IAVs, which lead to several outbreaks in human, are 

H1N1, H2N2, H3N2, H5N1, and H7N9. Although the sequence identities among N1, 
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N2 and N9 NAs are less than 50% (Table 1), the amino acid residues embedded in the 

active site are mostly conserved (Table 2). The difference within binding site has 

mainly been found at residue 347, which involved with galactose unit of substrate and 

a conserved Ca
2+ 

ion. Using sequence analysis, Y347 is highly conserved in N1 NAs 

of avian viruses, in particular for H5N1 subtype, whilst N347 is mainly observed in 

that circulating in human populations (e.g. pandemic H1N1). This might trigger the 

difference in the molecular recognition regarding to both types of substrate. 

Unfortunately, the systematic experimental and computational studies on NA 

specificity from those pandemic IV have never been carried out. Hence, the in silico 

investigation on the substrate binding and specificity of the emerging IV NAs from 

human (pandemic H1N1, H2N2 and H3N2) and avian (H5N1 and H7N9) strains was 

the aim of this work. 

 

Table 1 Sequence alignment and structural superimposition of emerging N1, N2 and 

N9 NAs  

 

%identity H1N1 H5N1 H2N2 H3N2 H7N9 

H1N1(3TI6.pdb) - 0.288 Å* 0.752 Å  0.783 Å 0.763 Å 

H5N1(2HU4.pdb) 91.2% - 0.780 Å 0.790 Å 0.782 Å 

H2N2(3TIC.pdb) 45.7% 46.7% - 0.355 Å 0.748 Å 

H3N2(4GZW.pdb) 45.3% 45.4% 85.3% - 0.784 Å 

H7N9(4MWQ.pdb) 47.7% 48.2% 49.0% 46.4 - 

 

Table 2 Comparison of catalytic site and frame work site residues between H1N1, 

H5N1, H2N2, H3N2 and H7N9 NAs 
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1.3 Mutation conferring receptor recognition 

The receptor specificity of HA is also responsible for determining the host 

recognition and being a species barrier of transmission. Avian IV needs ability to bind 

with human receptor and loses affinity with avian receptor in order to transmit from 

human to human. However, a few changes in amino acid of HA can cause a switch of 

receptor recognition. The human viruses of H1N1 in 1918 and 2009, H2N2 in 1957, 

and H3N2 in 1968 strains were derived from the avian viruses. The double E190D 

and G225D mutations were found in H1 from 1918 and 2009 H1N1 strains, while the 

single Q226L and G228S mutations were required for H2 and H3 HAs.
11, 18, 20, 40

 The 

introduction of Q226L and G228S mutations into H5N1 HA have ability to bind with 

6SL;
41

 however, this variant was not found in H5N1 viruses isolated from human. In 

contrast, the natural substitutions of Q226L and G186V were found in the recent 

H7N9 HA, which is able to bind with both receptors compared to the avian receptor 

preference of its wild-type, indicating the change of receptor-binding properties.
42, 43

 

Meanwhile, the HA from novel H6N1 subtype avian IV associated with the 

recombinant D190V and G228S substitutions still has preference toward 3SL.
44

 

Interestingly, the mutations associated the change in receptor-binding 

specificity could be identified to discover the possibility of transmission in mammals. 

For instance HA, the single mutations of N182K, Q192R, and N193K in H5N1 

enhanced the recognition of 6SL.
45

 The previous studies have confirmed that the 

introduction of site-directed mutagenesis in H5N1 HA was conducted then passed in 

ferrets, which represent a human receptor, to become transmissible in mammals.
46-48

 

The amino acid mutations that enable to preferentially bind with human receptor are 

N158D, N224K, Q226L, and T381I isolated from Vietnam and H110Y, T160A, 

Q226L, and G228S from Indonesian strain. 

For NA, some sequences isolated from human H3N2 contained the D151G 

mutation, which has ability to bind with red blood cells.
49

 This mutation of NA was 

crystallized as the N2 NA complex with sialylated glycan.
50

 The G147R substitution 

isolated from H1N1 and H5N1 led to enhance the binding affinity with their 

substrates, approximately 2-fold compared with the wild-type.
51

 In addition, the 

crystal structure of H7N9 NA has a secondary binding, which enhance the receptor 
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binding for both linkages. However, this N9 NA poorly cleaves the human receptor 

resulting in an inefficiency releasing after the viral replication.
52

 We expect that the 

crucial residues obtained from substrate/NA interactions could be further studied by 

mutagenesis for discovering the host jump ability of human-to-human transmission. 

 

1.4 Neuraminidase inhibitors and resistance mutation 

Currently, the commercially available NAI are zanamivir, oseltamivir, 

peramivir and laninamivir (Figure 6). However, the widespread treatment of NAI 

leads to the mutation of virus. For instance the novel H7N9 IAV caused the epidemic 

in China, the sequence analysis of NA have been shown to contain the R292K 

substitution after oseltamivir treatment such as in A/Shanghai/1/2013.
6, 53

 The 

arginine residue 292 (R292) is one of the arginine triad members (R118, R292 and 

R371 in N2 numbering) located in the NA active site and directly interacts with the 

carboxylate group of SIA or with other drugs that bind in a similar fashion to SIA 

(Figure 7).  

 

 
 

Figure 6 Two-dimensional chemical structures of NAI including zanamivir, 

oseltamivir, peramivir and laninamivir 
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Figure 7 Structure of oseltamivir binding in the H7N9 NA active site (a) wild-type 

and (b) R292K substitution which results in multidrug resistance 

 

In general, the R292K substitution, which causes the resistance of multi NAI, 

is mostly found in the N2 and N9 NA subtypes.
54, 55

 The novel H7N9 containing 

R292K mutation can be treated by NAI; however, the protein- and virus-based assays 

clearly indicated drug resistance to oseltamivir and peramivir and a mild resistance to 

zanamivir and laninamivir, as listed in Table 3.
56-59

  

 

Table 3 Drug susceptibilities of plaque-purified H7N9 viruses and fold resistance of 

R292K substitution compare to those of wild-type 
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Of particular importance is oseltamivir as it is used frequently in clinical 

treatment. Hence, this work will also clarify the role of R292K mutation in H7N9 

toward reduced susceptibility of oseltamivir compared with its wild-type strain. 

 

1.5 Literature reviews 

1.5.1 Substrate specificity of IV NA 

The NA activities toward 3SL and 6SL receptors have been characterized by 

several methods such as BODIPY-labeled substrate, glycan array and library 

screening format to differentiate the substrate binding.
23, 50, 60, 61

 Although NA can 

cleave both types of linkages; the difference in NA cleavage activity from different 

hosts was characterized. The avian and early human N2 NAs showed higher activity 

on 3SL than 6SL; however, an increase of 6SL specificity to match with their HA was 

detected in the later human N2.
23

 Similarly, H1N1 NAs from different origins exhibit 

the preference ratio between 3SL and 6SL is of 50:1, 20:1 and 5:1 for avian, swine 

and human, respectively.
26

 Although H5N1 NAs from avian IV show high specific 

with 3SL, the 3SL/6SL ratios of substrate preference between avian and human 

origins are not significantly different.
10

 These suggest that NA function could be 

match to its HA for optimal viral infection.  

The binding of substrate into NA pocket is the first step of cleavage 

mechanism. The previous study of NMR spectroscopy confirmed that the cleavage 

efficiency of different N1 strains (H5N1 and H1N1 from and 2009) is dependent to 

the substrate binding affinity.
27

 This suggests that the strength of binding affinity 

directly affects the cleavage activity of NA. Hence, the high binding affinity of 

substrate within NA binding pocket might be resulted to the efficiency NA cleavage 

activity. 

MD simulations of avian H5N1 NA in complex with 6SL and 3SL provided 

that the 6SL is more flexible than 3SL regarding the different binding modes.
62

 The 

simulations of N1 NAs from avian H5N1 and human H1N1 demonstrate distinguish 

substrate selectivity by a critical hydrogen bonding with different residues: Y347 of 

avian H5N1 and Q430 of human H1N1 for recognition of 3SL and 6SL, 
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respectively.
63

 However, these previous studies were carried out using docked 

substrate/NA complexes and mainly focused on the N1 subtype without considering 

the binding free energy prediction. In 2012, the crystal structures of substrate in 

complex with D151G mutation of human H3N2 NA were firstly crystalized.
50

 

Therefore, this work aims to investigate the substrate binding and specificity of 

emerged NAs (pandemic H1N1, H2N2, H3N2, H5N1 and H7N9) based on the crystal 

structures by performing MD simulation and binding free energy calculation of 

QM/MM-GBSA method. 

 

1.5.2 Reduced susceptibility of NAI conferring NA mutation 

In case of R292K mutation in H7N9 NA, MD simulations of drug-H7N9 NA 

complexes have previously been carried out by others based on homology modeling 

and their predicting binding affinities.
64, 65

 Later, the crystal structures of H7N9 NA in 

complex with NAI have been available for both wild-type and mutant strains.
58

 In 

addition, the previous simulations do not clarify the effect of R292K NA mutation in 

term of solvation.  

In general, molecular mechanics combined with Poisson-Boltzmann or 

generalized Born electrostatics and surface area nonpolar solvation, MM/PB(GB)SA 

approaches, has been popular for predicting the ligand binding affinity, however, 

these methods are based on implicit solvent model, which cannot provide the 

solvation structure. Instead, three-dimension reference interaction site model (3D-

RISM) complemented with Kovalenko-Hirata (KH) closure is a molecular theory of 

solvation operating the explicit water model around solute using statistical mechanics 

calculation, which has been deeply described elsewhere.
66-70

 Subsequently, the 

combination of molecular mechanics and 3D-RISM, MM/3D-RISM method, is 

reliable useful to discovery the phenomena of solvation. The oseltamivir binding 

affinity toward wild-type and R292K mutation will be predicted and compared by 

different methods of MM/3D-RISM and MM/PB(GB)SA.  
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1.6 Scope of this work 

(i) to investigate in silico the substrate binding specificity to the emerging NAs 

of H1N1, H2N2 and H3N2 human IV and H5N1 and H7N9 avian IV by means of 

MD simulation and QM/MM-GBSA binding free energy calculation.  

(ii) to understand the oseltamivir binding to the novel H7N9 NA and provide 

insight into the role of the R292K mutation using MD simulations and three different 

binding free energy calculations of MM/PB(GB)SA and MM/3D-RISM. 
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 CHAPTER II 

THEORETICAL BACKGROUND 

 

2.1 Computational simulation methods  

 The simulation approaches are commonly used in computational chemistry to 

calculate the properties of studied molecules in a variety of manners by solving 

chemical problems through the cooperating of theoretical chemistry methods and 

efficient computer programs. A modeled structure directly relevant to the energy, 

must be sufficient to represent the investigated calculations for both accuracy and 

time-consuming. There are three main types of models, which represent the interested 

energy: molecular mechanics (MM), quantum mechanics (QM), and hybrid quantum 

mechanical/molecular mechanical (QM/MM) methods. The MM considers a molecule 

as a charged sphere connected together with springs that allows to observe the 

conformational dynamics. On the other hand, the QM describes a molecule as a wave 

function by using the Schrödinger equation, which allows to predict a change of 

electronic structure such as chemical reaction (bond breaking and bond forming), 

electron transfer, charge densities etc. However, the QM approach is incompatible for 

a large system according to the time consuming. To study a chemical reaction in 

biological system, the combined QM/MM method is popularly used, where a whole 

system is divided into two zones; the region of chemical interest is treated with QM 

and the rest of complex is calculated using MM. The important thing in computational 

chemistry is the reliable model, hence the sufficiently detailed model should be 

considered for investigating the interested problem. In this research, we mainly 

explore the ligand binding pattern and binding affinity toward the neuraminidase 

protein (nearly 400 residues). Therefore, our model system is entirely based on MM, 

which is deeply described in the next section.  

 

2.2 Molecular mechanics potential function  

Molecular mechanics (MM) model considers a molecule as balls connected by 

spring. Each atom is represented as charge spheres of a given radius. The 

https://en.wikipedia.org/wiki/Schr%C3%B6dinger_equation
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conformational changes of molecule are sourced by stretching of bond, bending of 

angle, rotating of dihedral angles. The MM potential energy (U ) of system is the sum 

of the bonded (
bonded

U ) and non-bonded (
bondednon

U


) interactions presented as a 

function. The simplest MM potential function is the sum of the bond stretching  

(
bonds

U ), bond bending (
angles

U ), torsion angle (
dihedrals

U ), and the non-bonded 

interaction of electrostatic (
ele

U ) and van der Waals (
vdW

U ) terms (eq.1-2). 

bondednonbonded
UUU


         (1) 

   
bondednonvdWelebondeddihedralsanglesbonds

UUUUUU


             (2) 

The calculation of potential energy can be carried out using force field 

parameters, equilibrium parameters, and constant values, which are specific to the 

atom types. The force field parameters were derived from both experimental data and 

ab initio calculations. There are many force fields that can be used to represent 

biomolecules such as AMBER, CHARMM, OPLS, GROMOS etc. Using the force 

field parameters, the coordination of the initial structure is an input for computing the 

potential energy function. It is worth to note that the obtained value is the relative 

energy, not exact energy of system. 

 

2.2.1 Bonded interactions 

In term of bonded interactions, the geometry change of molecule was 

considered through harmonic oscillator functions including bond, angle, and dihedral 

angle. All pair atoms are computed the bond stretching (eq.3); where 
b

k  is a bond 

parameter and 
0

r is an equilibrium bond distance. 

 
2

0
rrkU

bonds

bbonds
                    (3) 

  Similar to the bond stretching, the bond bending is described by the change in 

angle between three atoms (eq.4); where kq  is an angle parameters and 
0

  is an 

equilibrium angle 

 
2

0



 

angles

angles
kU                               (4) 
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The rotating of dihedral angles relevant with four atoms is assigned as periodic 

function from 0 to 360 degree (eq.5). The parameters of dihedral function are 

rotational barrier height (
n

V ), periodicity of rotation ( n ), dihedral angles in 

equilibrium (j ) and in radians ( ). The 1-5 intramolecular interactions are assigned 

as non-bonded interactions. 

     n
V

U

dihedrals

n

dihedrals
cos1

2
                                         (5) 

 

2.2.2 Non-bonded interactions 

By considering a molecule as point charges connected by springs, the partial 

atomic charge ( q ) of atom is introduced. The electrostatic interaction of all pairs 

between i  and j atoms is derived from the Coulombic potential function; where e  is a 

dielectric constant and 
ij

r  is a distance of each pair of atoms (eq.6).  






atoms

ji ij

ji

ele

r

qq
U

4

1
                               (6) 

 On the other hand, the dispersion force of nonpolar interactions is 

approximated by using the Lennard-Jones potential function (eq.7). The Lennard-

Jones potential assigns all pairs of i  and j  atoms separated by a distance (
ij

r ), while 

the  and   parameters are Lennard-Jones well depth and collision diameter 

depended on the specific type of pair atoms. The repulsive term is denoted by 1/r
12

, 

while the attractive term is presented by 1/r
6
. 



















































atoms

ji ijij

vdW

rr
U

612

4


                  (7) 

 However, the calculation of the non-bonded interaction is the most 

computational consuming by considering over all atom pairs with 2
N , where  N is 

the number of atom. There are several approaches to reduce this bottleneck 

calculation. The treatments of non-bonded interaction employed in this work are (i) 

cutoff distance: this technique calculates interactions within the cutoff radius and 

neglects the rest interactions as zero based on the assumption that the interaction 
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potential energy will be converged to zero at a specific distance, (ii) Periodic 

Boundary Condition (PBC): a system in a regular-shaped box is treated as infinite, 

which is surrounded with its identical systems in all spatial directions to avoid the 

problem of the boundary effects. For instance, a particle, which goes out from the 

simulation box, will be replaced by a particle in the neighboring box as depicted in 

Figure 8. There are various shapes of PBC box such as cubic, orthorhombic, 

parallelepiped, truncated octahedral, rhombic dodecahedral etc., (iii) Particle Mesh 

Ewald (PME): the PME is taken into account for computing the electrostatic 

interaction using the Fourier transform technique, which is faster than the Ewald 

summation.
71

 

 

 

Figure 8 Illustration of Periodic boundary condition 

(http://isaacs.sourceforge.net/phys/pbc.html) 

 

2.3 Solvation treatment 

Most of biological reactions occur in aqueous solution, thus, the solvent in 

particular water plays an important role in the processes. In enzymatic reaction, water 

in binding pocket is essential for cleavage mechanism. In molecular simulation of the 

biological system, the aqueous environment cannot be ignored. There are three ways 

to represent the solvent: explicit solvation, continuum solvation and 3D-RISM 

approaches. 
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2.3.1 Explicit solvation  

The explicit solvation represents the three-dimensional (3D) structure of water 

molecules around the solute system. The present of water molecules can provide 

physical insight into the molecular structure such as hydrogen bonding formation, 

steric effect; however, the computational cost is also depended on the amount of water 

molecules. Based on the MM model, the water molecule consists of a point charge 

held together by a spring. The charged site can be denoted at atom and lone pair 

electrons to exhibit the non-bonded interactions of the electrostatic and dispersion 

forces by the previous equations resulting in the different shapes of water models such 

as 3-site, 4-site, 5-site and, 6-site, depicted in Figure 9. The geometric parameters of 

water model including O-H distance, H-O-H angle, charge of each atom and Lennard-

Jones parameters are widely available. The 3-site water models having three 

interaction points over three atoms of a molecule achieve an efficiency calculation 

which widely used in MD simulations such as TIP3P 
72

 SPC 
73

 and SPC/E 
74

. 

 

 

Figure 9 Illustration of different sites (3-, 4-, 5- and 6-sites) of water model 

(https://en.wikipedia.org/wiki/Water_model) 

 

2.3.2 Continuum model  

 The continuum model treats the solvation as an electrostatic interaction of 

dielectric media and a solute molecule using a specified dielectric constant to 

represent the average properties of the real solvent, which is unique for each solvent. 

The total solvation free energy is the combination between the non-polar (
polarnon

solv
G


 ) 

and electrostatic (
ele

solv
G ) contributions (eq.8).  

ele

solv

polarnon

solvsolv
GGG 


       (8) 
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The implicit solvation considers that the continuous medium is disturbed by a 

cavity formation of a solute molecule. The favorable dispersion interaction and the 

unfavorable cavity formation between solute structure and solvent environment are 

generally assigned as the non-polar solvation energy. The 
polarnon

solv
G


 contribution can 

be approximated by the linear function of the solvent accessible surface area (SASA) 

approach (eq.9). 
75

 The SASA is determined by using an exact radius of solvent as a 

probe rolling on the van der Waals surface of a solute molecule, whilst the 
ele

solv
G  can 

be calculated using the two well-known approaches: Poisson-Boltzmann equation and 

generalized Born model, which are deeply described as below. 

 


SASAGGG
dispersioncavity

polarnon

solv
    (9)  

where  and   are surface tension and offset values. 

The SASA is determined by using an exact radius of solvent as a probe rolling 

on the van der Waals surface of solute molecule. Whilst the 
ele

solv
G can be calculated 

using two well-known approaches: Poisson-Boltzmann equation and generalized Born 

model which deeply described below. 

 

Poisson-Boltzmann (PB) model 

 

For Poisson’s equation, the electrostatic potential, )( r , is computed as a 

function of charge distribution, )( r , and position-dependent dielectric constant, 

)( r , (eq.10-11).  

 

)(4)()( rrr                    (10) 






)(4
)(

2 r
r


                   (11) 

However, this equation is valid under the absence of mobile ions. For the 

existing of electrolyte in solvation, the Boltzmann distribution is employed to describe 

the distribution of mobile ions inside the potential field leading to Poisson-Boltzmann 

(PB) equation. The linear PB equation is simplified for applying in biomolecular 



 

 

24 

simulations (eq.12), where 
i

q  and 
i

n  is the atomic charge of electrolyte and density 

of each ion, 
B

k is the Boltzmann constant and T is temperature. 










  )

)(
exp()(4)()(

Tk

rq
nqrrr

B

i

i

i

i


               (12) 

For linear PB equation, the 
ele

solv
G is the difference of the electrostatic 

potentials between solution 
sol

 and vacuum 
vac

  phases (eq.13) at every time the 

conformation of molecule changes.  

  drrG
gassol

ele

solv
))((

2

1
                 (13) 

 

Generalized Born (GB) model  

 

The generalized Born (GB) model is a spherical cavity model approximation, 

which is more simplicity and computational efficiency compared to the PB 

calculation. On the basis of GB model, each atom in a molecule is represented as a 

sphere of radius 
i

R  and a charge 
i

q having lower dielectric constant than 

environment.  In AMBER program, the interior atom uniformly defined by a 

dielectric constant of 1 is surrounded by the high dielectric constant of solvent  

( 80 of water). The GB model calculates the
ele

solv
G (eq.14) 

76, 77
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G               (14)  

where 
ij

r is the distance between atoms i and j , 
i

R is the effective Born radii, 
GB

f is a 

smooth function interpolating the atomic radii and distance between pair of atoms 

(eq.15).  

2/1
2

2

4
exp
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The effect of the salt concentration can be evaluated by the Debye-Hückel 

screening parameter, . For a single ion, the atom radius is equal to its van der Waals 

radius,
i

 . In pure water ( 0 ), the 
ele

solv
G of a single ion is written (eq.16). 













1
1

2

2

i

iele

solv

q
G                  (16) 

The effective radii is approximated equal to the distance from atom to the 

molecular surface. Hence, the conformational change of molecule directly affects the 

effective radii leading to a problem of calculation. In the case of atom is surrounded 

by the others, its electrostatics will be screened according to the low dielectric 

constant of environment, instead of high dielectric of solvent, called as de-screening. 

Hence, the effective radii of each atom can be determined from the degree of de-

screening. The different atomic de-screening leads to many GB models. In AMBER, 

the available GB models assigned by Igb value as summarized in Table 4. 

Table 4 Summary of various GB models in AMBER program 

 

GB model GB
HCT 

GB
OBC

 GB
OBC2

 GB
Neck

 GB
Neck2

 

Igb value 1 2 5 7 8 

Calculation of 

effective Born 

radii 

Pairwise 

approximated 

integration 

Re-scaling of radii Adding neck 

regions to HCT 

model 

Reference Hawkins et al.
78

 Onufriev et al.
79

 Mogan et al.
80

 

 

GB
HCT

:  The 3D integral is carried out over the van der Waals spheres of 

solute atoms resulting in the solute volume, instead of molecular surface in PB 

calculation. It should be noted that this method give underestimate the effective radii 

for buried atoms. The assumption of the pairwise de-screening approach can be 

expressed (eq.17) 

IR
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                    (17) 
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where 
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                  (18) 

09.0
~


ii

  Å and  is the step-function which excluded the volume of atom i  

from the integration. 

GB
OBC

: The effective Born radii are re-scaled to account for the small space 

between van der Waals spheres of protein atoms that can be filled with water 

molecules. For this model, the rescaling function was included to above equation 

(eq.19), where  ,, are adjustable parameters. 
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~ 32111

iiiiii
IIIR  

                         (19) 

There are two sets of },,{  : 0.8, 0.0, 2.91 for GB
OBC

 and 1.0, 0.8, 4.85 for 

GB
OBC2

. However, the rescaling function of OBC model only affects the sufficiently 

buried atoms. 

 GB
Neck

: This model is to eliminate the interstitial region of high dielectric 

smaller than a solvent molecule called neck region (depicted in Figure 10) by adding a 

molecular volume correction based on geometric to the underestimate approximation 

of GB
HCT

.  

 

Figure 10 Presentation of neck region (shaded area) and illustration of its geometry  

defining by the atoms radius R1, R2 , its separated distance d and radius of solvent 

molecule RW 
80
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The correction region can be approximated by a sum of the neck regions based 

on pairwise of atoms. There are two steps of scaling calculation. First, each neck 

integral is evaluated (eq. 20) 

 
6

0

2

0

0

)(3.0)(1
)(_

dddd

m
dintegralneck


               (20) 

where 
0

d is position and 
0

m is the maximum value determined from the optimization 

over the neck region. Afterward, the calculation of effective radii is carried out using 

eq.18 of OBC model. The different parameters of },,{   lead to two options of 

neck model: GB
Neck

 and GB
Neck2

. However, this model is not recommended for 

nucleic acids systems. 

 

2.3.3 3D-RISM approach 

 Simulation of explicit solvent can illustrate the exist interaction of solvent and 

solute; however, this explicit sampling would be long enough (maybe until 

microsecond) to converge the flux of solvent throughout the biomolecular interior. 

Whilst the continuum model of PB and GB does not provide the molecular view of 

solvent and cannot exactly define the dielectric constant of solute molecule. 

Interestingly, the attractive solvent model is three-dimensional reference interaction 

site model (3D-RISM). The 3D-RISM is a statistical mechanics theory of liquids 

calculating the equilibrium distribution of solvent around solute molecule,
81

 which 

derived from the principle of the molecular Ornstein-Zernike (MOZ) equation. 

In generally, the structure of liquid can be determined by using radial 

distribution function (RDF), )( rg


 which is the probability of finding a particle at the 

position )( r


 from the interested particle compared to that of an uncorrelated particle . 

Based on MOZ equation, the total correlation function  
2112

,, rh


 can be 

decomposed into direct correlation function  
2112

,, rc


and indirect correlation 

function (eq.21) 

       
332332311321122112

,,,,,,,,   drdrhrcrcrh


           (21) 
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where 
12

r


is the distance, 
1

 and 
2

  are the angular orientation of particles 1 and 2. 

The definition of total correlation function is 1),,(),,(
21122112

 rgrh


. The 

MOZ equation can be written in terms of an infinite series in which the direct 

correlation function expanded in the power of ρ (eq.22). 
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                    (22) 

In case of homogenous and isotropic, the molecule does not depend on its 

orientation, the equation can be written in real space, r  (eq.23). 

    rdrhrrcrcrh   )()(


                                       (23) 

Using Fourier transform, this equation is simplified in reciprocal space (k-

space) (eq.24). 

 
 

)(1 kc

kc
kh 





                   (24) 

However, the solution of MOZ equation cannot achieve since containing two 

unknown functions. Hence, the closure relations have been proposed to related two 

functions such as Hypernetted-chain (HNC), Percuc-Yevick (PY), Kovalenko and 

Hirata (KH) and Partial series expansion of order-n (PSE-n) etc. The general closure 

relation to the MOZ equation is (eq.25) 

             ],,,,,,
)(

exp[,,
2112211221122112

 rbrcrh
Tk

ru
rg

B



      (25) 

where )( ru


is interaction potential between two particles in a system, 
B

k is Boltzmann 

constant at temperature T and  
2112

,, rb is bridge function. 

 To apply with polyatomic molecules, the reference interaction-site model 

(RISM) has been proposed by Chandler and Andersen through averaging the angular 

coordinates of molecules and fixing the distance between a pair of interaction sites.
82

 

The six-coordinates of solvent are generalized to one dimension called as 1D-RISM. 

The distribution function of solvent around solute molecule can be calculated by 

three-dimensional RISM (3D-RISM) by taking statistical average the angular 

coordinate of solvent. Similar to MOZ equation, the 1D-RISM and 3D-RISM 

equations need the closure relation to solve until self-consistency. 
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 The precedure of 3D-RISM calculation is depicted as Figure 11. First, the site-

site correlation functions between solvent molecules based on specified atomic 

interaction potential of water model was calculated as 1D-RISM. Then, the 

correlation functions, or susceptibilities, are utilized for solvent-solute interaction 

using 3D-RISM equations coupled with closure relations. This couple is iterated until 

reaching the convergence to obtain the equilibrium solvation properties including the 

3D solvent distribution function )( rg


, the total correlation function )( rh


, the direct 

correlation function )( rc


 and other solvent properties such as solvation free energy. 

 

Figure 11 Scheme of 3D-RISM calculation 

 

 

In this work, the KH closure was adopted to 1D-RISM and 3D-RISM 

calculations. The 3D-RISM equation with KH closure is shown as the following 

criteria (eq.26) 

))(exp()( rdrg


  for 0)( rd
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)(
)( . Then, the solvation free energy can be computed 

from the distribution function (eq. 27).  
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where u and v  denote for solute and solvent molecule,  labels atom types of model 

and  is the Heaviside step function. 

 

2.4 Statistical mechanics  

Statistical mechanics act as a bridge linked between thermodynamic of bulk 

properties and molecular structure or properties of individual atoms. A fundamental of 

statistical mechanics is Boltzmann distribution calculating the possibility 
i

p  of a 

particular energy level 
i

E  at a given temperature T in the state i (eq.28) 

Q

TkE
p

Bi

i

)/exp( 
                        (28) 

where 
B

k  is the Boltzmann constant and Q is a partition function obtained from all 

possible configurations (eq.29).  

  )/exp( TkEQ
Bj

                 (29) 

The partition function contains thermodynamics properties of system such as 

internal energy, entropy, heat capacity and so on. Once obtaining the partition 

function, the bulk properties of system can be predicted.  

 In simulation, Boltzmann distribution was operated for collecting all possible 

configurations called ensemble in a specific manner. The specific constraints and 

properties are applied to define the types of ensembles: canonical ensemble (NVT), 

grand canonical ensemble (µVT), microcanonical ensemble (NVE) and isobaric-

isothermal ensemble (NPT). For instance, canonical ensemble (NVT) fixes the total 

number of atoms (N), volume of system and temperature (T).  

Thus, the important thermodynamics quantities in computational chemistry 

such as free energy and entropy can be computed through the partition function. The 

free energy of a system provides the kinds of change: spontaneous or non- 

spontaneous. The calculation of absolute binding free energy can be directly related to 

its partition function Q (eq.30) 
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QTkG
B

ln                   (30) 

where G is Gibbs free energy for NPT ensemble. 

Using Boltzmann, the entropy )( S of a system can be calculated form the 

expression (eq. 31) 

WkS
B

ln                     (31) 

where W is the number of different ways that molecules in a system can be arranged 

to give the same total energy. The entropy is zero when there is only one way for 

obtaining the same energy )1( W . In contrast, the entropy is greater than zero when 

there are many ways to achieve a given total energy. To relate with partition function

)( q , the entropy can be written as (eq.32) 

qNk
T

UU
S

B
ln

)0(



                                            (32) 

where U and )0(U are the internal energies at temperature of T and 0 K,  N

represents the number of molecules. 

 

2.5 MD simulation 

 Once the initial structure and force field are available, the collection of 

structures can be generated using sampling methods. However, a simulation system is 

the microscopic world compared to an experiment, which is a macroscopic world. To 

represent the macroscopic properties or experimental observation, the ensemble 

average is equal to the time average of a property of a simulation system based on 

ergodic hypothesis. 

MD simulation is one of the sampling methods, which are a great tool to study 

insight into structural dynamics and conformational change of biomolecules as well as 

protein-ligand interactions.
83-89

 The scheme of MD simulation is depicted in Figure 

12.  
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Figure 12 Scheme of MD simulation  

  

The starting configuration of atomic coordinates as well as force field 

parameters are the raw materials for performing the MD simulation. The coordinate of 

bio-macromolecule generally obtains from the X-ray or NMR spectroscopy crystal 

structure or homology modeling technique. The initial velocity of atoms is generated 

using the Maxwell-Boltzmann distribution. MD simulation employs the Newton 

equations of motion to find the new position )(
i

r


 of atom i  (eq.33) 

td

rd
m

dt

vd
mUF

i

i

i

iii 2

2 


                      (33) 

where U represents the potential energy of molecule and 
i

F


,

i
v


and 
i

r


are force 

velocity and position of each atom. 

MD simulation generates the structures as the time-evolution yielding a 

trajectory of system. Hence, the integration algorithm is needed to predict the 

movement via a time step )( t . The integration algorithms are Verlet, Leapfrog and 

Beeman etc. The Leapfrog algorithm was used throughout this work as described 

below. The velocities are determined using a half of time step, 
dt

2
 to improve the 

accuracy of simulation (eq.34-35). 
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After subtraction the above equations, the leapfrog equation in term of 

velocity and position are obtained in the similar way (eq.36-37). 

v(t +
dt

2
) = v(t -

dt

2
)+a(t)dt = v(t -

dt

2
)+(

F

m
)dt                                              (36) 

 t
t

+tvtrt+tr 


 











2
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2.6 Binding free energy calculation 

Binding free energy calculation is a great tool in computational simulation to 

predict the ligand binding affinity into a target. The more negative value means the 

stronger binding interaction with a ligand. As mentioned above, the binding free 

energy can be directly evaluated from a partition function; however, it is very difficult 

to calculate the absolute biding free energy of a large system such as protein or 

membrane. Although the relative binding free energy free energy perturbation, 

thermodynamics integration promise the sufficient quantity of binding energy, but 

these approaches poorly converge and need high computational consuming. To avoid 

this problem, the change in energy upon binding is approximated in the implicit 

solvation. The binding free energy is determined by the difference between complex 

form and its free forms (eq.38) called end-state free energy calculations. 

ligandreceptorcomplexbind
GGGG                  (38) 

The free energy of each term is obtained from two main contributions: 

enthalpy )( H and entropy )( S (eq.39). 

TSHG                                                     (39) 

  is sum of the ligand binding interactions in vacuum or gas-phase including 

van der Waals, electrostatics as well as internal energies, and the solvation free energy 
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(
solv

G ) (eq.40). While 
solv

G can be decomposed into the polar (
polar

solv
G ) and non-

polar (
polarnon

solv
G


 ) contributions (eq.41). 

 
solvelevdW

GEEEH 
int

                           (40) 

polarnon

solv

polar

solvsolv
GGG


                               (41) 

polar

solv
G can be calculated using several implicit solvent models: PB, GB and 

3D-RISM. The conventional methods of MM combined with PB or GB electrostatics 

solvation and linear function of SASA are MM/PB(GB)SA methods which have been 

successful applied to various ligand binding affinities.
85, 87, 90-92

 These approaches 

compute
polarnon

solv
G


 as the linear function of SASA equation. In contrast, the 

combination of MM and 3D-RISM solvation energy method (MM/3D-RISM) 

determines the total
solv

G , then calculates the
polarnon

solv
G


 by removing all the charges 

from the solute molecule. The 
polar

solv
G is obtained from the subtraction of those terms. 

The 3D-RISM calculation is able to predict not only solvation thermodynamics, but 

also provides the solvation structure in the form of 3D distribution function around 

the solute molecule.
66-70

 Then, the MM/3D-RISM method can predict the ligand 

bindings, which is in good agreement with the experimental data.
70, 88, 93

 

The conformational entropy )( ST  upon the ligand binding is useful to correct 

the quantity of binding free energy including translational, rotational and vibrational 

entropies. The translational and rotational entropies can be calculated using standard 

statistical mechanics formulas,
94, 95

 while the vibrational entropy is estimated through 

the vibrational frequencies on the basis of ideal-gas rigid-rotor harmonic-oscillator 

approximation.  Using a normal mode analysis, the conformation of solute is 

minimized to a local minimum, then the Hessian matrix is constructed and 

diagonalized to achieve the vibrational frequencies.
96

 

In addition, the   term (in eq.39) is not computed by MM level but also 

performed by QM/MM approach. The QM/MM system is partitioned into QM and 

MM regions. In sander module of AMBER program, the semi-empirical methods and 

density functional tight-binding (DFTB) approach are available as the QM 

implements.
97

 The QM/MM calculation has been coupled with implicit solvent of 
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GBSA method developed by Pellegrini and Field.
2
 The introduction of this couple to 

the binding free energy calculation is referred as QM/MM-GBSA method, which 

successfully predicts the ligand binding affinity as well as substrate specificity.
98-103

 

Hence, the principle of the QM/MM-GBSA calculation is similar to MM/GBSA 

approach by using QM/MM method to compute the H energy. In this work, the self-

consistent charge DFTB method (SCC-DFTB) is adopted as QM/MM approach.  

The SCC-DFTB is an approximation of density functional theory (DFT), 

which estimates Hamiltonian in term of the electron density, instead of wave 

function-based calculation. In SCC-DFTB, the DFT energy is expanded to second-

order in terms of reference density 
0

  and charge density fluctuations 
1

  (eq.42) 
73
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        (42) 

where Ĥ is the matrix element of the Hamiltonian and 
i

 is the Kohn-Sham 

molecular orbitals, 
xc

E is the exchange-correlation functional,  
nuclei

E  is the nuclei-

nuclei interaction,  
xc

V corresponds to the exchange-correlation potential energy and 

H
V is the Coulomb potential of electron density interaction. 

Then SCC-DFTB is derived from those terms using some approximations, 

which can be written as (eq.43) 

BAAB

AB

i

i

i
qqEnE  





atoms

B,A

atoms

BA

rep

orbitals

valence

DFTBSCC

2

1

2

1
                             (43) 

where 
i

n and 
i

 are the occupation and the orbital energy of Kohn-Sham eigenstate, 

AB
E

rep
 is a pairwise repulsive interaction between atoms A and B , 

AB
 is the distance-

dependent function of charge-charge interaction, 
A

q and 
B

q represent the charge of 

each atom obtained from the Mulliken population analysis. 
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CHAPTER III 

CALCULATION DETAILS  

 

3.1 MD simulation of substrate binding to NAs 

3.1.1 Setup of substrate/NA complexes 

The structure preparation and MD simulations were performed by AMBER 12 

package.
104

 The crystal structures of emerged IV NAs of H5N1, H7N9, H1N1, H2N2 

and H3N2 were obtained from Protein Data Bank (PDB) codes: 2HU4
38

, 4MWR
58

, 

3TI5, 3TIC
105

 and 4GZW/4GZX
50

, while their ligand were removed. Since the avian 

H5N1 and H7N9 IV have found to interact with avian receptor of 3SL and human 

receptor 6SL, while the human IV can only bind with 6SL, thus, the avian NAs were 

prepared in complex with both linkages as summarized in Table 5. By 

superimposition, the substrates from the co-crystal structures of human H3N2 NA-

D151G mutant (4GZW.pdb for trisaccharide 3SL and 4GZX.pdb for disaccharide 

6SL) were adopted as the ligand structures for preparation of the substrate complexes 

with the other influenza NAs. To prepare the trisaccharide 6SL, the GlcNAc molecule 

was extracted from the trisaccharide 6SL binding to H7N9 HA (4BSB.pdb)
106

 and 

then was minimized by 2,000 steps of steepest descent (SD) then followed by 3,000 

steps of conjugated gradient (CG) using SANDER module in AMBER to remove the 

bad contact with NA. Both trisaccharide substrates were terminated with a methoxy 

group. For H3N2 NA D151G variant, the residue 151 was mutated to aspartate using 

the rotamer library of Dunbrack
107

 in Chimera program.
108
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Table 5 All simulated substrate/NA complexes 

 

NA subtypes PDB code Sequence at 

345-348 

6SL 3SL 

H5N1 
2HU4 

(Russel 2006) 
GAYG   

H7N9 
4MWR 

(Wu 2013) 
NNNN   

H1N1 
3TI5 

(Vavricka 2011) 
GANG  - 

H2N2 
3TIC 

(Vavricka 2011) 
GTQG  - 

H3N2 
4GZW, 4GZX 

(Zhu 2013) 
GGHG  - 

 

The protonation state of titratable amino acid was considered at pH 7 by 

PROPKA and manual verification. Disulfide bonds in protein were assigned as CYX 

notation. All hydrogen atoms and missing atoms were added using LEaP module in 

AMBER. The calcium ions in crystal structure of NA were kept, hence, the counter 

ions were neutralized the complex. Each complex of substrate was firstly solvated 

with TIP3P water model using placevent algorithm
109

 to replace the crystal water 

molecules around the complex, then entirely immerge into the cubic box of 90*90*90 

Å
3
 through LEaP. To optimize the complex prior to simulation, the energy 

minimization of hydrogen atoms, followed by water molecules and entire system was 

performed in ordering using SD (1,000 steps) and CG (2,000 steps) methods by 

forcing the rest of minimized structures. 

3.1.2 MD simulations of substrate/NA complexes 

The simulation was carried out with pmemd.CUDA module. The parameter of 

substrate is GLYCAM06,
110

 while the force field parameter of NA protein is ff12SB. 

A cutoff of 10 Å was set for non-bonded interactions and particle mesh Ewald (PME) 

method
111

 was applied for long-range electrostatics to reduce the computer 
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consuming. SHAKE algorithm was used to fix the bond length of all relevant 

hydrogen atoms
112

 as well as periodic boundary condition was applied to avoid edge 

effect during simulation. There were three steps of simulations. First, the simulated 

system was heat up from 10 to 300 K with NVT ensemble for 100 ps. Temperature 

was controlled by a Langevin thermostat with a collision frequency of 2.0 ps
-1

. 

Subsequently, the complex was equilibrated at target temperature with NVT for 100 

ps followed by NPT ensemble of 1atm and 300 K until 1ns through position-

restrained simulations of gradually decreased force constants from 10.0 to 2.5 

kcalmol
-1

Å
-1

 to the substrate and its binding residues. Finally, the unrestraint NPT 

simulation was performed with 2 fs of time step till 20 ns. The production phase was 

determined by considering of root mean square displacement (RMSD) in respect to 

initial structure along simulation time for further analyzed and interpret the substrate 

binding and specificity toward different NAs. 

3.1.3 QM/MM-GBSA calculation of substrate specificity 

  The binding affinity of substrate toward NA was determined by QM/MM-

GBSA method using the MMPBSA.py program
96

  in AMBER. The calculations were 

performed over 100 snapshots extracted from the production phase of simulation. In 

this research, the conformation of substrate was entirely characterized by QM 

calculation with SCC-DFTB level, while NA protein was determined by MM level. 

The 
polar

solv
G is obtained from modified GB model developed by Onufriev, Bashford 

and Case
113

, whereas the 
polarnon

solv
G


  with a probe radius of 1.4 Å and the values of γ 

and β are 0.0072 kcal/mol·Å
2
 and 0.0 kcal/mol. 

Finally, the       was approximated over the 25 snapshots obtained from the 

production phase in order to reduce the computational demanding. Using normal 

mode analysis, each conformation was minimized using a maximum of 1,000 steps 

until energy gradient is less than 0.01 kcal mol
-1 

Å
-1 

similar to our previous work of 

NA.
114
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3.2 MD simulation of H7N9 NAs and oseltamivir complex 

3.2.1 H7N9/Oseltamivir complex preparation 

  Oseltamivir binds to both wild-type and R292K mutation H7N9 NA. 

Complexes were prepared from crystal structure of the unbound  NA  PDB structures, 

with codes of 4MWJ and 4MWL respectively, with superimposition to their 

oseltamivir structure of 4MWQ and 4MWW respectively.
58

 These systems were then 

prepared for calculation and carried out using the AMBER 14 software package.
115

 

The partial charges and parameters of oseltamivir was obtained from previous work, 

116
 and the force fields of the protein were set to the ff12SB model of Amber 14. The 

ionized states of all side chains of lysine (K), arginine (R), aspartate (D), glutamate 

(E) and histidine (H) were configured to be at pH 7.0 using PROPKA3.1.
117

 All 

disulfide bonds between pairs of cysteine (C) residues were defined to stabilize the 

protein structure. The LEaP module added the missing hydrogen atoms in the 

oseltamivir-NA complex. A crystal calcium ion was kept, while water molecules were 

deleted. The placevent algorithm based on the 3D-RISM distribution function was 

employed to firstly solvate TIP3P water model around solute molecule.
109

 The TIP3P 

waters were then filled with a minimum distance of 10 Å from the solute to the edge 

of the simulation box (88 x 90 x 81 Å
3
) and two Cl

-
 ions were added to neutralize the 

system. 

 

3.2.2 MD simulation and protocol 

To optimize the initial structure before performing MD simulations, the 

complexes were minimized in the following order, hydrogen atoms, water molecules 

and then the entire system implementing a 1,000 steps using the steepest descent 

algorithm followed by 2,000 steps with the conjugated gradient algorithm. The energy 

minimization process and MD simulations were performed using the pmemd.CUDA 

module of AMBER. All bonds involving hydrogen atoms were constrained using the 

SHAKE algorithm. 
118

 To reduce the computational time of non-bonded interactions, 

a cutoff distance of 10 Å was used and the particle mesh Ewald method
119

 was 

employed to calculate the long-range electrostatic interaction. 
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The simulation employed the periodic boundary condition using Langevin 

dynamics with a collision frequency of 2 ps
-1 

and a simulation time step of 2 fs. The 

system was heated up from 10 K to 300 K for 100 ps using canonical ensemble 

(NVT) in the thermalization step. Subsequently, the equilibration step was firstly 

conducted for 100 ps of NVT followed by NPT ensemble at 1 atm and 300 K until 30 

ns. Finally, the system was further simulated for 50 ns. The production phase of the 

root mean square displacement (RMSD) analysis was assigned from 30 to 50 ns. 

 

3.2.3 Binding free energy calculations 

In this work, three end-state free energy methods:  MM/PB(GB)SA and 

MM/3D-RISM, are carried out to predict the oseltamivir susceptibilities toward both 

wild-type and mutant H7N9 NA. The calculations were averaged over 100 snapshots 

extracted from the production phase using the MMPBSA.py program.
96

 MM/PBSA 

computes 
polar

solv
G by solving the linear PB equation using a pbsa implementation in 

sander.
104

 The grid spacing was set to 0.125 Å and a probe radius of water molecule is 

1.4 Å. Whilst, the 
polar

solv
G of MM/GBSA is calculated from GB model of Onufriev et 

al.
79

 However, both methods similarly define the dielectric constant for solute and 

solvent with 1 and 80, respectively. The 
polarnon

solv
G


  was obtained by solvent 

accessible surface area (SASA) using a probe radius of 1.4 Å and a surface tension 

constant (  ) of 0.0072 kcal mol
-1

Å
2
. 

On the other hand, MM/3D-RISM approach determines the equilibrium 

distribution of solvent around solute and calculates the solvation free energy. This 

method computes the entire solvation free energy then obtained the nonpolar 

solvation energy by using none charge of an identical solute to decompose solvation 

energy into polar and nonpolar terms. The calculation of 3D-RISM solvent 

distribution is similar to the previous study of influenza B NA.
88

 The explicit water of 

TIP3P model was employed to prepare solvent susceptibility function using the 

convergence criteria of 0.025 Å grid size and 1e-12 tolerance. The 3D-RISM 

complemented with Kovalenko-Hirata closure (3D-RISM-KH) was computed with a 

grid size of 0.5 Å and a tolerance of 1e-5.
120
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  To reduce the high computer consuming, the structural entropy calculation is 

estimated over the 25 snapshots of stable MD structures by normal mode analysis in 

the same protocol with previous work. 
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CHAPTER IV 

RESULTS AND DISCUSSION 

 

4.1 MD simulation of substrate binding to NAs 

4.1.1 Substrate specificity of influenza NAs 

The NA cleavage activity is directly related to the strength of substrate binding 

affinity. In order to elucidate the substrate specificity toward different influenza NAs, 

QM/MM-GBSA binding free energy calculation was carried out over 100 snapshots 

extracted from the production phase of simulation. Each trisaccharide substrate was 

considered as quantum mechanics (QM) region computing by DFT method with 

SCC-DFTB level of theory, while the rest atoms were treated by molecular mechanics 

(MM) level. The binding free energies of substrate into NA (∆Gbind) and their 

components are summarized in Table 6.  

 

Table 6 QM/MM-GBSA binding free energies of 6SL and 3SL substrates binding 

towards different influenza NAs (in kcal/mol) 
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Table 6 shows that the 6SL substrate provides much stronger binding to 

H1N1, H2N2 and H3N2 NAs of human IV with QM/MM-GBSA energies of -11.95, -

15.67 and -12.29 kcal/mol, respectively, compared to its avian H5N1 and H7N9 

complexes (-3.60 and 0.06 kcal/mol). Interestingly, an increase in binding strength 

was found in the H5N1 and H7N9 NAs in complex with 3SL receptor (-11.16 and -

5.49 kcal/mol). This result evidently suggests that avian NAs is preferential to bind 

with 3SL receptor, while human NAs show a strong binding affinity with 6SL 

receptor corresponding to their HA proteins. Such low binding efficiency of avian 

NAs with 6SL indicates the unfavorable binding, which might be the barrier of avian-

to-human transmission of avian IV. 

To consider the energy components, a highly negative value of ∆Gqm 

contributes as the main driving force for the binding of substrate containing charged 

SIA terminus (-1e) into highly charged NA pocket. The negative contribution of total 

binding interaction energy, a summation of ∆Gqm and ∆EvdW, is generally subtle by the 

large positive value of solvation free energy (∆Gsol) referred as dehydration free 

energy, the loss of solute-solvent interactions during ligand binding into NA.
88, 114

 A 

dramatic decrease in magnitude of binding free energy of H5N1 and H7N9 NAs in 

complex with 6SL compared to 3SL by 7.56 and 5.55 kcal/mol, respectively, is 

affected by a reduction in ∆H and T∆S terms. Such lower entropy contribution of the 

two 3SL/NAs (by c.a. 5 kcal/mol) implies a more stable complex.  

 

4.1.2 Dynamics of neuraminidase 

NA contains the four important loops including 150-loop (residue 147-152), 

270-loop (267-276), 380-loop (380-390), and 430-loop (429-433) shown in Figure 

13.
121-123

 However, only the 150- and 430-loops have an important role to interact 

with a substrate as well as drug.
124, 125

 The previous simulation found that the couple 

motions of these loops results in a closed or open cavity of NA binding pocket.
126

 The 

opening and closing of NA cavity are required to fit a substrate into the active site of 

NA. The inherent flexibility of 150- and 430-loops could have a role for receptor 

recognition. In this work, the formation of NA 150-cavity was explored by 
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determining of the distance between the residue 149 in the 150-loop and the residue 

431 in the 430-loop, depicted in Figure 13.  

 

Figure 13 Important loops of NA and 150-cavity formation observed by the distance 

between the residues 149 and 431 

 

From previous calculation of Amaro et al., the greater than ~15 Å of residues 

149-431 distance was proposed as an open 150-cavity.
126

 In Figure 14, the width 

between 150- and 430-loops was determined as probability for all studied systems. 

For 3SL complexes, the H5N1 NA has a closed form of 150-cavity with ~11 Å, while 

the H7N9 NA extends the cavity to open conformation with ~16 Å (Figure 14a). This 

results in the much stronger binding of 3SL with H5N1 (-11.16 kcal/mol) compared to 

H7N9 (-5.49 kcal/mol). However, both avian NAs in complexed with 6SL show a 

wide-open 150-cavity as can be seen from the wide distribution and a distance 

shifting to 18 Å of H5N1 (Figure 14b), indicating the unfavorable binding of avian 

NA with human receptor. In contrast, all human NAs with 6SL bound show the closed 

form of cavity with a broad distribution in the range of 7-12 Å (Figure 14b). This 

result confirms that the formation of 150-cavity plays an essential role for substrate 

binding, which is consistent to the prediction of binding free energy in Table 6. 
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Figure 14 Distribution plot of distance between the alpha carbon of the residues 149 

and 431 of (a) 3SL complexes (b) 6SL complexes 

 

Although H1N1 and H5N1 NAs show high sequence identity with 91%, the 

dynamics of the 150-cavities are different. The H1N1 NA presents a deficient 150-

cavity for binding with human receptor, while H5N1 NA in complex with substrate 

can be either closed or open conformations. Generally, the N1 NA (except for 

pandemic H1N1) adopts in an open 150-cavity due to the loss of salt bridge 

interaction between D147 and H150 forming closed conformation in N2 NA.
105

 The 

H1N1 NA does not contain 150-cavity; however, the previous MD simulation showed 

that its 150-cavity exhibits an open form.
126

 In addition, the difference in the 150-loop 

of H1N1 (I149) and H5N1 (V149) does not affect the 150-loop due to both of them 

are able to adopt an open conformation. Therefore, the difference in 150-loop 

conformation of human H1N1 and avian H5N1 NAs is related to the substrate 

specificity. 

 

4.1.3 Glycan topology  

The global shape of substrate is generally defined using topological angle 

between the C2, C1 and C1 atoms of terminal SIA and the subsequent GAL and 

NAG, θ depicted in Figure 15a,b. The different glycosidic linkages of substrate result 

in the distinct conformations which play a key role for HA specificity.
127

 The 3SL has 

θ >110
o
 adopting a cone-like shape, whilst the 6SL has θ <110

o
 referring an umbrella-

like topology. Thus, in this present study the topological angle of trisaccharide 

substrate was determined and plotted in Figure 15c,d as the distribution over the 
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production phase to characterize the substrate’s conformation in complex with 

different NAs. 

 

 

Figure 15 (Upper) Illustration of topological angle (θ) and glycosidic dihedral angles 

() of (a) 3SL (b) 6SL substrates, (Lower) the angle’s distribution of substrates in 

complex with different NAs as well as the representative conformations at the highest 

probability for (c) 3SL and (d) 6SL complexes  

 

In Figure 15, the topological angle showed that the 3SL and 6SL trisaccharide 

substrates have distinct conformations within NA binding pocket. The 3SL in 

complex with avian H5N1 and H7N9 NAs shows a sharp peak of θ distribution at 

157
o
 and 155

o
, respectively, conferring a cone-like topology (Figure 15c) stably 

occupied in avian NAs. The topological angle value of NA-bound glycans is 

consistent to their free form, which has angle of ~160
o
 from our replica exchange MD 

(REMD) simulation and 152
o
 from the previous MD simulation.

128
 In contrast, the 

bound 6SL show either sharp or board θ distribution differently placed in the range of 

60
o 

to 130
o
 toward all five NAs indicating the various shapes of human receptor 

(Figure 15d). Among three human NAs, the 6SL shows an identical distribution of 

sharp peak at 117
o
 in H1N1 and H2N2 NAs (black and grey, Figure 15d) suggesting 
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the open-umbrella topology, while the θ peak is shifted to 92
o
 in H3N2 NA due to a 

rotation of NAG unit after ~5 ns through the fifth repeated simulations. On the other 

hand, the rather broad distribution of 6SL in avian H5N1 and H7N9 NAs centered at 

87
 o
 and 77

 o
. Their lower topological angle results in the change of 6SL glycan shapes 

as evidenced in pink and green structures in Figure 15d. This suggests that NA-bound 

6SL is much more flexible in respect to 3SL which agrees to the previous simulations 

of H5N1 NA in complex with both glycans.
62

 The high flexibility of 6SL in avian 

NAs, in particular H7N9 maybe a source of lower 6SL binding affinities (described in 

Table 6).  To compare with the free 6SL pentasaccharide, the θ distribution is mostly 

of ~120
o
 from REMD, ~100

o
 from MD

128
 and ~90

o
 from NMR-based MD,

129
 

indicating the significant change of this glycan to bind with NA protein. However, the 

orientation of SIA-GAL-NAG trisaccharide likely affects to the glycan topology and 

plays a role for identifying the glycan change rather than topological angle parameter 

alone. Sassaki et al.
128

 proposed that a difference in glycan topology relates to the 

change in glycosidic torsion angles. To seek the source of structural change in NA-

bound glycans, the distribution of glycosidic torsion angles was determined and 

plotted in Figure 16. The 1-3 dihedral angles are the linkages between SIA and GAL, 

while the 4-5 dihedral angles are GAL-NAG bridges, illustrated in Figure 15. 

Figure 16a shows that all four dihedral angle’s distributions of 3SL binding to 

avian NAs are almost similar consistent to the considerably topological angle θ. The 

1 and 2 angles are predominantly at -40
o
 and -100

o
, respectively, which agree to the 

dynamic structures of the unbound 3SL.
128

 For GAL-NAG linkages, their 4 angles 

present a sharp peak at 170
o
, while the 5 is substantially distributed around 120

o
. The 

situation is rather different for the NA-bound 6SLs. Only 1 shows the practically 

similar pattern of distribution over the range of -100
o 

to -50
o
 toward NAs, whilst the 

significant variances were evidenced at the other torsion angles in particular the 

broadest distribution of 5 as given in Figure 16b. Taken altogether, the obtained data 

suggests that the 3SL does not require conformational change to fit within the avian 

NAs binding pocket. 
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Figure 16 Plot of torsion angle’s distribution of (a) 3SL and (b) 6SL glycans within 

binding pocket of different NAs, including H1N1, H2N2, H3N2, H5N1 and H7N9 
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4.1.4 Substrate binding pattern  

In order to discover the binding pattern of substrates into the human and avian 

NAs, the occupation of hydrogen bond (H-bond) pairs between substrate and contact 

residues were determined using the criteria of distance between proton donor and 

acceptor atoms of  3.5 Å and the angle of those atoms linked by proton of > 120
o
. 

The results are depicted and compared in Figure 17. 

 

 

Figure 17 Percentage of intermolecular hydrogen bonds between 3SL/6SL 

trisaccharide and NAs residues of avian and human IV 

 

 

Either 3SL or 6SL binding toward all different NAs in Figure 17 shows that 

the terminally bound SIA plays a major role in forming the intermolecular hydrogen 

bonds with many charged residues at the NA active site (R292, R371, R152, E276 

and E277 as illustrated in Figure 18) better than the subsequent glycan units, GAL 

and NAG. Among all NAs with 6SL bound, the substrate-protein interactions in 

human NAs are relatively comparable and significantly stronger than those in avian 

NAs. Note that the 6SL in umbrella-like topology could intensely bind with human 

H1N1 and H2N2 NAs through 9 highly formed hydrogen bonds with D151, R152, 

N221, A246, E276, R292, N294 and R371 (Figures 17 and 18a-b) as supported by a 

greater binding energy in these two complexes (∆H = -42.46 and -43.20 kcal/mol, 

Table 6). A reduction in binding susceptibility of 6SL in human H3N2 (4 strong 
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hydrogen bonds with R292 and R371; ∆H = -38.78 kcal/mol) is probably due to its 

twisted conformation with NAG pointing outward the binding site (Figure 18c). High 

conformational flexibility of such twisted 6SL in avian H5N1 and H7N9 NAs as 

mentioned earlier in Figure 15b results in even less hydrogen bond formation and 

energy stabilization (∆H = -30.22 and -25.14 kcal/mol). Instead, the avian IV could 

prefer to accommodate the cone-like topology of 3SL with a presence of more 

intermolecular hydrogen bonds and attractive interaction by ~10 kcal/mol than the 

6SL in twisted form.  

 

 

Figure 18 Substrate binding pattern of 6SL (green) and 3SL (grey) in the NA binding 

pocket with the hydrogen bond formations (dash line) demonstrated from the 

representative snapshot of each system 
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To distinctly clarify the preference of avian NAs, the difference in per-residue 

decomposition free energy between 3SL and 6SL (∆Gresidue) on the basis of 

MM/GBSA method was given in Figure 19. The negative value indicates a more 

favorable binding with 3SL, whereas the positive value reveals the preference with 

6SL of NA. A much more negative fingerprint firmly shows that both H5N1 and 

H7N1 have significant preference with 3SL avian receptor over 6SL human receptor.  

 

Figure 19 Difference in per-residue decomposition energy between 3SL (yellow) and 

6SL (green) in complex with (a) H5N1 and (b) H7N9 NAs, whereas the positive and 

negative values were displayed as spectrum from red (3 kcal/mol), white (0 kcal/mol) 

and blue (-3 kcal/mol) surfaces 

 

For substrate/H5N1 complexes (Figure 19a), the eight residues positioned in 

the NA binding pocket R152, I222, R224, S246, E276, R292, N294 and Y406 

conferring the negative value of ∆Gresidue of < -0.5 kcal/mol better stabilize the 3SL 

avian receptor; however, the Y347 (2.38 kcal/mol) and R371 (1.84 kcal/mol) 

favorably interact with the GAL unit  and the SIA carboxylate group of the 6SL 
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human receptor, respectively (Figure 17). Similar to H5N1, except for R118 and 

R371, H7N9 NA has a more contribution with 3SL binding through only six residues 

E119, R152, A246, E276, R292 and N347.  

 

4.2 MD simulation of H7N9 NAs and oseltamivir complex 

4.2.1 Stability of complexes 

The stabilities of each complex were evaluated using root-mean square 

displacement (RMSD) to explore the maintained fluctuation of the MD structure 

compared to their initial structure. In Figure 20, the RMSD was calculated in term of 

backbone atoms, which belong to the NA protein and the ligand atoms of oseltamivir 

versus simulation time. For backbone RMSD, both wild-type and R292K complexes 

show increasing RMSD from ~0.5 to 1.0 Å during the first 10 ns and after which it 

oscillates at this value until 30 ns. Finally, the fluctuation stabilizes after 30 ns. With 

regards to the ligand RMSD of oseltamvir the values varied more ranging from 0.5 to 

2.0 Å for the entire simulation. It can be clearly seen that oseltamivir structure of 

R292K system has significantly higher fluctuations compared to the wild-type system. 

As a result, the MD structures from 30-50 ns were adopted as the production phase for 

further analysis. 
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Figure 20 RMSD calculations in term of the backbone atoms of the NA protein 

(upper) and the oseltamivir ligand atoms (lower) versus the simulation time 

 

4.2.2 Binding free energy calculation of oseltamivir susceptibility  

The aspects of this study are to understand the oseltamivir efficiency towards the 

H7N9 NAs and to explore the source of reduce susceptibility concerning the R292K 

mutation. The MM/PB(GB)SA and MM/3D-RISM binding free energies and their 

components are shown in Table 7 and are also compared to the experimental values. 
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Table 7 Binding free energy of oseltamivir toward wild-type and R292K NAs using 

MM/3D-RISM and MM/PB(GB)SA methods (in kcal/mol) 

 

In the wild-type complex, MM/PBSA and MM/3D-RISM methods qualitatively 

predicts the binding free energy of -14.7 and -10.3 kcal/mol, respectively, which are 

consistent with the experimental values of -12 to -13 kcal/mol,
56-59

 while MM/GBSA 

approach overestimates the value with a prediction of -28.5 kcal/mol. The total 

binding free energy (
bind

G ) of these methods is a subtle balance between the 

negative value of the binding interaction (
MM

G ) and the positive value of the 

solvation free energy (
solv

G ) called the dehydration penalty which involves the loss 

of solvation around the protein after ligand binding and is clarified in more detail in a 

previous study.
88

 The electrostatic contribution plays a major role for oseltamivir 

binding as can be seen from the large free energy values of the electrostatic 

interaction DEele
MM

and the polar solvation free energyDDGsolv
polar

. This is due to the 

zwitter ion nature of oseltamivir accommodating the highly charged binding pocket of 

NA. 

The reduction of binding free energy in the R292K mutated system was calculated 

for MM/GBSA (-19.8 kcal/mol), MM/PBSA (-4.5 kcal/mol) and MM/3D-RISM (-3.6 
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kcal/mol) to be 8.7, 10.2 and 6.7 kcal/mol, respectively, compared to those of wild-

type (-5.2 or -7.2 kcal/mol). Similar to the wild-type complex, the MM/GBSA method 

overestimates the prediction of the binding free energy compared to the rest 

approaches. The source of reduced oseltamivir susceptibility conferred by the R292K 

substitution is a reduction in binding interaction (negative value) and solvation free 

energy (positive energy). The molecular mechanics energy shows a loss of drug 

interaction by 18.5 kcal/mol, and a decrease in dehydration penalty resulting in a 

change of solvation energy by 9.8 kcal/mol for MM/GBSA, 8.3 kcal/mol for 

MM/PBSA and 11.8 kcal/mol for MM/3D-RISM. In the following sections we will 

further elucidate the effect of the R292K substation towards oseltamivir binding. 

 

4.2.3 Change of drug binding interaction  

 The favorable electrostatic interaction of oseltamivir binding is obtained from 

strong hydrogen bond (H-bond) formations between polar moieties of the drug 

(including –COO
-
, –NHAc and –NH3

+
) and the highly charged binding pocket of NA. 

In addition, the nonpolar side chain of the pentyl group gives van der Waals 

contribution stabilizing the hydrophobic pocket formed by the E276 and R224 

residues. The H-bond formation is illustrated as a percentage occupation, where 

occupation is defined as having maximum distance of 3.5 Å between hydrogen donor 

(D) and acceptor (A) together with the minimum bond angle of 120 degree between 

three atoms (D…H…A) depicted in Figure 21 for the wild-type and the R292K 

mutant NAs.   
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Figure 21 Percentage occupation of the hydrogen bond interactions between 

oseltamivir function groups and the H7N9 NA binding residues for (a) wild-type and 

(b) R292K strains. The hydrogen bonds (black dashed line) of oseltamivir-NA taken 

from the last snapshot are also shown for (c) wild-type and (d) R292K systems.  

 

In Figure 21, oseltamivir forms H-bond interaction with residues of the 

arginine triad (R118, R292 and R371, according to N2 numbering), R152, E119 and 

D151 as is generally found to be the case in other NA subtypes.
85, 88, 116, 130

 In the 

R292K complex, there is a complete loss of the carboxylate-K292 interaction as 

previously found in the H1N1 subtype,
130

 however, this is compensated for by the 

R118 interaction (Figure 21b). A smaller side chain of lysine (K) compared to 

arginine (R) at position 292 cannot form the necessary H-bond with the carboxylate 

group (distance of around 5 Å), leading to the larger cavity and shifting toward the 

R118 residue of ligand (Figure 21d). It is worth noting that the conformation of this 

K292 mutated residue does not perturb the formation of hydrophobic pocket made by 

E276 and R244 residues as found in the crystal structure.
58, 65
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The conformational change of the pentyl group was evaluated by the 

distribution of torsion angles (Figure 22). Both wild-type and R292K systems have 

different angular distributions, particularly for τz. The torsion distribution of τz in the 

mutant system dramatically changes from the normal ~60 degrees of the wild-type, 

while τx and τy show the same pattern but different distributions. This suggests that 

the drug in the R292K complex is oscillating. This oscillation can clearly be seen 

from the high fluctuation of ligand RMSD during simulation (in Figure 20). The twist 

of pentyl group was found to disrupt the hydrophobic binding in a previous study.
64

 

To summarize, the unsuitable accommodation of oseltamivir in R292K NA 

results in a decrease of drug binding interaction by 13.8 kcal/mol for electrostatic 

interaction and 5.1 kcal/mol for van der Waals interaction compared to the wild-type 

complex. 

 

 

Figure 22 Distribution of the torsion angles of the pentyl group of oseltamivir 

calculated while in complexation with the binding pockets 

 

 

4.2.4 Change of solvation conferring R292K substitution  

The latter source of the high-level oseltamivir resistance toward R292K 

substitution is due to the decrease of the positive contribution of the solvation free 

energy resulting in a smaller dehydration penalty compared to the wild-type as 

evidenced in Table 7.  Since 3D-RISM method can depict the distribution of solvent 

around solute molecule, this method was further adopted to analyze the change of 



 

 

58 

solvation in term of equilibrium distribution around complex and radial distribution 

function (RDF) of oseltamivir heteroatoms, depicted in Figure 23. 

 

Figure 23 (Upper) 3D-RISM function of O-water atoms with g(r) > 5 as cyan contour 

shown within 5 Å of oseltamivir in complex with (a) wild-type and (b) R292K NAs 

taken from the representative stable structure, (Lower) (c) 3D-RISM RDF of water 

molecules around heteroatoms of drug averaged from 100 snapshots of production 

phase  

 

As mentioned in previous sections, the shorter side chain of K292 causes poor 

binding with the drug carboxylate group and a larger cavity. This results in greater 

accessibility for water molecules towards the NA binding pocket as evident by the 

RDF around oseltamivir heteroatoms. In Figure 23a, the first peak of water 
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distribution around oseltamivir heteroatoms occurs at 3.5 Å and is mostly sharp, 

which suggests that the accessible water molecules strongly interact with oseltamivir. 

The nonzero value at the terminal of the first peak as found in the O1, O2 and N1 

graphs indicate a high degree of transfer of water molecules in this shell. Switching of 

water molecules around the oseltamivir molecule was found to occur between the O1 

and O2 atoms at the oseltamivir carboxylate group (see illustration in Figure 23c,d), 

while the rest of the heteroatoms are conserved for both wild-type and R292K 

systems. Additionally, two water molecules were found to bind around the K292 

residue, compared to the one molecule of the wild-type (Figure 23b). This mutated 

residue was strongly solvated by three water molecules as can be seen by the 

approximately close to zero values at the first minimum, which is in good agreement 

with the crystal structures of H7N9 and H11N9.
58, 131

 Thus, the R292K mutation of 

NA can affect the accessibility of water in the binding pocket, which causes a 

decreased dehydration penalty. 
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CHAPTER V 

CONCLUSIONS 

The predicted binding free energies by QM/MM-GBSA method suggests that 

the avian H5N1 and H7N9 NAs prefer to bind with an avian receptor of 3SL rather 

than 6SL human receptor, while the human H1N1, H2N2 and H3N2 NAs show a 

strong binding affinity towards 6SL, which corresponds to HA protein. Since NA 

cleavage activity is directly related to the substrate binding, this could clarify the 

functional balance between HA and NA glycoproteins on influenza virus membrane 

for viral replication. The difference in receptor binding of influenza NAs maybe relate 

to the specific pathogenicity of influenza virus. The flexibility of 150- and 430-loops 

has a role for receptor recognition. Both glycans adopt distinct topologies for binding 

into different NAs. The 3SL has a cone-like topology in complex with avian NAs, 

while the 6SL can display open-umbrella and twisted conformations toward different 

NAs conferring the high flexibility of glycosidic torsion angles between GAL and 

NAG molecules. In comparison between the glycan conformations in unbound and 

bound states, a lower conformational diversity upon binding to the targeted NAs 

implied that the glycan could adopt its conformation to be fitted well in the binding 

pocket. Although the terminal SIA unit strongly interacted with NA residues the 

binding site through many hydrogen bond formations, the distinct glycan topologies 

of substrate can affect the different binding patterns, in particular the interactions at 

GAL and NAG units. This suggests that the glycan topology has an important role for 

NA binding which is found in HA recognition. 

The oseltamivir binding towards the novel H7N9 influenza NA and the high 

resistance R292K substitution was investigated using MD simulations and 

MM/PB(GB)SA and MM/3D-RISM binding free energy calculations. All methods 

were able to predict the reduced susceptibility of oseltamivir toward the R292K strain 

which is in good agreement with the energy converted from the IC50 data, although 

predicted binding free energy of MM/GBSA method is overestimate compared to 

MM/PBSA and MM/3D-RISM. A structural entropy calculation was necessary to 

improve the qualitative of the predicted binding free energy. Similar to the previous 

study of influenza B NA, the main factor for oseltamivir binding toward H7N9 NA is 
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a subtle balance of the large negative value of binding interaction and the large 

positive contribution of solvation conferring a smaller dehydration penalty during 

drug binding. The major interaction of oseltamivir binding is the electrostatic 

contribution, as is generally found for all NA subtypes, caused by the opposite 

charges of oseltamivir and NA binding residues. A dramatic decrease in binding free 

energy was found in the R292K system compared to the wild-type. The role of 

R292K mutation in H7N9 NA is to decrease the binding interaction as was shown by 

the high fluctuation of drug RMSD in the mutant pocket and the reduction of the 

dehydration penalty resulting in an increased accessibility for water molecules around 

the K292 mutated residue and the carboxylate group of drug as evidenced by 3D-

RISM calculation. The results from this work suggest that a hydrophilic bulky group 

as found in zanamivir and laninamivir, instead of the pentyl group of oseltamivir, 

promises to be a potent NAI by maintaining a strong interaction toward residue 292 of 

both arginine and lysine amino acids. This work also shows that MM/3D-RISM 

binding free energy calculation has the ability to predict the oseltamivir susceptibility 

providing both solvation free energy and solvation structure. 
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