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วตัถุประสงคข์องการศึกษานี ้เพื่อตรวจสอบความสามารถในการคน้หารอยโรคในตับจากภาพเอกซเรย์

คอมพิวเตอรท่ี์มีสองพลงังานโดยเป็นการศึกษาในหุ่นจ าลองส่วนช่องทอ้งท่ีมีขนาดต่างๆกัน  น าไปถ่ายภาพเอกซเรย์
คอมพิวเตอรท่ี์มีสองพลังงาน (Dual Energy Computed Tomography : DECT) และเพื่อศึกษาปัจจัยท่ีมีผลต่อการ
คน้หารอยโรคในตบัจากภาพเอกซเรยค์อมพิวเตอรท่ี์มีสองพลงังาน  การศกึษานีใ้ชหุ้่นจ าลองตบัมนุษย ์รว่มกบัการใส่
วงแหวนขยายเพื่อเป็นการจ าลองผูป่้วยท่ีมีขนาดเล็ก กลาง และใหญ่ หุ่นจ าลองจะถูกสแกนดว้ย DECT โดยใชค้่า kV
คู่ 3 ค่า  ไดแ้ก่ 80/-,90/- และ 100/Sn150-kV ขอ้มลูภาพท่ีเป็นภาพเสมือนพลงังานเดียว ท่ีพลงังาน 40-,50-,60- และ 
70-keV ถูกสรา้งขึน้จากชุดขอ้มลู DECT และน าไปใชป้ระเมินคุณภาพของภาพดว้ยการใชต้ัวชีว้ัดคุณภาพของภาพ  
ไดแ้ก่ ความละเอียด (Task Transfer Function :TTF), สัญญาณรบกวนภาพ (Noise Power Spectrum : NPS) และ
ดชันีความสามารถในการตรวจจับรอยโรค (Detectability index : d’) ส าหรบัการวินิจฉัยเพื่อตรวจหารอยโรคตับท่ีมี
ขนาดเสน้ผ่านศูนยก์ลาง 15 มม. ซึ่งเป็นงานทางคลินิกในการตรวจหามะเรง็ตบั (HCC) จากภาพถ่าย CT การศกึษานี้
ยังมีการประเมินความแม่นย าของการหาปริมาณความเขม้ขน้ของโอดีนดว้ยการใชฟั้งกช์ั่นของ  DECT ซึ่งท าโดยใช้ 
หุ่นจ าลองตบัและรอยโรคท่ีออกแบบและสรา้งดว้ยเครื่องพิมพ์ 3 มิติ ผลการวิจัยพบว่า ความละเอียด (TTF) เพิ่มขึน้
เมื่อเพิ่มระดับพลังงานของภาพเสมือนพลังงานเดียว  (Virtual Monoenergetic Image : VMI) จาก 40-70 keV โดย
ค่าสงูสดุของ TTF 50% (f50) พบท่ี 70 keV VMI นอกจากนีย้งัพบว่าขนาดสญัญาณรบกวนภาพ (NPS) เพิ่มขึน้เมื่อเพิ่ม
ขนาดหุ่นจ าลอง, ลดพลงังาน VMI หรือ เมื่อ kV บนหลอดเอกซเ์รย ์A เพิ่มขึน้ ขณะที่ผลลพัธข์อง d’ แสดงใหเ้ห็นว่าเมื่อ
ขนาด หุ่นจ าลองเพิ่มขึน้และลดระดบัพลงังานลง ท าให ้ d’ ลดลง ในส่วนของการศึกษาเรื่องการวดัค่าไอโอดีน พบว่า
ความเข้มข้นของไอโอดีนท่ีวัดได้ด้วย  DECT มีความสัมพันธ์สูงกับความเข้มข้นท่ีแท้จริง  โดยมีเปอร์เซ็นต์ของ
ขอ้ผิดพลาดในการวดัปริมาณไอโอดีนส าหรบัความเขม้ขน้ท่ี 2.0-5.0 มก.ไอโอดีน/ซีซี อยู่ภายในช่วง ±20%  โดยสรุป 
กรณีหุ่นจ าลองขนาดเล็ก การสรา้งภาพท่ี 70keV-VMI ท่ีแสกนจาก 80/Sn150 kV ให ้d’ สงูสดุ ส าหรบัหุ่นจ าลองขนาด
กลางและขนาดใหญ่ d’ สงูสดุอยู่ท่ี ภาพ 70keV-VMI ท่ีแสกนดว้ย 100/Sn150 kV ทัง้นื ้เปอรเ์ซ็นตข์องขอ้ผิดพลาดใน
การวดัปริมาณไอโอดีนในช่วง 2.0-5.0 มก.ไอโอดีน/ซีซี อยู่ภายใน ±20% ในทกุๆค่าของ kV คู่ 
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ABSTRACT (ENGLISH) 

# # 5974766530 : MAJOR MEDICAL PHYSICS 
KEYWORD: hepatic lesion detectability, Dual energy computed tomography, virtual monoenergetic 

image (VMI), task-based image quality, Noise power spectrum, iodine quantification, 
Hepatocellular carcinoma, 3D-printed phantom, Detectability index, task transfer 
function (TTF) 

 Hataipat Jantawong : HEPATIC LESION DETECTABILITY ON DUAL ENERGY COMPUTED 
TOMOGRAPHY IMAGING: PHANTOM STUDY. Advisor: Assoc. Prof. ANCHALI 
KRISANACHINDA, Ph.D. 

  
The purpose of this study is to determine the hepatic lesion detectability in abdomen from various 

phantom sizes by dual-energy computed tomography (DECT) imaging and to investigate the factors 
affecting the detectability of hepatic lesion in abdomen by dual-energy CT in phantom study. The 
anthropomorphic liver with nodule inserted phantom with extension rings simulating the small, medium, and 
large patients were scanned under DECT acquisitions by varying three kVp combinations (80/-,90/-, and 
100/Sn150-kVp). The series of 40-,50-,60-, and 70-keV VMI were generated from DECT data set. All images 
were used to assess the task-based image quality; task transfer function (TTF), noise power spectrum 
(NPS), and detectability index (d’) with the diagnostic task to detect 15 mm diameter hyperattenuating 
hepatic lesion based on clinical task of hepatocellular carcinoma (HCC) detection in CT imaging. In 
addition, the accuracy of iodine quantification in DECT for various kVp combinations was performed by 
using the customized 3D- printed liver nodule phantom. The result showed that the TTF increased as 
increasing the VMI energy level from 40-70 keV and the maximum values of 50%TTF (f50) was found at 70 
keV VMI. The noise magnitude increased as increasing the phantom size and decreasing the VMI-energy 
and when the kV on x-ray tube A increased. The results of d’ demonstrated that as increased phantom sizes 
and decreased the energy level , the d’ decreased. The measured iodine concentrations with DECT were 
strongly related to the true concentrations with the percentages of iodine quantification error within ±20% 
for concentration at 2.0-5.0 mgI/cc in all kV combinations. In conclusion, for the small phantom, the imaging 
condition yields the highest d’ was at the 70keV-VMI acquired with 80/Sn150 kV. For the medium and large 
phantom sizes, the highest d’ was at the 70keV-VMI acquired by 100/Sn150 kV. The percentage of iodine 
quantification error in the range of 2.0-5.0 mgI/cc was within ±20% in all kV combination settings. 
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CHAPTER 1 
INTRODUCTION 

Cancer is ranked as a leading cause of death and an important barrier to 
increasing life expectancy in every country of the world. According to estimates from the 
World Health Organization (WHO) in 2019, cancer is the first or second leading cause of 
death before the age of 70 years in 112 of 183 countries and ranks third or fourth in a 
further 23 countries. Cancer’s rising prominence as a leading cause of death partly 
reflects marked declines in mortality rates of stroke and coronary heart disease, relative 
to cancer, in many countries.(1)   

 
Figure 1.1 Distribution of new cases and deaths for the top 10 most common cancers 
worldwide in 2020 for both sexes. Source: GLOBOCAN 2020. 

Primary liver cancer is the sixth most-commonly diagnosed cancer and the third 
leading cause of cancer related death worldwide in 2020. Figure 1.1 shows distribution of 
new cases and deaths for the top 10 most common cancers worldwide in 2020 for both 
sexes where the area of the pie chart demonstrates the proportion of the total number of 
new cases or deaths; nonmelanoma skin cancers (excluding basal cell carcinoma for 
incidence) are included in the “other” , with approximately 906,000 new cases and 
830,000 deaths (Table 1.1). The incidence of liver cancer varies widely by geographic 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 2 

region, mainly due to the association of liver cancer with specific risk factors which differ 
in prevalence around the world. 
Table 1.1 New cases and deaths for 36 cancers and all cancers combined in 2020. (1) 
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(A)    

(B)     
Figure 1.2 Summary of cancer statistics in Thailand (2020). (A) Distribution of new cases 
for the most common cancers for both sexes and all ages. (B) Country-specific incidence, 
mortality, and prevalence by cancer sites for both sexes in 2020. Source: GLOBOCAN 
2020. 

According to the GLOBOCAN 2020, the incidence rate of liver cancer is the first-
most common cancer in Thailand (Figure 1.2). The age-standardized incidence rate of 
hepatocellular carcinoma, HCC in both sexes is 22.6 per 100,000/year whereas the age-
standardized incidence rates in men are 33.8 per 100,000/year and 12.9 per 100,000/year 
in men and in women, respectively. Moreover, the mortality rate of liver cancer is also the 
first most common cause of cancer death in Thailand. The age-standardized mortality rate 
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of HCC is 21.9 per 100 000/year. The age-standardized mortality rates in men are 33.0 
per 100,000/year and 12.3 per 100,000/year in women, respectively. Therefore, the 
number of new cases of liver cancer in Thailand is 27,394 and the number of deaths is 
26,704 which is No. 1 ranked cancer site in Thailand (Figure 1.2B.). 

Primary liver cancer includes hepatocellular carcinoma (HCC) (comprising 75%-
85% of cases) and intrahepatic cholangiocarcinoma (IHC) (10%-15%), as well as other 
rare types. The main risk factors for HCC are cirrhosis, chronic infection with hepatitis B 
virus (HBV) or hepatitis C virus (HCV), aflatoxin-contaminated foods, heavy alcohol intake, 
excess body weight, type 2 diabetes, and smoking.(2, 3) Even though  there are many 
improvements in therapeutic options for HCC but the overall prognosis has remained 
unsatisfied with a 5-year survival rate below 20%.(4) This is because of the HCC is mostly 
asymptomatic therefore it is often detected at a late stage. The purpose of screening and 
surveillance is to detect a disease early in its course to offer a beneficial treatment and 
ultimately decrease mortality. Once symptoms develop, the disease is often advanced and 
not amenable to curative therapy via resection, transplantation, or percutaneous ablation. 
Therefore, HCC surveillance is widely adopted to at-risk individuals and is currently 
recommended by most professional societies; American Association for the Study of Liver 
Diseases (AASLD), European Association for the Study of the Liver (EASL), Asian Pacific 
Association for the Study of the Liver (APASL) and National Comprehensive Cancer 
Network (NCCN) (Table 2). Currently, despite new recommendations from AASLD, both 
serologic (alpha-fetoprotein: AFP) and ultrasound imaging methods are used in 
surveillance of HCC. Computed tomography (CT) scan and magnetic resonance imaging 
(MRI) are not recommended as the first line modality for the surveillance of HCC in patients 
with cirrhosis. However, CT or MRI is sometime utilized, in select patients with a high 
likelihood of having an inadequate visualization from ultrasound or if ultrasound is 
attempted but inadequate. 
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Table 1.2 Recommendations for HCC surveillance in high-risk patients. (5-8)

American Association 
for the Study of Liver 
Diseases (AASLD) 

European Association 
for the Study of the 
Liver (EASL) 

Asian Pacific Association 
for the Study of the Liver 
(APASL) 

National Comprehensive 
Cancer Network 
(NCCN) 

Ultrasound  
every 6 months 

Ultrasound and AFP 
every 6 months 

Ultrasound and AFP 
every 6 months 

Ultrasound and AFP 
every 6 months 

Recall policies include investigations and follow-up that determine whether an 
initial abnormality finding on surveillance is an HCC or not. The process starts with an 
abnormal result, i.e., any new nodule (not seen on a prior study) should be considered 
abnormal. Typically, abnormalities such as a lesion seen on ultrasound are followed up 
by a CT scan or MRI, and if the results are still equivocal, biopsy is recommended.   

Accuracy of  liver masses characterization is crucial to patient management, 
especially in patients with chronic liver disease. Furthermore, an assessment of treatment 
response is largely dependent upon optimal utilization of cross-sectional imaging. In 
current clinical practice, widespread use of imaging modalities including CT and MRI has 
led to an overall accurate detection and characterization of liver tumors. Several 
guidelines including the American Association for the Study of Liver Diseases (AASLD), 
the European Association for the Study of the Liver (EASL), the European Organization for 
Research and Treatment of Cancer (EORTC), the American College of Radiology (ACR), 
and the Liver Imaging Reporting and Data System (LI-RADS) recommended diagnostic 
evaluation of HCC based on the findings from multiphase CT and/ or MRI such as arterial 
hyperenhancement, venous washout, enhancing capsule, size, and threshold growth. 

The multiphasic contrast-enhanced Computed Tomography (CT) is one of the 
most used imaging modalities for HCC diagnosis, with image acquisition at arterial (late 
arterial phase is preferred at approximately 35 s after injection), portal venous (at 
approximately 75 s after injection), and delayed phases. Pooled analysis study in 
assessing the diagnostic performance of contrast-enhanced CT demonstrated the overall 
sensitivity and specificity of 70-81% and 79-94% ,respectively for the diagnosis of liver 
tumor.(5) Even though MRI (especially gadoxetic acid–enhanced MRI) provides higher 
accuracy for detection of liver tumors, but the CT imaging has been widely used owing to 
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its availability, feasibility, lower cost and requires less expertise to perform and to interpret 
images.  

The treatment for liver cancer is most effective when the tumor is small thus the 
detection of small hepatic lesion is essential for disease management.  For detection of 
liver tumor, tumor-to-liver contrast and lesion conspicuity on CT images is of primary 
importance. Therefore, the lower noise images and multiphase acquisition are required to 
detect subtle or small hepatic lesions, these potentially results to increase in radiation 
dose to the patients compare to the other body structures such as bone or lung CT 
imaging. 

With a focus on lesion detection, the iterative reconstruction (IR) algorithms are 
gaining wide-scale clinical implementation, providing substantial noise reduction while 
maintaining the spatial resolution for visualization of fine details. However, they do so by 
creating unique image textures and properties that are different from those shown with 
traditional filtered back projection (FBP) algorithms.(6) Results from recent researchers 
suggested that iterative reconstruction (IR) algorithms may not significantly improve low 
contrast detectability of small lesion size (5 mm).(7, 8) 

Dual-energy CT (DECT) was considered a promising development in CT that had 
a potential to improve lesion detection and characterization beyond the levels currently 
achieved by conventional single energy CT.(9, 10) Theoretically, a series of virtual 
monoenergetic images (VMIs) of various keV levels (40-190 keV) could be generated from 
material-decomposition images, which can be used to enhance pathology or reduce 
artifacts. The selected VM energy should target the diagnostic task. Typically, low-energy 
VMIs provide greater image contrast between adjacent structures but have more noise, 
especially in larger patients. On the other hand, high-energy VMIs provide less contrast 
but less noise. Recent studies have highlighted the potential benefits of dual-energy VMIs 
including improved image quality, increased contrast-to-noise ratio (CNR), improved 
lesion conspicuity and reduced beam hardening artifacts. By generating quantitative 
material decomposition images (MDIs), DECT has ability to  visualize any subtle 
enhancements lesion that can be utilized as an imaging biomarker for better assessment 
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of small tumors. Muenzel et al.(11) assessed the diagnostic performance of MDIs for 
detection of hypervascular liver tumors and showed a significantly higher liver-to-lesion 
and contrast-to-noise ratio for this method when compared with monoenergetic 65-keV 
images and contrast-enhanced MRI.(11) Investigators also revealed that DECT iodine 
quantification and material attenuation analysis had higher specificity (93%) in detection 
of small (< 2 cm) hypoattenuating liver tumors when compared with conventional 
measurements (70%).(11) Kaltenbach et al.(12) assessed the utilizing of  iodine 
quantification to distinguish hepatic neuroendocrine tumor metastasis (NET) from HCCs  
by using normalized iodine uptake measures. The results showed the sensitivity and 
specificity of 100% and 90.2%, respectively.(12) 

As mentioned above , there are many clinical studies have assessed the 
diagnostic performance in HCC detection from different synthetic images generated by 
dual energy acquisition in  various DECT platforms.  However, the results demonstrated  
the various outcomes due to the diversity clinical DECT protocol and practices 
implemented in each center and the different of DECT techniques available. Several 
phantom studies have assessed and compared  the spectral performance of various 
DECT platform for different type of synthetic images in term of images quality and their 
ability to detect the subtle liver lesion in abdomen CT. However, the researcher used the 
different image quality evaluation methods and different image quality metrices this may 
lead to misunderstanding and confusion when scientific results are implemented in 
clinical practices.  
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CHAPTER 2 
REVIEW OF RELATED LITERATURE  

2.1 Theory 

2.1.1 Hepatocellular carcinoma (HCC) 
Hepatocellular carcinoma (HCC) is an epithelial tumor originating in the liver and 

composed of cells with similar characteristics as those of normal hepatocytes. It is the 
sixth most-commonly diagnosed cancer and the third leading cause of cancer related 
death worldwide in 2020. The highest incidence rates are found mainly in transitioning 
countries, with the disease being the most common cancer in 11 geographically diverse 
countries in Eastern Asia (Mongolia, which has rates far exceeding any other country), 
South-Eastern Asia (e.g., Thailand, Cambodia, and Viet Nam), and Northern and Western 
Africa (e.g., Egypt and Nigeria). Liver cancer is the leading cause of cancer related death 
in Mongolia, Thailand, Cambodia, Egypt, Guatemala among both men and women and in 
an additional 18 countries among men (Figure 2.1). 

The most important clinical risk factor for HCC is cirrhosis, with approximately 80% 
of HCC cases developing in patients with a cirrhotic liver disease. The exact incidence 
depends on the cause of cirrhosis (highest incidence in patient infected with hepatitis C 
virus or hepatitis B virus), severity of cirrhosis (highest incidence in those with 
decompensated cirrhosis), geographic region (higher in Asia than in Europe or United 
States), and sex (higher in men than women). The individuals with multiple risk factors are 
higher risk as well as in those coinfected with human immunodeficiency virus. However, 
the HCC may be developed in non-cirrhotic patient, especially those with long-standing 
chronic liver inflammation from hepatitis B virus or hepatitis C virus infection or 
nonalcoholic steatohepatitis, but at a much lower rate than those with cirrhosis. Other risk 
factors for HCC include heavy alcohol consumption, tobacco smoking, obesity, diabetes, 
hereditary hemochromatosis, high dietary consumption of aflatoxins, and family history of 
HCC. 
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Figure 2.1 Most common type of cancer incidence in 2020 in each country among (A) 
Males and (B) Females. Source: GLOBOCAN 2020.(1) 
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Figure 2.2 Most common type of cancer mortality by country in 2020 among (A) Males 
and (B) Females. Source: GLOBOCAN 2020.(1) 

The prognosis of HCC largely depends on the stage of detection. Patients who 
present with symptoms generally have a poor prognosis, as HCC usually does not 
produce obvious symptoms beyond those of the underlying liver disease until it has 
become incurable; in such patients, median survival is less than 1 year and the 5-year 
survival rate is less than 10%.(13) In comparison to patients in whom HCC is detected at 
an early stage, they may benefit from life-prolonging, potentially curative treatments. 

The detection of HCC in early stage, therefore, is critical to improve the survival 
rate of affected patients. Therefore, professional societies have released clinical 
management guidelines that advocate surveillance of patients at risk due to cirrhosis or 
chronic viral hepatitis. While the surveillance strategies incorporated by the various 
guidelines differ, all current guidelines recommend ultrasonography (US) as the first line 
imaging test for surveillance, and two guidelines advocate the ancillary use of serum 
biomarkers. In general, neither computed tomography (CT) nor magnetic resonance (MR) 
imaging is recommended for surveillance, although three guidelines permit these 
modalities for surveillance of patients in whom US visualization is limited by obesity or 
other factors and for individuals at very high risk for HCC development. Once a 
surveillance test is positive (i.e., an abnormality is detected that may represent HCC), a 
more definite imaging examination is recommended for noninvasive diagnosis and 
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staging of HCC. The Figure 2.3 demonstrates the AASLD surveillance and diagnostic 
algorithm for recall after an abnormal screening ultrasound. 

 
Figure 2.3 AASLD surveillance and diagnostic algorithm. 

Currently, all guidelines endorse multiphasic CT and MR imaging with extracellular 
contrast agents as a first-line imaging modalities for diagnosis and staging of HCC , 
although guidelines in Japan also advocate MR imaging with gadoxetate disodium (a 
hepatobiliary agent) as a second-line modality. Figure 2.4 shows multiphasic CT 
examinations of a 51-year-old-man with HCC performed with image acquisition of pre-
contrast and dynamically post contrast agent administration scans with enhancing  
phases of late arterial, portal venous, and delayed phase. (a) There is no discernible lesion 
on pre-contrast CT image. (b) Late arterial phase image shows heterogeneously hyper-
enhancing mass with mosaic architecture in segment VIII of the liver. Notice enhancement 
of hepatic artery and portal vein branches in late arterial phase. Hepatic veins are not 
enhanced. (c, d) Relative to liver, mass shows hypo-enhancement on (c) portal venous 
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and (d) 3-minute delayed phase images to become iso-attenuating with background 
parenchyma. Mass has capsule appearance in venous phases, shown to best advantage 
in delayed phase. Notice that hepatic veins are enhanced in portal venous and delayed 
phases. (e) Gross pathology photograph of resected specimen confirms progressed, 
encapsulated HCC with expansile growth pattern. Moreover, single-energy CT is more 
susceptible to beam hardening artifacts, especially in a large patient. 
 

 
Figure 2.4 Images in a 51-year-old man with HCC: multiphasic CT technique. (a) Pre-
contrast CT image, (b) Late hepatic arterial phase image, (c) Portal venous, (d) 3-minute 
delayed phase images and (e) Gross pathology photograph of resected specimen 
confirms progressed, encapsulated HCC.(14) 

2.1.1.1 HCC development, growth, and spread 
Hepatocarcinogenesis, the gradual transformation of nonmalignant liver cells into 

HCC, is a complex, multistep process characterized at the molecular and cellular level by 
the progressive accumulation of epigenetic and genetic alterations and at the histologic 
level by the emergence and progression of successively more advanced precancerous, 
early cancerous, and overtly malignantly lesions. 
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Pathologically, multistep hepatocarcinogenesis is characterized by progressive 
dedifferentiation of phenotypically abnormal nodular lesions (Figure 2.5). The evolution is 
driven by the repeated development and expansion of successively less differentiated 
clonal populations, often presenting as sub nodules within parent nodules. Over time, the 
less differentiated populations grow and completely replace the more differentiated 
surrounding tissues. Repeated cycles of clonal development and expansion eventually 
produce lesions with malignant phenotype. The process represents a biologic continuum 
but is arbitrarily divided into discrete steps for simplicity, clinical utility, and investigation. 
Importantly, the process may occur simultaneously at different rates in different parts of 
the liver (multicentric hepatocarcinogenesis). It should be emphasized that although most 
HCCs probably evolve from histologically abnormal precursor lesions, it is possible that 
many HCCs, especially those arising in noncirrhotic livers, may develop from transformed 
malignant cells without transitioning through histologically definable intermediate steps. 
The development of HCC without identifiable histologic precursors is termed “de novo 
hepatocarcinogenesis”. 

Figure 2.5 is schematic drawing illustrates typical changes in intra-nodular 
hemodynamics and Organic anionic transporting polypeptide (OATP) expression during 
multistep hepatocarcinogenesis. As shown, multistep hepatocarcinogenesis is 
characterized by successive selection and expansion of less-differentiated sub-nodules 
within more well differentiated parent nodules. The sub-nodules grow and eventually 
replace (blue arrows) the parent nodules. Progressed HCCs show expansible growth (red 
arrows) and characteristically are encapsulated with fibrous septa. Earlier nodules lack 
these structures and show replacing growth. During hepatocarcinogenesis, the density of 
portal triads diminishes while the density of unpaired arteries increases. The net effect is 
that intra-nodular arterial supply diminishes initially and then increases (bottom graph); 
progressed HCCs typically show arterial hypervascularity compared with background 
liver, while earlier nodules typically do not. OATP expression usually diminishes 
progressively (top graph); progressed HCCs, early HCCs, many high-grade dysplastic 
nodules, and some low-grade dysplastic nodules show OATP under expression 
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compared with background liver. The shaded area in each graph represents the window 
of opportunity to detect nodules at different stages of tumor development based on net 
arterial flow or OATP expression; window of opportunity is larger and begins at earlier 
stages for OATP expression. Note that illustrations and graphs reflect typical changes in 
hemodynamics and OATP expression. Not all nodules exhibit the illustrated 
characteristics. Also note that during tumor development some stages may be skipped 
and not all HCCs arise from histologically definable precursor lesions.(Illustration by Matt 
Skalski, MD; copyright 2014, Radiological Society of North America : RSNA.) 

 
Figure 2.5 Hemodynamic and Organic anionic transporting polypeptide (OATP) 
expression changes during multistep hepatocarcinogenesis.(14)  

Cirrhotic nodules—Cirrhotic nodules, also known as cirrhosis-associated 
regenerative nodules, are innumerable well-defined rounded regions of the cirrhotic 
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parenchyma surrounded by scar tissue and typically measuring 1-15 mm in diameter. 
Cirrhotic nodules larger than 1 cm are called “large cirrhotic nodules” or “large 
regenerative nodules.” Grossly and microscopically, cirrhotic nodules are 
indistinguishable from other cirrhotic nodules in other words, all cirrhotic nodules in a 
given liver resemble each other and no cirrhotic nodule stands out as being distinctive 
from the others. Cirrhotic nodules lack clonal features histologically, and the cells are 
phenotypically normal. For these reasons, cirrhotic nodules usually are considered 
“benign.” The “benignity” of cirrhotic nodules is not unqualified, however. Based on 
molecular analyses, many cirrhotic nodules are clonal expansions of genomically aberrant 
cells, and hepatocytes within cirrhotic nodules may develop dysplastic features and thus 
give rise to dysplastic foci and nodules. As discussed below, most cirrhotic nodules are 
not discernible as individual lesions at in vivo imaging. 

Dysplastic foci—Dysplastic foci are microscopic lesions, arbitrarily less than 1 mm 
in diameter, composed of hepatocytes with precancerous features such as small cell 
change arising within cirrhotic nodules or, if the liver is noncirrhotic, within single lobules. 
These lesions are identified incidentally at histologic evaluation and not detectable by 
means of in vivo imaging. As it is not possible to detect or follow them in vivo, their natural 
history is poorly understood. It is presumed that dysplastic foci may expand to become 
dysplastic nodules. 

Dysplastic nodules.—Dysplastic nodules are nodular lesions, usually 1–1.5 cm in 
diameter, that differ in both macroscopic (size, color, or consistency) and microscopic 
appearance from background parenchyma . They are observed in up to 25% of cirrhotic 
livers but occasionally are detected in noncirrhotic livers and often are multiple. Dysplastic 
nodules are classified as low grade or high grade, depending on the presence of 
cytologic and architectural atypia.  

Histologically, low-grade dysplastic nodules resemble cirrhotic nodules. The 
hepatocytes show no cytologic atypia, and neither expansile sub nodules nor architectural 
alterations beyond those of cirrhotic nodules are observed. Findings that if present 
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distinguish low-grade dysplastic nodules from cirrhotic nodules include unpaired arteries 
and clonelike populations (aggregates of cells with greater copper, iron, or fat 
accumulation than background liver). High grade dysplastic nodules resemble well 
differentiated HCCs. The cells show cellular atypia, although the atypia is insufficient to 
establish a diagnosis of HCC and may exhibit clonelike features. Architectural alterations, 
including arrangement of hepatocytes in thin trabeculae and pseudo-glands, may be 
present. Expansile sub nodules with varying degrees of atypia may be observed.  

Clinically, low-grade dysplastic nodules are considered preneoplastic lesions with 
slightly elevated risk of malignant transformation, while high-grade dysplastic nodules are 
considered advanced precursors of HCC with high risk of transformation. Some high-
grade dysplastic nodules contain one or more sub nodules of well-differentiated or 
moderately differentiated HCC (“nodule-in-nodule” configuration); these are appropriately 
categorized as “HCC arising in high-grade dysplastic nodule”. The CT and MR imaging 
have limited ability to identify and characterize dysplastic nodules. 

Early HCCs— Early HCCs are an incipient stage of HCC development, analogous 
to “carcinoma in situ” or “microinvasive carcinoma” of other organs. Unlike overt 
progressed HCC, which displaces or destroys the liver parenchyma, early HCCs grow by 
gradually replacing the parenchyma; as the cells spread, they surround neighboring 
portal tracts and central veins but do not displace or completely destroy these structures. 
Early HCCs typically measure 1–1.5 cm in diameter and rarely exceed 2 cm. 
Macroscopically, most early HCCs are vaguely nodular with indistinct margins and without 
a tumor capsule. Due to their small size and macroscopic appearance, these lesions 
frequently are termed “vaguely nodular small HCCs” or “small HCCs with indistinct 
margins.”. The lesions are indistinguishable from high-grade dysplastic nodule at gross 
pathologic examination. Histologically, early HCCs consist of small, well-differentiated 
neoplastic cells arranged in irregular but thin trabeculae or pseudoglands. Thus, the 
microscopic appearance closely resembles that of high-grade dysplastic nodules.  

The key distinguishing feature, present in early HCCs but not in high-grade 
dysplastic nodule, is stromal invasion, defined as infiltration of tumor cells into the fibrous 
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tissue surrounding portal tracts retained within the nodule or into the stromal fibrous tissue 
surrounding the nodule. While stromal invasion is characteristic, vascular invasion is not 
observed, and intrahepatic metastasis is exceedingly rare. Early HCCs are considered 
precursors of progressed HCCs, although the rate at which they transform to progressed 
HCC has not been defined.  Moreover, some progressed HCCs probably do not develop 
from early HCCs but rather arise as expansile sub nodules within high-grade dysplastic 
nodules without transitioning through a vaguely nodular morphology. The conventional CT 
and MR imaging have limited sensitivity for the detection of early HCCs, but hepatobiliary 
phase MR imaging shows promise for this purpose. 

Progressed HCCs— Progressed HCCs are overtly malignant lesions with the 
ability to invade vessels and metastasize. Macroscopic and histologic features are 
variable, depending in part on lesion size. Progressed HCCs smaller than 2 cm are 
distinctly nodular with well-defined margins; synonymous terms include “small and 
progressed HCCs” and “small distinctly nodular HCCs.” Unlike early HCCs, small and 
progressed HCCs grow by expanding into and compressing the adjacent parenchyma. 
Characteristically, they are surrounded by a tumor capsule and contain internal fibrous 
septa. Histologically, about 80% of small and progressed HCCs are moderately 
differentiated; the remaining 20% consist of both well-differentiated and moderately 
differentiated components. Architectural abnormalities include thickened plates more 
than three cells wide and arrangement of hepatocytes in trabecular/platelike, 
pseudoglandular/acinar, or solid/compact patterns. A significant proportion of small and 
progressed HCCs are associated with vascular invasion and intrahepatic metastasis. 
HCCs exceeding 2 cm in diameter are known as “large HCCs.” Compared with small and 
progressed HCCs, large HCCs tend to have higher histologic grade, more aggressive 
biologic behavior, and higher frequency of vascular invasion and metastasis. For these 
reasons, it is clinically important to develop imaging techniques that can be used to 
accurately diagnose small HCCs prior to their growth beyond 2 cm. Macroscopically, 
most large HCCs are expansile tumors with nodular morphology and surrounded by tumor 
capsules. Mosaic architecture is characteristic, defined by the presence of multiple 
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internal tumor nodules separated by fibrous septations and areas of hemorrhage, 
necrosis, and occasionally fatty metamorphosis. Histologically, the internal tumor nodules 
may differ in grade, microscopic architectural pattern, and cytologic type. Molecularly, 
they may differ in epigenetic and genetic abnormalities. At least some of these nodules 
appear to arise through clonal divergence from common precursor clonal populations. 
About 5% of large HCCs have an infiltrative rather than an expansile growth pattern; these 
cancers usually are composed of poorly differentiated or undifferentiated cancer cells that 
spread into the surrounding sinusoids and cell plates, causing the tumor boundary to be 
ill defined. 

Multifocal HCC—In more than one-third of patients, HCC is multifocal, defined by 
the presence of tumor nodules unmistakably separated by intervening nonneoplastic 
parenchyma. Multifocality may be due to synchronous development of multiple, 
independent liver tumors (multicentric hepatocarcinogenesis) or intrahepatic metastases 
from a primary tumor. In the former case, the tumors may vary in histologic grade and 
other features; in the latter case, all the tumors are progressed lesions with advanced 
tumor grade. The prognosis of patients with multifocal HCC due to intrahepatic metastasis 
tends to be worse than in those with multicentric development of independent tumors. 
Patients with HCC also are at high risk for future development of new tumors. Due to the 
high frequency with which multiple tumors may develop, patients with HCC sometimes 
cannot be cured by means of surgical resection or ablation; as long as the cancer has not 
spread outside the liver, hepatic transplantation may provide more prolonged survival. 

2.1.1.2 Key alteration during Hepatocarcinogenesis  
Numerous pathophysiologic alterations accompany hepatocarcinogenesis, as 

summarized in Table 2.1. 
Table 2.1 Key Alterations during Hepatocarcinogenesis and their Imaging Implications. 

Alteration Description CT and MR Imaging Implications 
Angiogenesis Unpaired (nontriadal) arteries progressively 

increase during hepatocarcinogenesis 
Low-grade dysplastic nodules usually have similar arterial and portal 
venous flow as cirrhotic nodules. Hence, these nodules usually show iso 
enhancement relative to background liver in the vascular imaging phases. 
High-grade dysplastic nodules and early HCCs usually have diminished 
arterial and portal venous flow. Hence these nodules are usually hypo 
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Angiogenesis, the formation and development of blood vessels, progresses 
during hepatocarcinogenesis. Histologically, angiogenesis is characterized by the 
presence of unpaired (or nontriadal) arteries and sinusoidal capillarization Unpaired 
arteries are isolated arteries unaccompanied by bile ducts or portal veins. These 
abnormal arteries are absent in cirrhotic nodules, are sometimes present in small numbers 

enhanced relative to background liver in the arterial and portal venous 
phases Moderately differentiated, progressed HCCs usually have elevated 
arterial flow with reduced or absent portal venous flow. Hence these 
nodules are typically hyper enhanced in the arterial phase and, although 
the mechanisms are not fully understood, appear to washout in portal 
venous and delayed phases. 

Reduction in portal 
tracts 

Portal tracts (which contain portal veins and 
nontumoral hepatic arteries) progressively 
diminish during hepato-carcinogenesis 

Same as for angiogenesis above 

Venous drainage Venous drainage evolves from hepatic veins 
(cirrhotic nodules, dysplastic nodules, early 
HCCs) to sinusoids (progressed HCCs without 
fibrous capsules) to portal veins (progressed 
HCCs with fibrous capsules) 

Hypervascular progressed HCCs may be associated with perinodular 
corona enhancement in late hepatic arterial or early portal venous phase; 
this is attributed to passage of contrast material from tumor through 
draining sinusoids and portal venules into surrounding sinusoids. Early 
HCCs, being drained by hepatic veins, are not associated with corona 
enhancement. Progressed HCCs tend to invade draining sinusoids and 
portal venules, leading to intrahepatic metastases. These metastases often 
manifest as perilesional satellite nodules in the parenchyma receiving 
venous drainage from the primary tumor. 

Tumor capsule and 
fibrous septa 
formation 

Progressed HCCs frequently have tumor 
capsules and fibrous septa. These structures 
are not observed in cirrhotic nodules, 
dysplastic nodules, or early HCCs. 

The imaging detection of a tumor capsule is strongly suggestive of 
progressed HCC. 

Fat content Fat may accumulate within hepatocytes during 
the early phases of hepatocarcino-genesis 
dysplasia and early HCC). With progression to 
overt HCC, fat usually regresses. 

In a patient with cirrhosis or other risk factors for HCC, a fatty nodule is 
likely to be a dysplastic nodule or an early HCC. Caveat: some progressed 
HCCs also may be fatty. 

Iron content Iron may accumulate within hepatocytes during 
the dysplastic phases of 
hepatocarcinogenesis. With progression to 
HCC, iron usually regresses. 

In a patient with cirrhosis or other risk factors for HCC, a siderotic nodule is 
likely to be a dysplastic nodule and unlikely to be HCC. The development 
of an iron-free subnodule within a siderotic nodule, however, suggests 
incident HCC. 

OATP transporters OATP expression declines during 
hepatocarcinogenesis: expression levels are 
high in cirrhotic nodules and lowgrade 
dysplastic nodules and lower in many high-
grade dysplastic nodules, early HCCs, and 
progressed HCCs 

In a patient with cirrhosis or other risk factors for HCC, a solid nodule that 
is hypointense on hepatobiliary phase T1-weighted MR images after 
administration of a hepatobiliary agent is likely to be a high-grade 
dysplastic nodule or HCC. The differential diagnosis includes iron-rich low-
grade dysplastic nodule and small intrahepatic cholangiocarcinoma. 
Pitfalls: hemangiomas and nodular or confluent areas of fibrosis typically 
appear hypointense in the hepatobiliary phase and may be mistaken for 
HCC. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 20 

in low-grade dysplastic nodules and are present with increasing size and number in high-
grade dysplastic nodules, early HCCs, and progressed HCCs (Figure 2.5). 

Physiologically, the diminution in portal tracts causes a gradual reduction in 
arterial and portal venous flow to the nodule, while the formation of unpaired neo-arteries 
increases arterial flow. The balance is such that in the early phases of 
hepatocarcinogenesis, there is a net decrease in intramodular arterial flow and 
preservation of portal venous flow, while in the later phases, portal blood flow declines 
and eventually becomes absent while net arterial flow increases (Figure 2.5). Thus, low-
grade dysplastic nodules usually have a preserved vascular profile similar to that of 
background cirrhotic nodules; high grade dysplastic nodules and early HCCs tend to 
have diminished arterial and portal venous flow; and moderately differentiated, 
progressed HCCs usually have elevated arterial flow with reduced or absent portal venous 
flow. 

Venous drainage evolves during hepatocarcinogenesis from hepatic veins 
(cirrhotic nodules, dysplastic nodules, early HCCs) to sinusoids (progressed HCCs 
without fibrous capsules) to portal veins (progressed HCCs with fibrous capsules). The 
transition to portal venous drainage may explain in part the predilection of HCC to invade 
into and disseminate via portal compared with hepatic veins. The metastases resulting 
from vascular invasion often manifest as satellite nodules within the venous drainage area 
of the primary tumor. The evolution in venous drainage also may explain the phenomenon 
of corona enhancement. The corona enhancement is an imaging feature of hypervascular, 
progressed HCC. It refers to enhancement of the peritumoral parenchyma that begins a 
few seconds after enhancement of the tumor itself. It is attributed to passage of contrast 
material from the tumor through the draining sinusoids and portal venules into the 
surrounding parenchymal sinusoids, with which the drainage vessels communicate. Early 
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HCCs drain via hepatic veins, not sinusoids or portal venules, and hence do not manifest 
corona enhancement. 

Tumor capsules and fibrous septa are other features that develop during 
hepatocarcinogenesis. These structures are not observed in cirrhotic nodules, dysplastic 
nodules, or early HCCs but are characteristic of nodular progressed HCC, being 
observed in about 70% of these lesions. The capsule surrounds the tumor and consists 
of two layers. The inner layer is composed of tight, relatively pure fibrous tissue containing 
thin, slit-like vascular channels. The outer layer is composed of looser fibrovascular tissue 
containing portal venules, newly formed bile ducts, and prominent sinusoids. The tight 
inner layer is thought to acts as a physical barrier that confines cells within the tumor 
margin, while the narrow transcapsular vascular channels may block tumor cells that have 
accessed the vascular lumen from embolizing downstream. It should be emphasized, 
however, that capsule formation is a feature of advanced HCC; thus, while HCCs with 
intact capsules have a more favorable prognosis than HCCs of similar size and grade 
without capsules or with disrupted capsules, they have a worse prognosis than early 
HCCs, which are unencapsulated. 

Fat Content—During the early phases of hepatocarcinogenesis, hepatocytes may 
accumulate fat, and low-grade dysplastic nodules, high-grade dysplastic nodules, and 
early HCCs may become more steatotic, either focally within clonal-like subnodules or 
diffusely than background liver. The frequency of diffuse intranodular steatosis increases 
from low-grade dysplastic nodule to high-grade dysplastic nodule and then to early HCC, 
with 40% of early HCCs being diffusely steatotic. The frequency of diffuse steatosis peaks 
in early HCCs about 1.5 cm in diameter and declines with increasing tumor size and 
grade. Thus, diffuse fatty change is uncommon in HCCs larger than 3 cm and in 
progressed HCCs; it usually is not observed in poorly differentiated HCC. 

Iron Content— In cirrhotic livers without diffuse iron deposition, iron may 
accumulate preferentially in low-grade dysplastic nodules and some high-grade 
dysplastic nodules. These iron-rich nodules commonly are described as “siderotic 
nodules.” The iron accumulation by these nodules is thought to reflect clonal expansion 
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of hepatocytes with iron avidity. With further dedifferentiation, hepatocytes become 
“resistant” to iron accumulation, and most high-grade dysplastic nodules, early HCCs, 
and progressed HCCs are iron free, including high-grade dysplastic foci and subnodules 
of HCC developing within otherwise siderotic precursor nodules. Thus, in diffusely iron-
overloaded livers, a solid nodule free of iron is likely to be dysplastic or malignant. 

OATP Transporters—Organic anionic transporting polypeptides (OATP) are a 
family of proteins expressed in hepatocytes along the basolateral (sinusoidal) membrane 
and involved in transport of bile salts. Emerging evidence suggests that the expression of 
these transporters diminishes during hepatocarcinogenesis: Expression levels are high in 
cirrhotic nodules and low-grade dysplastic nodules and lower in many high-grade 
dysplastic nodules, early HCCs, and progressed HCCs. Importantly, this suggests that 
OATP8 expression level decreases during hepatocarcinogenesis prior to reduction in 
portal venous flow and prior to complete neo-arterialization and to elevation of arterial flow 
(Figure 2.5), with important implications for imaging-based detection of HCC using 
hepatobiliary agents. 

2.1.2 Dual Energy Computed Tomography (DECT) 

2.1.2.1 History of DECT 
First attempts to use spectral information in computed tomography date back to 

the late 1970s.(15-18) At that time, two separate scans were acquired and either projection 
data or reconstructed data were postprocessed. However, the lacking stability of the CT 
density values, the long scan times which often caused patient motion between scans, 
the limited spatial resolution, and the difficulty of postprocessing were the main reasons 
why the method never achieved broad clinical acceptance.(19)  With the necessity to 
acquire both scans separately, the use of contrast material and its differentiation by dual-
energy or spectral analysis was impossible. Since 2006, dual energy CT has experienced 
a revival and success in clinical application. The main reason was the introduction of dual-
source CT that made it possible to acquire two spiral scans simultaneously with different 
X-ray spectra by running the two X-ray sources at different tube voltages.(20, 21) Currently, 
there are several technical approaches to dual energy CT. 
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2.1.2.2 Clinical motivation of DECT(22) 
CT scanners form images of a material’s linear attenuation coefficient, normalized 

by that of water and displayed in units called Hounsfield Units (HU). 

CT number (HU) =1000 x
μ(material)-μ(water)

μ(water)
        (2.1) 

where  μ(material)is the linear attenuation coefficient of material and μ(water) is the x-ray 
attenuation coefficient of water. 

The linear attenuation coefficient of a tissue depends on its chemical composition 
(effective atomic number, Zeff), mass density (𝜌), and the effective energy of the x-ray 
beam. The mass attenuation coefficient is defined as the linear attenuation coefficient of 
a material divided by its mass density and is dependent only on the material’s chemical 
composition and effective x-ray energy. Generally, higher atomic number and higher 
mass density lead to higher measured CT numbers at a given x-ray energy. It is possible 
for two different materials to have the same CT numbers if one has a higher effective 
atomic number but the other has a higher mass density. However, while the effect of mass 
density on CT numbers is independent of energy, the effect of effective atomic number 
varies significantly with photon energy. Thus, if measurements are made at multiple 
energies, it is possible to decouple the influence of mass density and chemical 
composition on the CT number. 

For materials with the same effective atomic number as water, the CT number is 
independent of energy and quantitatively should reflect the density difference between 
the material and water. This is because CT numbers are defined with respect to the 
attenuation of water for a given x-ray spectrum. For any other material, the CT number will 
be energy dependent, making the physical interpretation of the CT number at a single 
energy ambiguous, as it could be caused by a density or chemical composition 
difference. If one wants to extrapolate the measured CT number to calculate the 
attenuation coefficient of the material at another energy, for example to use for attenuation 
correction in Single photon emission computed tomography (SPECT) or positron emission 
tomography (PET) or for dosimetry in radiation therapy, assumptions regarding material 
composition would need to be made, potentially leading to erroneous results. 
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Dual energy CT can decompose the measured attenuation into quantities that, 
unlike CT numbers, are independent of the x-ray energy. For example, materials with a 
higher effective atomic number than water will have increased CT numbers at lower 
energies. Conversely, materials with a lower effective atomic number than water will have 
lower CT numbers at lower energies. This behavior is expected for materials with low to 
moderate atomic number (e.g., <50) in the diagnostic CT energy range (>30 keV). Higher 
atomic number materials can have their K absorption edge (K-edge) within the measured 
spectrum, and the discontinuity in their attenuation coefficient at the K-edge can allow 
very specific measurement of their concentration.  

The same physical principle that causes the meaning of CT numbers at a single 
energy to be ambiguous also causes beam hardening artifacts. CT systems use 
polychromatic x-ray beams, and the photons at the various energies experience energy 
dependent attenuation. Calibration of attenuation with a single material allows correction 
for beam hardening as long as the attenuation was caused by materials of similar atomic 
number. When that is not the case (e.g., regions containing both soft tissue and bone), 
this correction is inadequate, and artifacts can result. Dual energy CT can better account 
for the polychromatic spectrum, allowing for improved beam-hardening correction.  

Therefore, the motivation for dual energy CT includes: (a) characterization of 
fundamental physical quantities that determine photon attenuation (mass or electron 
density and effective atomic number), (b) separation of materials that may have the same 
CT number at a single energy, (c) improvement in quantitative accuracy, (d) extrapolation 
of photon attenuation to other energies (e.g., for attenuation correction of radionuclide 
images or radiotherapy treatment planning), (e) quantification of contrast agent 
concentration, perhaps even for multiple agents simultaneously, (f) characterization of 
materials for diagnostic specificity or image segmentation, (g) accurate correction of 
beam-hardening effects, and (h) increased conspicuity of iodinated contrast agent. 

2.1.2.3 Physical Principle of Dual Energy CT 
2.1.2.3.A. Dependence of x-ray attenuation on Z, density, and x-ray energy 
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Dual Energy CT relies on the fact that x-ray attenuation characteristics are energy- 
and material-dependent. Without the energy-dependency, attenuation data collected with 
different energy spectra would not provide additional information. Without the material-
dependency, different types of materials could not be differentiated. 

There are three types of interactions of x-ray photons with matter in the diagnostic 
energy range: photoelectric effect, Compton, and coherent scatter. The total mass 
attenuation coefficient, (μ/𝜌)total, of a material is expressed as the summation of the mass 
attenuation coefficients of these interactions: 

(
μ

ρ
)

Total
= (

μ

ρ
)

Photoelectric
+ (

μ

ρ
)

Compton
+ (

μ

ρ
)

Coherent
     (2.2) 

The three mass attenuation coefficients have different dependencies on the input x-ray 

photon energy. In Fig 2.2 (
μ

ρ
)

Photoelectric
, (

μ

ρ
)

Compton
, and (

μ

ρ
)

Coherent
for muscle tissue 

and cortical bone are plotted individually. 

 
Figure 2.6 Mass attenuation coefficients for muscle (a) and cortical bone (b). Note the log-
log scale and that the range of attenuation values on the y-axis differs between muscle 
and cortical bone. 

The graph is on a log-log scale for better visualization of the full dynamic range of 
these coefficients. Examining the mass attenuation coefficients of muscle (Figure 2.6(a)), 
the following observations can be made. First, the contribution of coherent scatter is 
relatively small compared to either the photoelectric effect or Compton scatter in the x-ray 
energy range of CT. Consequently, this type of interaction is typically ignored in the 
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discussion of dual energy CT; only photoelectric effect and Compton scatter are 
considered in the theoretical derivation of dual energy CT material decomposition. It is 
also observed that the photoelectric effect depends strongly on x-ray energy, and at the 
low energy range, this interaction dominates. As the x-ray energy increases, the 
contribution of the photoelectric effect reduces quickly. The energy dependence of 
compton scatter over the x-ray energy range used in CT is much weaker. Thus, as the x-
ray energy increases and the photoelectric interaction decreases, compton scatter 
becomes the dominating interaction. Dual energy CT takes advantage of these 
characteristics to perform material differentiation and decomposition.  

The observations made regarding muscle also hold in the case of cortical bone 
(Figure 2.6(b)). In addition, there is in general a strong dependency of mass attenuation 
coefficients on material (or effective atomic number, Zeff). In comparing the attenuation 
characteristics of muscle and cortical bone, note the difference in the vertical scale 
between two graphs. 

2.1.2.3.B. Requirement for multiple unique energy measurements 
To demonstrate the requirement for multiple unique energy measurements, the 

following example is provided. First, a tissue characterization phantom (Model 467, 
Gammex, Middleton, WI, USA) with a 10 mg/cc iodine/solid-water insert was placed at the 
12 o’clock position and a 50 mg/cc calcium/solid-water insert was placed at the 6 o’clock 
position (Figure 2.7(a)). The phantom was scanned with 140 kV; the reconstructed image 
is shown in (Figure 2.7(b)). Visually, the two inserts are indistinguishable. Without prior 
knowledge, one would draw the erroneous conclusion that both inserts are made of the 
same material. This demonstrates that by relying solely on a single energy image, it is not 
always possible to separate two different materials. Given the energy-dependent nature 
of x-ray attenuation, when the same phantom is scanned with 80 kV, the CT numbers of 
the inserts are very different, as shown in Figure 2.7(c). By examining the same object 
with two different energies, one can differentiate materials that might otherwise look 
identical. 
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2.1.2.3.C. Intuitive description of material decomposition 
By scanning an object at two tube potentials (different energy spectra), one can 

differentiate materials having different effective atomic numbers. For better visualization 
of this concept, consider a coordinate system with the reconstructed CT numbers 
measured from images acquired with two different energy spectra as the x- and y-axis, 
and each material plotted in this two-dimensional space. For example, the reconstructed 
iodine inserts with 10 mg/cc concentration scanned under 80 kV has a CT number of 400 
HU and under 140 kV a CT number of 194 HU. 10 mg/cc iodine, therefore, has a 
characteristic coordinate of (400, 194) in the 80- and 140 kV space (dual energy space). 
If a mixture made exclusively of iodine and a water-equivalent material is scanned with 80 
and 140 kV and has CT numbers that land on the same coordinate, one can assert, with 
relative confidence, that the iodine/water mixture has a concentration of 10mg/cc. If an 
unknown material scanned with 80 kV and 140 kV has CT numbers that land on the same 
coordinate, one can assert that the unknown material has the same attenuation 
characteristics at all x-ray energies as iodine with 10 mg/cc concentration. 

 
Figure 2.7 Intuitive explanation of material differentiation with dual-energy computed 
tomography (WW = 500, WL = 100). (a) Model 467 Gammex phantom built from their 
“Solid Water®” plastic-like material. (b) 140 kV image. (c) 80 kV image. Courtesy of Jiang 
Hsieh, PhD, GE Healthcare Technologies. 

To determine whether the same material (e.g., iodine), but having different 
concentrations, can produce a well-recognized “signature” in this space to allow easy 
identification of the material, one could scan iodine inserts of different concentrations (2, 
2.5, 7.5, 10, 15, and 20 mg/cc) and plot the results in the dual-energy space with the low-
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kV data on the y-axis and the high-kV data on the x-axis.(23) as shown in Figure 2.8. These 
points form a straight line intersecting the origin when the background is water equivalent. 
Similarly, calcium inserts with different concentrations also form a straight line. However, 
the slopes of these lines are different. Therefore, by looking at the slope of the line formed 
by the measured CT numbers in the dual-energy space, one can characterize the material 
of interest. The slope of a line in this coordinate system is frequently referred to as the CT 
number ratio (CTR). When iodine is mixed not with water but with blood, as in clinical 
practice, the line will not intersect the origin; however, the slope of the line will be similar.  

 
Figure 2.8 Computed tomography number measurements of different concentrations of 
iodine/solid-water and calcium/solid-water inserts. Courtesy of Jiang Hsieh, PhD, GE 
Healthcare Technologies. 

To differentiate iodine from calcium, a small zone is placed around each material’s 
line so that any point that falls inside the zone will be classified as the same material, since 
noise and other nonideal properties of CT systems will produce variations in the measured 
CT values. An example of this is shown in Figure 2.8 (light blue zone for calcium and light 
orange zone for iodine). Without a priori information (e.g., system bias), a centerline is 
typically used to separate the two zones. 

2.1.2.3.D. Mathematical description of material decomposition 
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The fundamental mathematical formulation can be traced back to 1976, with many 
subsequent developments having taken place since. Recalling the earlier discussion, the 
total mass attenuation coefficient of a particular material, (μ/𝜌)total, can be considered to 
be the linear combination of the two primary mechanisms for x-ray attenuation in the 
diagnostic imaging energy range: photoelectric effect and Compton scatter. Both effects 
are functions of the x-ray photon energy E. If we denote the mass attenuation functions 
due to the photoelectric effect and Compton scatter by ƒP(E) and ƒC(E) respectively, the 
total mass attenuation coefficient can be described as: 

(
𝜇

𝜌
) (𝐸) = 𝛼𝑝ƒ𝑝(𝐸) + 𝛼𝑐ƒ𝑐(𝐸)        (2.3) 

where 𝛼𝑝 and 𝛼𝑐  represent the energy-independent contributions of 

(
μ

ρ
)

Photoelectric
and (

μ

ρ
)

Compton
,respectively, to the total attenuation. Ignoring the K-edge, 

by ƒP(E) and ƒC(E) are known based on x-ray physics. To determine 𝛼𝑝 and 𝛼𝑐  we need 
two measurements at two different photon energies: EL (low energy) and EH (high energy): 

(
𝜇

𝜌
) (𝐸𝐿) = 𝛼𝑝ƒ𝑝(𝐸𝐿) + 𝛼𝑐ƒ𝑐(𝐸𝐿)   

and  

 (
𝜇

𝜌
) (𝐸𝐻) = 𝛼𝑝ƒ𝑝(𝐸𝐻) + 𝛼𝑐ƒ𝑐(𝐸𝐻)             (2.4) 

Given two measurements and two unknowns, we can solve for 𝛼𝑝 and 𝛼𝑐 . Each 
material-of-interest is now uniquely represented by (𝛼𝑝, 𝛼𝑐) with the photoelectric and 
Compton effects as the basis by which to characterize a material. If the material’s K-edge 
has a significant contribution to the measurements, the K-edge effect needs to be 
included in the model and additional equations (and measurements) may be needed to 
solve for the unknowns. 

The parametric fit model described above is known to have limited accuracy in 
describing real materials due to the fact that molecular interactions are ignored. It can be 
shown that accuracy improves by instead using attenuation functions of real materials. 
From a routine clinical practice point of view, decomposition into physical interaction 
representations photoelectric and Compton effects does not provide a direct linkage to 
human anatomy, pathology, or physiology, making it difficult for a radiologist to interpret 
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the resulting images. Since one objective of dual energy CT is to provide an easy way for 
radiologists to identify different materials, it is more convenient to use known-material 
attenuation functions as the basis of representation. For example, if water and iodine-
attenuation are used as the basis functions, other materials are then represented as a 
mixture or linear combination of these two materials. This approach is often called material 
decomposition. 

To accomplish this, we need to replace the photoelectric and Compton functions, 
ƒP(E) and ƒC(E), by the mass attenuation functions of basis materials A and B, 
(μ/ρ)A (𝐸) and (μ/ρ)A (𝐸)  From Eq. (2.3), the two sets of functions are related by  

 (
μ

ρ
)

A
(E)=αA,pƒp(E)+αA,cƒc(E) 

and  

 (
μ

ρ
)

B
(E)=αB,pƒp(E)+αB,cƒc(E)             (2.5) 

where αA,p, αA,c, αB,p and αB,c represent the contributions of the photoelectric and 
Compton effects for materials A and B respectively. Solving ƒP(E) and ƒC(E) for and 
substituting back into Eq. (2.3), we obtain: 

(
μ

ρ
) (E)=

αpαB,c-αcαB,p

αA,pαB,c-αB,pαA,c
(
μ

ρ
)

A

(E)+
αcαA,p-αpαA,c

αA,pαB,c-αB,pαA,c
(
μ

ρ
)

B

(E) 

                            =βA (
μ

ρ
)

A
(E)+βB (

μ

ρ
)

B
(E)                               (2.6) 

𝛽𝐴 and 𝛽𝐵  are energy independent, indicating that these coefficients are valid for all 
energies above the K-edge of both materials (note that the K-edge effect is ignored in the 
formulation of ƒP and ƒC). Equation (2.6) shows that the mass attenuation coefficient of a 
material can be represented as the linear combination of the mass attenuation coefficients 
of materials A and B. Materials A and B are often called the basis materials and are 
selected such that their effective atomic numbers Zeff are sufficiently different to ensure 
different mass attenuation characteristics. 

For illustration, consider a simple example of using two materials (water and 
iodine) to represent the attenuation characteristics of a third material (calcium). Figure 2.9 
plots the mass attenuation coefficients of three materials: water (green), calcium (red), 
iodine (blue), based on the National Institution of Standard and Technology (NIST) data.(24) 
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The three curves look significantly different in terms of their shapes, especially with the K 
edges of the iodine and calcium. However, if we ignore the low-energy portion (orange 
shaded area of E ≤ 33.2 keV), the three curves are quite similar. In fact, the mass 
attenuation coefficient of calcium can be approximated by a linear combination of the 
mass attenuation coefficients of iodine and water (gray dotted line) : 

            (
μ

ρ
)

calcium
≈ 0.835 (

μ

ρ
)

water
+0.064 (

μ

ρ
)

iodine
          (2.7) 

 
Figure 2.9 (Left) Mass attenuation coefficients of water, calcium, iodine, and the estimated 
mass attenuation coefficient of calcium using a linear combination of iodine and water. 
(Right) Mass attenuation curves of calcium, the estimated mass attenuation coefficient of 
calcium using a linear combination of iodine and water and water and their relative errors 
in the energy range of 33.2 to 150 keV. 

Over the energy range of 33.2 keV < E ≤ 150 keV, the measured and fitted calcium 
mass attenuation curves overlap nicely. A significant difference does exist for the energy 
range below the K-edge of iodine. However, most low-energy x-ray photons are removed 
from the beam by the pre-patient filtration and the patient’s body prior to reaching the CT 
detector, hence, the error caused by ignoring these low-energy photons are small. 

Multiplying both sides of Eq. (2.6) by the mass density ρ yields 

   𝜇(𝐸𝑗) = βA (
μ

ρ
)

A
(𝐸𝑗)ρ+βB (

μ

ρ
)

B
(𝐸𝑗)𝜌,              𝑗 =  𝐿, 𝐻 

                        =  (
μ

ρ
)

A
(𝐸𝑗)𝜌𝐴+ (

μ

ρ
)

B
(𝐸𝑗)𝜌𝐵,                   𝑗 =  𝐿, 𝐻       (2.8) 
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After acquiring two sets of data, one using a high-energy spectrum EH and one 
using a low-energy spectrum EL, and reconstructing two images from these data sets, 
solving Eq. 2.8 on a pixel-by-pixel basis yields images of the mass densities of materials 
A and B. This process is often called image-space material decomposition since the entire 
process is carried out using reconstructed images.  

The underlying assumption is that the reconstructed high and low-energy images 
are accurate and are free of confounding effects, such as beam-hardening. Since such 
assumption is often violated, image-space decomposition algorithms require that beam 
hardening and other sources of bias be carefully addressed during image reconstruction. 

2.1.2.4 Synthetic Images from Dual energy CT 
2.1.2.4.A. Virtual monoenergetic images (VMIs) 
The results of material decomposition include energy-independent information 

that can be used to generate synthetic monoenergetic images, which are also referred to 
as virtual monoenergetic images or virtual mono-chromatic images. These images 
emulate the appearance of a CT study performed with a true monoenergetic photon 
source, for example, a synchrotron x-ray source. In principle, virtual monoenergetic 
images can be generated at any energy, but due to image quality limitations and other 
practical considerations, most dual energy CT platforms provide virtual monoenergetic 
images in the range 40 to 200 keV. Virtual monoenergetic images are available on all 
commercially available dual-energy CT platforms.  

Virtual monoenergetic images are calculated by first determining the mass 
densities of materials A and B, using Eq. (2.8). The virtual monoenergetic image at energy 
Em is generated by 

     𝜇(𝐸𝑚) = (
𝜇

𝜌
)

𝐴
(𝐸𝑚)𝜌𝐴 + (

𝜇

𝜌
)

𝐵
(𝐸𝑚)𝜌𝐵,                      (2.9) 

where(𝜇/𝜌)𝐴,𝐵(𝐸𝑚) is the mass attenuation coefficient for the basis materials A and B 
at energy 𝐸𝑚.  

It has also been demonstrated that the monoenergetic image can be generated 
by the weighted sum of the low- and high-energy images, that is, 

𝐶𝑇(𝐸𝑚) = 𝑤(𝐸𝑚)𝐶𝑇𝐿 + (1 + 𝑤(𝐸𝑚))𝐶𝑇𝐻,           (2.10) 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 33 

where “CT” is the CT number in the low (L) energy or high (H) energy image, and 𝑤(𝐸𝑚) 

is a weighting factor that depends on the desired monoenergetic energy (𝐸𝑚) and the 
effective energies of the low- and high-energy acquisitions. 

Similarly, for material decomposition using the photoelectric and Compton Effect 
contributions, the virtual monoenergetic images can be generated by  

𝜇(𝐸𝑚) = (𝜌𝑝)ƒ
p
(𝐸𝑚) + (𝜌𝑐)ƒ

c
(𝐸𝑚),                  (2.11) 

where ƒp(E) and ƒc(𝐸) are the functions describing the photoelectric and Compton 

mass attenuation coefficients, respectively, and 𝜌𝑝 and 𝜌𝑐  are the associated mass 
densities determined by the material decomposition. 

Projection space decomposition generates the sinogram of basis functions, for 

example, the sinogram of 𝜌𝐴 and 𝜌𝐵  in Eq. (2.8), or the sinograms of 𝜌𝑝 and 𝜌𝑐  in Eq. 
2.11). One can reconstruct the sinograms to create basis-material mass density images 

(𝜌𝐴 and 𝜌𝐵 , or 𝜌𝑝 and 𝜌𝑐) and then convert them to virtual monoenergetic images in 
a manner similar to the image-space method discussed above, that is, Eq. (2.9) or (2.11). 
Alternatively, the sinogram of the basis functions can be directly converted to the 
sinogram of a virtual monoenergetic image at energy Em using 

          𝑃(𝜇(𝐸𝑚)) = 𝑃(𝜌𝐴) (
𝜇

𝜌
)

𝐴
(𝐸𝑚) + 𝑃(𝜌𝐵) (

𝜇

𝜌
)

𝐵
(𝐸𝑚),          (2.12) 

where 𝑃(𝜇(𝐸𝑚)) is the sinogram of the virtual monoenergetic image; the virtual 
monoenergetic image is then created via CT reconstruction. 

Virtual monoenergetic images provide the most accurate CT numbers at the 
different virtual energy levels only for the two basis materials (e.g., water and iodine, or 
water and bone), other materials may have with less accurate CT numbers. Virtual 
monoenergetic images usually have different image noise levels at different energies. A 
low-keV virtual monoenergetic image, for example, 50 keV, has dramatically increased 
noise compared with at higher energy levels, which can mitigate the benefit of increased 
iodine contrast in the low-keV image. CT manufacturers and investigators are continuing 
to develop improved algorithms to overcome this problem and make the noise more 
constant across the entire energy range. 
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2.1.2.4.B. Material-specific or material-removed images 
The results of material decomposition, for example, 𝜌𝐴 and 𝜌𝐵  in Eq. (2.8), is a 

material-specific image that can be presented as the distribution map of each material’s 
mass density. The correct unit for the pixel values corresponding to mass density is 
mg/cc. However, using reasonable assumptions regarding material type and 
measurement energy spectra, some manufacturers convert the density information into 
CT numbers, in Hounsfield units, by multiplying the calculated mass density by the 
estimated mass attenuation coefficient to determine the estimated linear attenuation 
coefficient, and then converting that into Hounsfield units. This serves two purposes. First, 
Hounsfield units are more familiar to the majority of clinical users and second, PACs 
systems frequently misinterpret density information and display the pixel values in 
Hounsfield units.  

Depending on the clinical task, a variety of materials can be selected to generate 
material-specific or material-removed images. Common materials used are iodine and 
water, and their material-specific images are often referred to as iodine or water maps, 
respectively. Other commonly available image pairs include calcium and water images. 
Some manufacturers refer to images where iodine or calcium signal has been removed 
as virtual non contrast or virtual non calcium images, respectively. 

In principle, dual-energy CT generates material-specific image pairs because two 
separate measurements, i.e., at low and high energies, are acquired, which is equivalent 
to solving for two unknowns using two equations. When there are more than two materials 
in the region of interest, either additional information is required, or assumptions have to 
be made to solve the equations. Three material decomposition algorithms often have an 
assumption of volume or mass conservation, that is 

ƒ1 + ƒ2 + ƒ3 = 1                       (2.13) 

where ƒ1, ƒ2 and ƒ3 are the volume or mass fractions of the three components. Based on 
volume conservation, the concept of the material decomposition can be intuitively 

explained as a geometric illustration in Figure 2.10. Points μ1, μ2, and μ3 locate the three 
basis materials in this space. A1, A2, and A3 are the areas of the triangles. The unknown 
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material μ lies inside the triangle (μ1, μ2, and μ3) with volume fractions of (ƒ1, ƒ2 ,ƒ3), so 
= Ai / (A1 + A2 + A3), i = 1, 2, 3. 
 

 
Figure 2.10 Geometric explanation of three material decomposition based on volume 
conservation. The horizontal axis and vertical axis are the linear attenuation coefficients in 
the high- and low-energy images, respectively.  

Understanding the nature of the decomposed image is essential to the correct 
interpretation of material-decomposed images. This is particularly important since the 
naming conventions in commercial systems for material-specific or material-removed 
images imply something that is not physically accurate, namely that “iodine images” 
contain only iodine signal and “water” or “soft-tissue images” contain only water or soft 
tissue. In patients (unlike in simple iodine and water phantoms), when measured 
attenuation data have been decomposed into only two basis images (e.g., iodine and 
water), the resultant signal in a given voxel will contain signal from materials other than 
the iodine and water basis materials (e.g. fat or bone) that are physically present in that 
voxel. A common misconception is that measurements of iodine concentration in the 
iodine image are equal to the actual physical mass density (i.e., concentration) of iodine. 
Instead, all materials present, except those having attenuation properties equivalent to 
water, will contribute some signal to the iodine map. Likewise, all materials present, except 
those having attenuation properties equivalent to iodine, will contribute some signal to the 
water map. 
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Understanding this principle explains why bone is visible in the “iodine map,” and 
why the CT number of fat in the water or soft-tissue image (commercially referred to as a 
“virtual non contrast (VNC)” image) is different than in a conventional true non contrast 
image. For a water-iodine decomposition, the presence of bone or fat violates the 
assumption that only water and iodine are present in the image, neither of which are 
equivalent to bone or fat in terms of attenuation properties as energy is varied. Thus, bone 
or fat attenuation is represented partially in the “iodine-removed” or VNC image and the 
remaining component of bone or fat attenuation is represented in the “water-removed” 
image. Hence, bone will appear in both the “iodine image” and the “water or soft-tissue 
image.” Also, since the VNC image accounts for only a portion of the fat attenuation, fat in 
a VNC image will have a different CT number than fat in a true non contrast CT image. Of 
note, the decomposition may generate negative mass density values for fat, which 
although reasonable from a mathematical perspective, may be difficult to explain to 
clinical users. Thus, some CT manufacturers choose to set negative fat mass density 
values to zero. 

2.1.2.5 Technical Implementation of Dual Energy CT 
2.1.2.5.A. Detector-based methods 
2.1.2.5.A.1. Dual-layer detectors 
Description of technology: Acquisition of two spectrally distinct data sets can be 

achieved using a single x-ray source and two layers of energy-integrating scintillator 
detectors. The thickness and material of each layer determines the energy separation and 
relative noise of the recorded low- and high-energy datasets. In a commercially available 
system (IQon, Philips Healthcare, Cleveland, Ohio, USA), the x-ray tube generates a 
polychromatic beam with a maximum photon energy equal to the peak tube potential 
selected by the user. Low-energy photons from the generated x-ray spectrum are 
selectively absorbed by the top low-density garnet scintillator layer, while high-energy 
photons pass through the top layer and are absorbed by the bottom Gadolinium 
Oxysulfide (G2O2S) layer (Figure 2.11).  
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Conventional CT data are also available from every scan by adding the low- and 
high-energy data together and reconstructing using standard techniques such as iterative 
reconstruction or filtered back-projection. The resulting images are conventional single-
energy CT images, matching those obtained from conventional CT scanner operated with 
a single x-ray tube, single tube potential, and single-layer detector. 

Ideally aligned low- and high-energy data are available from every scan 
performed at 120 or 140 kV. Intrinsic registration of spectral data allows projection domain 
decomposition. Reconstruction of basis pairs is performed with a dedicated spectral 
algorithm. Material characterization and decomposition is performed using basis images 
to create various spectral image types (Figure  2.11). 

 
Figure 2.11 Illustration of acquisition and reconstruction workflow for dual-layer detectors 
technology. 

Diagram in Figure 2.11 shows simultaneous acquisition of low and high energy x-
ray spectra data allows for projection-based spectral decomposition of the data into 
individual basis components with differing energy dependencies, specifically 
photoelectric effect, and Compton scatter components. After decomposition, the data are 
reconstructed to obtain basis pair images. The photoelectric and Compton basis pair 
images can then be processed to obtain several types of spectral images, including both 
attenuation-based and on attenuation-based images. Low- and high-energy data can also 
be combined to create conventional (e.g., 120 kV) images. Asterisk (*) indicates that 
original pixel values may be modified significantly in some areas due to suppression of a 
particular material. 
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Strengths: One of the strengths of dual-layer detector technology is the absence 
of special protocols for dual-energy scanning. Routine scan protocols can be used “as 
is” without increasing dose or changing workflow. Both conventional and dual-energy data 
are available from every 120 and 140 kV scan and the need for dual-energy derived 
images does not have to be identified a priori. This can be particularly helpful for salvaging 
studies with suboptimal contrast enhancement, reducing artifacts on conventional images 
that obscure the region of interest, and improving lesion visualization and 
characterization, including incidentally discovered lesions.  

Energy separation at the detector level yields low- and high energy datasets that 
are spatially and temporally aligned, permitting projection space decomposition. A benefit 
of projection space decomposition is the intrinsic reduction in beam hardening artifacts. 
This registration of spectral data also allows the identification and removal of anti-
correlated noise in basis material raw data sets, facilitating noise suppression while 
preserving signal. Decreased noise in virtual monoenergetic images compared to 
conventional images created from the same data has been achieved using dual-layer 
technology. 

Another strength of dual-layer detector technology is that it imposes no constraints 
on data acquisition related to field of- view, gantry rotation time, or the utilization of dose 
saving tools such as tube current modulation. Additionally, the thickness and material of 
each detector layer can be chosen to provide low- and high-energy data with matching 
noise levels across typical patient sizes. This criterion is commonly used to balance the 
noise levels between the two data sets, as this provides a reasonable approach that is 
relatively robust for multiple applications. Moreover, the dual-layer solution is free from 
additional problems such as patient-induced cross scatter found in the dual-source 
approach and the reduction in spatial resolution due to the view interpolation required in 
the tube potential switching approach. 

Limitations: The use of dual-layer detector technology with a single x-ray source 
has some limitations for dual energy CT. Because the energy separation of spectral data 
sets is limited by the fixed detector design, only scans performed at a tube potential of 
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120 or 140 kV may be used for spectral analysis. Routine scans can be performed at 80 
or 100 kV, but only a conventional data set is available for reconstruction. The spectral 
separation with dual-layer detectors is worse than with approaches using two different 
tube potential settings and filtration of one of the beams, which in principle will require a 
higher radiation dose to the patient to achieve an equivalent CNR in spectral images. This 
is somewhat mitigated by the removal of anti-correlated noise during material 
decomposition in projection space. 

Another limitation of dual-layer detectors is the doubling of electronic noise since 
each reading is based on two channels of data. The detector design and operating 
parameters of the electronics help to minimize the impact of electronic noise. The 
electronic noise contribution typically remains below the quantum noise contribution such 
that the latter typically defines the limits of low dose scans. Finally, detector crosstalk 
between layers can occur, whereby photon interactions in one detector pixel result in 
scattered photons that interact in a different pixel. 

2.1.2.5.A.2. Energy resolving, photon counting CT 
Description of technology: Energy integration versus photon counting: The solid-

state scintillation detectors used in today’s medical CT systems convert x-rays into visible 
light, which is detected by photodiodes coupled to the scintillators. The intensity of the 
light produced per absorbed x-ray quantum and, as a consequence, the electrical signal 
produced per absorbed x-ray quantum, are proportional to the x-ray energy E. The signal 
Sint in the energy integration detector is the integral of the signal from all absorbed x-ray 
flux N(E) over all energies E, with a weighting factor proportional to E. 

𝑆𝑖𝑛𝑡 ≈ ∫ 𝐸 ∙ 𝑁(𝐸)𝑑𝐸
∞

0
                     (2.14) 

Solid-state scintillation detectors do not provide energy-resolved signals. Low-
energy x-ray quanta, which carry most of the low-contrast information about an object, 
particularly iodine containing tissues, are therefore given less weight than are high-energy 
quanta in the integrated signal. 

Photon-counting detectors based on semiconductors such as cadmium-telluride 
(CdTe) or cadmium-zinc-telluride (CZT) directly convert the x-rays into an electrical signal. 
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The absorbed x-rays create electron-hole pairs that are separated in a strong electric field 
(voltage ~ 106 V/m) between the cathode and pixelated anode electrodes on top and at 
the bottom of the detector, respectively (Figure 2.12). The moving electrons induce short 
voltage pulses, with pulse-heights approximately proportional to the x-ray energies E, 
which are individually counted as soon as they exceed a given energy threshold. 

In a basic operation mode, with just one energy threshold E1, all x-ray quanta 
above this threshold energy are counted with the same weight, resulting in a detector 
signal. 

𝑆𝑐𝑜𝑢𝑛𝑡 ≈ ∫ 1 ∙ 𝑁(𝐸)𝑑𝐸
∞

𝐸1
                             (2.15) 

The absence of the down-weighting of the signal from low-energy x-ray quanta 
can improve the CNR of the resultant images, in particular in CT scans using an iodinated 
contrast agent. Since only signals above the energy threshold are detected, low level 
electronic noise below the threshold does not affect the count rates in photon counting 
detectors. This is a major difference from conventional energy-integrating detectors, 
resulting in less image noise and the potential for dose reduction in scans of obese 
patients or in scans acquired at very low radiation dose. 

As illustrated in Figure 2.12, different energy thresholds allow for the discrimination 
of photon energy. Photon counting detectors can simultaneously provide CT data with 
different lower energy thresholds E1, E2, to provide spectrally resolved measurements. 
Physically, the thresholds are realized by different voltages that are fed into pulse-height 
comparator circuits. The pulse heights obtained from the detector are nearly proportional 
to the energies of the detected x-ray photons. Up to six different threshold values have so 
far been used in prototype settings. 

Strengths: By implementing two or more energy thresholds for data read-out, 
photon counting detectors can provide spectral (dual- or multi-energy) data using 
standard CT scanners without modifications other than the detector type. Spectral 
information is available in any scan, with no limitations in the choice of scan parameters 
such as tube potential, gantry rotation time or pitch, or in the use of anatomical tube 
current modulation to adapt the radiation dose to the patient’s anatomy. The inherent 
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spatial and temporal alignment of the CT data at different energy levels benefits scans of 
moving organs, such as the heart, and enables the use of projection-based material 
decomposition. There is no additional scattered radiation that needs to be taken care of, 
such as the cross-scatter in dual source CT. With photon counting detectors, spectral 
data are routinely acquired, with the images at the lowest energy threshold used for 
standard diagnosis (similar to today’s single energy CT images), and spectral information 
retrospectively available if clinically needed. 

 

 
Figure 2.12 Schematic drawing of a direct-converting photon counting detector (top) and 
the x-ray photons are counted in the respective energy bins as soon as they exceed the 
corresponding energy thresholds (bottom). 

A technique referred to as K-edge imaging can be used to decompose materials 
into more than two basis materials (where one undergoes primarily Compton scattering 
interactions and the other undergoes primarily photoelectric interactions). Specifically, 
higher atomic number materials that have K-edges within the diagnostic CT energy range 
can be used as additional basis materials because their absorption edge discontinuities 
differentiate these materials from linear combinations of non-K-edge materials. 
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Limitations: main limitation of photon counting detectors today is the finite pulse-
width of the detected x-ray pulses, which currently have a full-width-at-half-maximum 
(FWHM) of 10 ns and more. This leads to pulse pile-up at high x-ray flux values, as is 
common in medical CT. Pulse pile-up results in overlapping low-energy pulses being 
incorrectly registered as a fewer number of high-energy pulses, or several overlapping 
pulses being counted as only one pulse. As a consequence, photon counting detectors 
can saturate at high x-ray flux values, leading to significant quantum losses and increased 
image noise. 

Another problem is count-rate drift. Non-homogeneously distributed crystal 
defects in the sensor material can cause trapping of electrons and holes, a build-up of 
space charges, and a modification of the electric field distribution. This changes the 
characteristics of the signal pulses in the individual detector elements and may lead to 
severe ring artifacts in images at higher flux values. Significant progress has been made 
in reducing count-rate drift to acceptable levels. 

The spectral separation of photon counting detectors is affected by unavoidable 
physical effects, such as signal splitting at pixel borders (charge sharing) or energy loss 
of the x-ray quanta due to K-escape. K-escape occurs due to preferential absorption of 
photon energies near the K-edge(s) of the detector material and the consequential release 
of characteristic x-rays. Charge sharing and K-escape events lead to a double counting 
of x-ray quanta at the wrong energies and therefore to a reduction in spectral separation. 

2.1.2.5.B. Source-based methods 
2.1.2.5.B.1 Consecutive volume or helical acquisitions with different tube 

potentials per rotation 
Description of technology: Wide-volume dual-energy imaging using two 

consecutive acquisitions takes advantage of the extended z-axis coverage available in a 
single axial rotation with wide-area detectors, such as the 16-cm Aquilion ONE detector 
introduced by Toshiba Medical Systems in 2009. In standard imaging applications, a 16-
cm detector provides isotropic volume coverage of entire organs or regions of interest in 
a single 0.275 s gantry rotation. For dual-energy applications, full organ coverage using 
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two gantry rotations at the same location, each at a different tube potential value, allows 
for projection space alignment and projection data-based material decomposition. When 
longer scan lengths are required, two helical scans performed with the identical trajectory 
may also be used. The noise level of the low- and high-energy acquisitions are controlled 
independently by adjusting the tube current value when the tube potentials are switched. 

Strengths: A strength of the wide-area detector, two consecutive rotations 
approach to dual-energy CT is alignment of the projection space data, provided that there 
is no patient motion between the two gantry rotations. In addition, this approach lets the 
user take advantage of the automatic exposure control (AEC) system to adapt the tube 
current according to patient attenuation. This allows the image noise level to be matched 
between the low- and high-energy data acquisitions. Finally, this approach has stable 
tube potential values over the duration of the acquisition. 

Limitations: The main limitation of the two consecutive acquisition approach to 
dual energy is motion misregistration and temporal alignment, as it can take as long as 
500 milliseconds to switch from one tube potential to another between acquisitions. This 
limits its use in patients who move between acquisitions, in anatomic regions that undergo 
significant movement between acquisitions, such as in cardiac applications, or for tissues 
with rapid changes in contrast concentrations. 

2.1.2.5.B.2 Acquisitions with rapid tube potential switching 
Description of technology: The collection of low- and high-energy data sets by 

rapidly switching the tube potential back and forth between the low and high settings is 
often referred to as fast-kV switching. The switching of the tube potential enables the 
acquisition of data from two different energy spectra that are closely aligned temporally 
and spatially. The first commercial scanner for routine clinical imaging using fast-kV 
switching was introduced by GE Healthcare in 2008 (Discovery CT750 HDTM). In fast kV 
switching, the x-ray tube potential is switched on a view-to-view basis. The acquired 
projection dataset is an interleaved sinogram, as shown in Figure 2.13. Due to the 
temporal offset of the low- and high-energy projections, data interpolation is used to 
achieve data consistency between the low- and high energy projections so that 
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projection-space material decomposition can be performed. To maintain spatial resolution 
and reduce view-aliasing artifacts, the number of views collected per gantry rotation is 
more than doubled compared to a single tube potential scan. At a typical clinical rotation 
speed, the tube potentials, and therefore the output x-ray spectra, are changed within a 
fraction of a millisecond between 80 and 140 kV.  

When more than two thousand views are collected per gantry rotation, the angular 
difference between adjacent 80- and 140-kV projections is smaller than 0.18°. This 
ensures that the neighboring views collected with different tube potentials correspond to 
the same patient anatomy viewed at nearly the same orientation. The adjacent views are 
also collected within a fraction of a millisecond to ensure that patient anatomy is minimally 
changed due to patient motion. These two properties allow the material decomposition to 
be carried out in the projection-space. 

The image generation process is as follows. The original interleaved 80- and 140-
kV projections are sorted into two sinograms: 80 and 140 kV. Projection-space material 
decomposition is carried out and water (iodine)- and iodine (water)- density projections 
are generated. (On the GE system, the first material listed is the basis material being 
displayed and the material listed within the parenthesis is the other basis material used 
for the two-material decomposition). Tomographic reconstruction is then applied to these 
projections to produce water (iodine)- and iodine (water)-density images. Other images, 
such as virtual monoenergetic images, different basis-material pairs, or effective atomic 
number images can be calculated from the water and iodine pair. The entire process is 
pictorially depicted in Figure 2.13. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 45 

 
Figure 2.13 Illustration of fast kV switching, material decomposition and image 
reconstruction process. 

Strengths: Since projection-space material decomposition is used in fast-kV 
switching, beam-hardening induced artifacts can be significantly reduced, which is 
important for accurate dual-energy material quantitation. Furthermore, the fast-kV 
switching technique results in nearly simultaneous acquisition of the low- and high-energy 
projections, ensuring that motion-related issues are minimized. Since both sets of 
projections are acquired with the same detector used for routine CT imaging, the entire 
50 cm field-of-view is covered (this is true for any detector-based methods if the 
detector(s) cover a 50 cm field-of-view). Finally, the ability to independently adjust the 
measured low- and high-energy flux based on the integration time for each energy’s 
projections enables optimization of the system noise performance by taking into 
consideration the difference in patient attenuation characteristics between the two tube 
potentials. 

Limitations: In the current commercial implementation of the fast kV switching, the 
x-ray tube current cannot be changed dynamically during data acquisition. Hence, tube 
current modulation is not possible, which decreases the dose efficiency of the 
examination and limits the ability of the system to adapt to regions of increased patient 
attenuation. However, this is mainly due to hardware limitations on the existing system and 
is not a fundamental limitation of the fast kV switching technology. 

Both the finite switching time between the low and high tube potential settings and 
the finite detector temporal response introduce signal contamination between the low and 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 46 

high-energy measurements, which reduces the accuracy of material quantitation and 
increases noise in images based on material decomposition. This contamination worsens 
as gantry rotation time is decreased, so the system software currently prevents the use of 
gantry rotation times of less than approximately 500 ms, which may limit the quality of 
cardiac examinations.  

Additionally, because a single x-ray tube is used to collect all projection data and 
only a very short time exists between the acquisition of the low and high energy 
projections, further optimization of spectral separation by adding prefiltration to the high-
energy beam would be difficult to achieve in practice, as it would require a system to 
move the filter into and out of the beam at extremely high rates and in a manner that was 
perfectly synchronized with the kV switching. Therefore, the energy separation for kV 
switching is worse than that of the dual-source approach, which allows the use of different 
beam filtration for the x-ray tube operating at the lower tube potential and the x-ray tube 
operating at the higher tube potential. 

2.1.2.5.B.3. Beam filtration techniques 
Description of technology: In 1980, a simple technique for obtaining dual-energy 

information from a standard CT acquisition was described. The authors proposed to filter 
the two halves of the x-ray fan beam differently and use a 360° scan to obtain complete 
projection data for both spectra. This method has been implemented in a commercial CT 
scanner (SOMATOM Edge and SOMATOM go. All, Siemens Healthcare GmbH, 
Forchheim, Germany). The x-ray beam, however, is now split in the longitudinal direction 
and not in the fan beam direction. This is possible because of the multirow detector 
geometry, which was not available in 1980. Two different prefilters in the tube collimator 
housing are used to split the beam (Fig. 2.10). One half of the multirow detector in the 
scan direction sees an x-ray beam filtered with 0.6 mm tin; compared to the standard 120 
kV spectrum, the mean energy of this prefiltered spectrum is increased. The other half of 
the detector sees an x-ray beam filtered with a thin gold filter; as a consequence of the K-
edge of gold at 80.7 keV, the mean energy of this spectrum is decreased with respect to 
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a conventional 120 kV spectrum. The total attenuation of the prefilters is adjusted to 
balance the radiation dose of the low- and high-energy portions of the beam. 

The CT system may be operated in a spiral (helical) scan mode with a gantry 
rotation time as fast as 0.28 s and with pitch values up to 0.5 (referring to the full z-width 
of the detector). In this manner, each half of the detector along the z axis acquires a 
complete spiral dataset, and both low- and high-energy images can be reconstructed at 
any z-position as an input into image-based material decomposition techniques. 

 
Figure 2.14 Principle of a dual-energy computed tomography acquisition technique that 
uses a beam filter in the tube collimator housing to split the x-ray beam in the longitudinal 
direction. 

Strengths: Beam filtration techniques enable dual-energy scans with standard CT 
systems, with only small modifications of the tube collimator. No special tube or generator 
requirements are necessary. The dual-energy information is obtained over the full 50 cm 
diameter scan field of view and the radiation dose to the patient can be optimized by 
means of anatomical tube current modulation. A mixed image (a weighted average of low- 
and high-energy images that simulates a standard 120-kV image) dataset is the primary 
output of the acquisition. This enables routine dual-energy CT scanning while providing 
data similar to conventional imaging protocols. Compared with single-energy CT, similar 
image noise in the mixed images was demonstrated at 17% lower radiation dose. 
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Limitations: The spectral separation with beam filtration techniques is not as good 
as when two different tube potential settings are used. Furthermore, a powerful x-ray tube 
is required because the prefiltration absorbs a significant portion of the x-ray flux, in turn 
limiting the use of this technique to nonobese patients. The maximum spiral pitch of 0.5 
somewhat limits maximum volume coverage speed, albeit the use of 0.28 or 0.3 s rotation 
times can usually compensate for this limitation. Finally, scattered photons from the low-
energy spectrum can be detected and counted as originating from the high-energy 
spectrum, and vice-versa. 

2.1.2.5.B.4. Dual-source acquisitions 
Description of technology: A dual-source CT (DSCT) is a CT system with two 

measurements systems, i.e., two x-ray tubes and two corresponding detectors, offset 
within the gantry at an angle of about 90°. Both measurement systems acquire scan data 
simultaneously at the same anatomical level of the patient (same z-position) (Fig. 2.11). 
Dual energy data can be acquired by simultaneously operating both x-ray tubes at 
different tube potential settings, for example, 80 and 140 kV. 

 
Figure 2.15 Open gantry of a 1st generation dual source computed tomography (CT) left). 
Schematic drawing of the tube-detector configuration of a 1st generation dual-source CT 
(DSCT) (center) and a 2nd generation DSCT (right), which has an increased scan field of 
view for detector B (right). 

In 2006, the first DSCT was commercially introduced (SOMATOM Definition, 
Siemens Healthcare GmbH, Forchheim, Germany). Its two acquisition systems, A and B, 
were mounted onto the rotating gantry with an angular offset of exactly 90°, this was 
changed to an angular offset of 95° for the 2nd and 3rd generation DSCT systems (Fig. 13). 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 49 

Detector A covers the full scan field of view of 50 cm diameter, while detector B is 
restricted to a smaller field of view of 26 cm (1st generation), 33 cm (2nd generation), or 
35.6 cm (3rd generation), as a consequence of space limitations on the gantry. 

Strengths: With DSCT systems, the scan parameters (e.g., tube current and 
potential) can be individually adjusted for both measurement systems, resulting in a 
balanced radiation dose distribution between the low- and the high-energy scans. A wide 
range of routine scan protocols is available, with no restrictions in the choice of scan 
parameters such as gantry rotation time. Use of anatomical tube current modulation allows 
adaptation of the radiation dose to the patient’s anatomy. Mixed images (a weighted 
average of low- and high-energy images) are routinely available, allowing dual-energy CT 
scans to be performed in routine clinical practice similar to conventional imaging 
protocols, with dual-energy information available when needed. 

DSCT systems have the further ability to optimize spectral separation by 
introducing additional prefiltration into the high-energy beam, e.g., by means of a filter 
that can be moved into the beam when needed and moved out for nondual- energy 
applications. Dual-energy CT image quality and quantitative accuracy increases with 
better separation of the energy spectra. Energy separation results in increased image 
noise in basis-material decomposition, which has to be compensated for by increased 
radiation dose. The 2nd generation DSCT is equipped with a 0.4 mm thick tin (Sn) filter to 
shift the mean energy of the 140 kV spectrum from 86 to 97 keV (after 20 cm water), as 
illustrated in Figure 2.16. The mean energy of the 80 kV spectrum is 60 keV. The 3 rd 
generation DSCT provides a 150 kV x-ray tube potential with more aggressive tin 
prefiltration (0.6 mm) to shift the mean energy of the 150 kV spectrum to 107 keV (Figure 
2.12). As additional benefits, the tin filter narrows the high energy spectrum, resulting in 
better dose efficiency and less beam hardening artifacts. 

CTR can be used to quantify the performance of a dual energy CT acquisition 
technique with regard to energy separation and material differentiation capability. The 
CTR for iodine, a commonly used basis material for material decomposition in contrast-
enhanced CT scans, increases from ~2 using the 80/140 kV x-ray tube potential 
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combination to ~3.4 using the 80/150 kV with 0.6 mm tin prefiltration x-ray tube potential 
combination (measured using a 20 cm water phantom). A larger CTR value results in 
better-conditioned equations for basis-material differentiation and leads to less image 
noise in the material-specific images. Alternative metrics to indicate the material 
differentiation capability of a dual-energy CT system include dual-energy index (DEI), 
dual-energy ratio (DER), and LAR, some of which take into account the effect of the 
background material, can be found in the literature. 

 
Figure 2.16 Typical 80 and 140 kV spectra (after 20 cm water), normalized to equal areas 
under the curves (top). 80 kV spectrum and 140 kV spectrum with additional 0.4 mm tin 
prefiltration (center), and 80 kV spectrum and 150 kV spectrum with additional 0.6 mm tin 
prefiltration (bottom). 
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Limitations: Dual-energy evaluations with DSCT are restricted to the smaller 
central scan field of view of the smaller detector B. Mixed images, however, are obtained 
over the full 50 cm scan field of view.  

Projection-based dual energy algorithms cannot be used with DSCT because the 
low- and high-energy projections are not simultaneously acquired at the same z-position. 
Dual energy algorithms are therefore image based. While there exists a theoretical 
advantage to projection-based algorithm, image-based methods have been shown to be 
practically equivalent for certain clinical tasks. One prerequisite is the validity of the thin 
absorber model. With water and iodine as basis materials, the maximum x-ray attenuation 
of the iodine along any measured ray path must be small enough to assume a linear 
contribution to the total attenuation. This holds for iodine samples with integrated 
attenuation up to ~5000 HU•cm in water and is violated only in clinical situations where 
extremely high local concentrations of iodine are present, such as in CT nephrographic50 
or cardiac studies. As a second pre-requisite, the CT number of water and the CT 
numbers of small iodine samples should be independent of their position within the 
scanned object. To create these conditions, DSCT scanners are equipped with optimized 
bowtie filters to obtain adequate beam hardening. The patient, however, must be centered 
within the scan field of view.  

Finally, cross-scattered radiation, i.e., scattered radiation originating from tube A 
and detected by detector B, and vice versa, has to be carefully corrected for to avoid 
distortions of CT numbers by cupping or streaking artifacts. This can be done either by 
measurement of cross-scattered radiation or by model-based approaches. 

2.1.3 Image quality assessment in CT.(25) 
The rapid development and complexity of new x-ray computed tomography (CT) 

technologies, the increased utilization of CT, and the need for evidence-based 
optimization of image quality with respect to radiation and contrast media dose call for an 
updated approach to evaluating the performance of CT systems. In light of the availability 
and increasing clinical use of new CT technologies, it is particularly important to assess 
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image quality using task-specific metrics that are more relevant to predicting the 
performance of a CT system and protocols for clinical imaging tasks. 

2.1.3.A. Task Transfer Function (TTF) 
When the imaging system is known to behave nonlinearly (e.g., in the case of iterative 
reconstruction), a measured modulation transfer function (MTF) may not represent the 
imaging system’s response to an arbitrary input object (as would be the case for a truly 
linear system). In this scenario, the system resolution becomes dependent on the object 
contrast and background noise level. Therefore, the MTF is not general but rather “task-
specific” and is denoted as a TTF. A TTF is measured in identical fashion as an MTF. 
However, when reporting a TTF, the background noise (pixel standard deviation, SD), 
object’s contrast, and object’s radial location should be included. Denoting the MTF as 
the TTF emphasizes that the system resolution is influenced by those factors. This 
emphasis becomes important when computing task-based performance or when 
comparing resolution between different imaging systems or conditions. Traditionally, an 
MTF is measured using high-contrast objects, while a TTF should be measured for objects 
of a contrast that represents the imaging task under study. 

The technique for estimating both the in-plane and z-direction TTF from the CT 
ACR 464 phantom is illustrated in Figure 2.17. The in-plane TTF is measured based on a 
circular region of interest (ROI) around one of the rods in module 1. From this ROI, it is 
possible to identify the center of the rod, and then calculate the distance of each pixel in 
the ROI from the center. The plot of HU values vs. distance makes up the edge spread 
function (ESF) (bottom left). The data points in the raw noisy ESF (blue dots) are binned 
and averaged to achieve a smooth ESF (red line). The derivative of the smooth ESF is 
estimated to get a line spread function, which is then Fourier transformed to get the task 
transfer function (bottom right). The TTF curves can be summarized by the spatial 
frequencies at which the TTF reaches 50% and 10%, denoted as f50 and f10, respectively. 
Various free software resources are available to assist with these analyses. 

In this method,(26-28)  a circular ROI with a radius about twice that of the phantom 
rod is roughly centered about the rod. The exact center location of the rod is estimated in 
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each image by finding the maximum of the cross-correlation between the image data and 
an idealized image of the phantom rod at upsampled resolution (to allow higher precision 
in center identification).  

 
Figure 2.17 The technique for estimating both the in-plane and z-direction TTF from the 
CT ACR 464 phantom. 

The precise center location of the rod is estimated for each image, and each 
pixel’s radial distance from the center is calculated. An ESF is then generated by binning 
and averaging pixel CT numbers as a function of radial distance. Radial bin widths of 
1/10th the image pixel size are recommended. The derivative of the ESF is taken to yield 
the LSF. The TTF is finally computed as the magnitude of discrete Fourier transform of the 
LSF (normalized by the DC component). Once the TTF is computed, the 50% and 10% 
frequencies (f50 and f10) can be determined and used to summarize the system resolution 
under the given acquisition/reconstruction conditions. It is also important to report the 
contrast and noise conditions under which the TTF was measured.  
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2.1.3.B. Noise Power Spectrum (NPS) 
To characterize noise and noise texture of the CT system under reference 

conditions and establish baseline values for targeted imaging conditions with methods 
applicable to both linear and nonlinear reconstruction algorithms. 

• Noise magnitude: standard deviation (SD) of pixel values  

• Noise texture: visual impression of the image noise (e.g., fine or coarse). CT 
images have a distinct noise texture as a result of the noise correlations introduced 
in the image reconstruction process. The noise texture has a large impact on the 
perceived quality of a CT image and can be quantitatively characterized by the 
noise autocorrelation or the noise power spectrum. 

• Noise Power Spectrum (NPS): Fourier transform of the noise autocorrelation, 
describing the distribution of noise variance in terms of spatial frequencies. Noise 
stationarity is assumed for computation of the NPS from the noise autocorrelation. 

 
Figure 2.18 Noise texture analysis using the NPS. 

The water phantom(s) or other uniform phantoms of relevant diameter to mimic the 
attenuation of a patient’s body or head, should be scanned with sampling representative 
protocol and dose conditions of interest. For noise magnitude, the average pixel SD 
across a minimum of three images is used as the output. The three images could come 
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from repeated acquisitions or from slices (ideally non-consecutive) from the same 
acquisition. For noise texture, the peak frequency, ƒP, and the average frequency, ƒA are 
reported as summary metrics, which describe the overall frequency content of the NPS 
as 

ƒ𝑝 = 𝑎𝑟𝑔 𝑚𝑎𝑥[𝑁𝑃𝑆(𝑓)]                            (2.15) 
and  

ƒ𝐴 =
∫ ƒ𝑥𝑁𝑃𝑆(𝑓)𝑑ƒ

∫ 𝑁𝑃𝑆(𝑓)𝑑ƒ
                                    (2.16) 

Where ƒ is the radial spatial frequency (i.e., ƒ = √ƒx
2+ƒy

2  and NPS(ƒ) is the radially re 
binned/aver Figure 2.18.(29) 

The formulation of the NPS assumes that the noise is wide-sense stationary within 
the ROI. This assumption may not be valid for very large ROIs due to the known global 
nonuniformity of CT noise. Ensure the areas sampled for noise determination represent 
predefined local areas void of artifacts and noise disparity. 

2.1.3.C. Detectability index (d’) 
To characterize CT system performance in terms of a Fourier domain-task-based 

detectability index using the quasi-linear assumption of linear and wide-sense stationary 
system behavior within a local spatial, contrast, and noise domain. The underlying idea 
behind task-based image quality assessment is to quantify image quality by estimating 
how well a human or mathematical observer (i.e., reader) could perform some predefined 
task (e.g., detection of a subtle signal) on the images in question. Thus, a task-based 
image quality metric is more related to how well an image performs in delivering 
diagnostic information. As a result, task-based image quality metrics are well suited to 
characterize and/or compare image quality between imaging conditions in which noise 
magnitude, noise texture, and/or resolution might be variable.  

CNR on the other hand is only useful as a very simple first-order approximation of 
low-contrast detectability under fixed noise texture and resolution conditions. In other 
words, it would not be appropriate to compare different reconstruction kernels or 
algorithms on the basis of CNR. Specifically, using CNR as the basis of estimating dose 
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reduction potential for iterative reconstruction algorithms (compared to FBP) or different 
kernels should not be done and could provide highly misleading and suboptimal results. 

Detectability index (d’) is a task-based detection performance metric (often 
referred to as d’ or d-prime). Any task-based image quality assessment technique has 
three primary components: (1) a task to be performed (usually the detection of a subtle 
lesion/signal), (2) an observer to perform the task (typically a mathematical detection 
algorithm, sometimes a human reader), and (3) images to be assessed. Based on the 
foundational mathematics of signal detection theory, one can imagine an ensemble of 
images acquired under identical conditions, some with a target signal to be detected and 
some without. The observer processes the image data and outputs a scalar response 
variable for each image, proportional to the observer’s confidence that a signal is present. 
This results in two distributions of the response variable (signal-present and signal-
absent). The greater the separation between those distributions, the better the observer 
is at correctly detecting the signal. The detectability index, d’, quantifies this degree of 
separation and is essentially the signal-to-noise ratio of the observer’s response variable 
for the aforementioned signal-present and signal-absent distributions. Mathematically, the 
square of d’ is the squared difference in the distribution means, divided by their average 
variances. One would expect a different d’ for different tasks, different observers, and/or 
images acquired under different conditions. In this section, the task considered is the 
detection of a circular signal as defined by a task function (W task, see below) and the 
mathematical observer used is a non-prewhitening matched filter (NPW, see below). It 
turns out that one can compute the detectability index, d’NPW, for this observer in the 
Fourier domain based on measurements of system resolution (TTF), and noise (NPS) as 
shown below. To do this calculation, it is also necessary to define the properties (e.g., 
size, shape, contrast, and contrast-profile) of the signal be detected. These properties are 
encoded in the task function, Wtask. The detectability index is interpreted as a metric of 
image quality due to its relation to low-contrast detectability (i.e., an increase in d’NPW 
implies the signal is easier to detect and thus image quality is better). Such Fourier-domain 
metrics have been shown to agree closely with human observer studies for linear shift-
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invariant (LSI) systems and are being adapted for use in nonlinear systems that are 
evaluated in a quasilinear state (e.g., IR algorithms). 

• Task Function (Wtask): Fourier transform of the signal to be detected (e.g., a 10-mm 
circular lesion with a contrast of 10 HU). As mentioned above and described in 
detail below, measuring d’ involves defining the properties (size, shape, contrast, 
and contrast-profile) of the signal to be detected. These properties can be 
encoded in this task function. Common task functions correspond to circular low-
contrast signals having diameters between 1 to 10 mm. Suggested mathematical 
formulations are provided below. 

• Non-prewhitening matched filter (NPW): this observer model compares the image 
of interest to a template consisting of the expected signal via cross-correlation. 
This model has been shown to correlate strongly with human performance for low-
contrast detection tasks. The detectability index for this model, d’NPW, can be 
computed in the Fourier domain for a given Wtask based on measurements of the 
system’s TTF and NPS as shown below. 

For each acquisition and phantom insert, estimate the TTF and then define a task 
function, Wtask by first synthesizing an ideal image of a signal to be detected. The Wtask is 
defined as the Fourier transform of this synthesized signal. As common approximations, 
the shape of the signal may be circular with either a rectangular or designer contrast-
profile (Figure 2.19).(27) respectively, formulated as 

c(r)=C ∏ (rD/2), or c(r)=C [1- (
2r

D
)

2

]
n

,                       (2.17) 

where c is the value of the signal at a radial distance r, C denotes the peak contrast of the 
signal against the background in HU, ∏is the rect function, D is the signal diameter, and 
n is a constant dictating the sharpness of the edge of the designer contrast-profile (as n 
decreases, edge sharpness increases, recommended value is 1, with alternative values 
ranging between 0.25 to 2). Note that in the designer profile equation, D denotes the 
diameter at which the contrast reaches zero. The apparent (i.e., visual) diameter of the 
signal might be lower than D depending on the chosen value of n. In some cases, it is 
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useful to parameterize the object’s diameter by its full-width-at-half-maximum (FWHM), 
which can be computed as a function of D: 

𝐹𝑊𝐻𝑀 = 𝐷√1 − 0.51/2                    (2.18) 
Three diameters for the signals are recommended: large (10 mm), medium (5 

mm), and small (1 mm). Note that the contrast, C, of the signal should roughly match the 
contrast of the insert used to measure the TTF. An ideal range is between 10 and 100 HU. 
Next calculate Wtask by taking the Fourier transform of the synthesized image. Finally 
calculate d’NPW as 

𝑑′𝑁𝑃𝑊
2 =

[∬|𝑊𝑡𝑎𝑠𝑘(𝑢,𝑣)|2𝑥𝑇𝑇𝐹2(𝑢,𝑣)𝑑𝑢𝑑𝑣]2

∬|𝑊𝑡𝑎𝑠𝑘(𝑢,𝑣)|2𝑥 𝑇𝑇𝐹2(𝑢,𝑣)𝑥𝑁𝑃𝑆(𝑢,𝑣)𝑑𝑢𝑑𝑣
.          (2.19) 

where u and v are the spatial frequencies corresponding to the x and y direction, 
respectively. This formulation of the detectability index, based on the non-prewhitening 
matched filter, assesses detection in two-dimensional images, thus using 2D integrals. 
Using the recommended protocols above, it is possible to assess image quality as a 
function of dose, tube potential, tube current modulation setting, phantom size, task size, 
task contrast, image thickness, reconstruction algorithm, and reconstruction kernel, thus 
offering a system characterization over a wide sampling of operational settings. 

When creating Wtask, be sure that the assumed contrast of the object to be 
detected and the insert used to measure the TTF are similar. Also be sure to report the 
contrast of the insert and noise conditions under which the TTF was measured. 

Non-prewhitening matched filter is only one among many such observer models 
that can be used to integrate and extend the resolution and noise properties of an imaging 
system toward the performance for a defined task.(30) However, the use of this model 
(NPW) to standardize the process based on a model, has shown strong correlation with 
observer data.(31, 32) 
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Figure 2.19 Examples of the synthesized signals to be detected. The Fourier transform of 
such a signal is the task function, Wtask, which is an important component of the 
detectability index calculation. Signals of three sizes are shown, with the top rows showing 
signals with a designer contrast profile and the bottom row with a rectangular contrast 
profile.(27) 

2.1.4 Three-dimensional (3-D) Printing. 
The three-dimensional (3D) printing technology was firstly invented in the early 

1980s to fill the requirement for rapid engineering of design prototypes. The process, also 
known as “rapid prototyping (RP)” and “additive manufacturing (AM),” widely expanded 
in the fields of architecture and manufacturing in the 1990s. Today there is a multitude of 
diverse 3D printing technologies that can manufacture objects using a vast array of 
materials, from thermoplastics and polymers to metal, it is capable to fulfill most 
engineering and design needs.  This layer-by-layer production method provides greater 
flexibility and creativity in the design process.  

The Standard Tessellation Language or, as also commonly referred to, the 
stereolithography file format, abbreviated as “STL.”, is used to communicate with 3D 
printer. The STL format defines surfaces as a collection of triangles (called facets) that 
perfectly fit together without any gaps, like a jigsaw puzzle. 3D printers use data encoded 
in the STL file format to successively fuse or deposit thin layers of material. 
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3D-Printing technology has ability to produce three-dimensional (3D) objects and 
provides potential for developing reproducible and sophisticated physical phantoms. 3D 
printing technology can help rapidly develop relatively low-cost phantoms with 
appropriate complexities, which are useful in performance testing in imaging or dosimetry 
measurements. 

2.1.4.A. Fused deposition modelling process 
Fused deposition modelling (FDM) or Fused Filament Fabrication (FFF) is one of 

the most common techniques in additive manufacturing (AM) processes. This technique 
was developed by Scott Crump in 1989 and has been boosted throughout the subsequent 
years. In this technology, the filament is fed into one or more extruder. The gear 
mechanism in the extruder pulls the filament and pushes it down to the heater, where the 
filament gets melted. The melting temperature depends on the type of filament used and 
generally ranges from 190°C for PLA to 300°C for Polycarbonate. This melted filament 
then flows to the nozzle. The nozzle deposits the melt filament selectively on the print bed 
in the shape of the layer of the object being printed. The nozzle and/or the print bed move 
in the x–y plane in a path precomputed by the printer driver software to efficiently trace 
the shape of the printed object at each layer. After the first layer is printed, the print bed 
moves down (for some kinds of printer, the print bed is fixed, and the nozzle moves up) 
for a small distance (this distance is called layer thickness) to print the second layer. This 
time the first layer and the second layer are still hot and as a result, they fuse together for 
a strong bond. This process repeats and continues until the complete model is printed. 
Once extruded at each location occupied by the object, the material hardens by cooling. 
The material is typically a filament wound on a coil which is unreeled by motors feeding it 
to the extrusion head. 
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Figure 2.20 Schematic of the FDM process. (Available from: How FDM/FFF 3D Printing 
Technology Works? - Manufactur3D (manufactur3dmag.com)) 

Various thermoplastics including Acrylonitrile butadiene styrene (ABS) and 
polylactic acid (PLA) plastics, and polymers including biocompatible polyether ether 
ketone (PEEK) and metals can be printed with FDM. 

2.1.4.B. Fused deposition modelling process parameters.(33) 
In FDM, many parameters affect the surface quality and mechanical properties of 

the printed product. Therefore, the key to achieve high quality is to optimize the critical 
factors to minimize errors during the printing process. The main parameters which affect 
the final products are explained as follows: 

• Filling pattern is an important factor that affects the mechanical properties and 
stiffness of fabricates. It comes in different shapes and geometries (Figure 3a). 
The percentage of infill controls the part shape, which can be either solid or hollow. 
The percentage of infill starts from 0% to 100%. The pattern shape is either cubic, 
linear, rectilinear, honeycomb or wiggle. 

• Nozzle temperature is a vital factor, which changes from 170°C to 220°C based 
on the material melting point. The poor temperature in the nozzle affects layer 
adhesion and the printing process. 

https://manufactur3dmag.com/working-fdm-fff-3d-printing-technology/#THE_PROCESS_HOW_FDM_WORKS
https://manufactur3dmag.com/working-fdm-fff-3d-printing-technology/#THE_PROCESS_HOW_FDM_WORKS
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• Bed temperature is one element that use to control the melted material. The 
temperature range is from 0°C to 80°C, depending on material properties. 

• Nozzle diameter affects the surface quality and mechanical properties of 
products. The size of the nozzles is from 0.2 mm to 0.8 mm., smaller nozzle 
diameter prints more precise products, but requires a longer time. 

• Build orientation affect to mechanical properties and surface textures of printed 
product. Products can be printed at different angles (0° to 180°) and in x, y and z 
directions. 

• Air gap is space between the adjacent raster and the beads of FDM on the same 
layer. Both air gap and orientation affect the tensile strength of the products. The 
negative air gap (-0.003) increased the strength and stiffness of 3D-printed 
products. 

• Layer thickness or layer height is the thickness of the gap between the nozzle and 
bed, which explains the width of each layer. Thereby, setting the nozzle in the 
correct distance should be done as it directly correlates with the nozzle diameter.  
The value of layer thickness is from 0.06 mm to 0.6 mm. By decreasing the layer 
thickness, the quality of the product is increased while the printing time is 
maximized. 

• Raster width and raster angles are the width of the material bead and raster 
pattern angle in the x-direction. Warping and shrinkage are due to these factors. 

• Printing Speed is the speed of printing in the unit of mm/s. The printing speed can 
be varied depending on the material and can affect the quality of printed products. 
The high printing speed decreases the cooling time of the layers during printing. 
Therefore, printing speed should be chosen wisely to prevent defects. 
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2.2 Literature review 
 With technological advancement of dual-energy CT in abdominal imaging, the 
clinical studies demonstrated potential benefits of dual-energy virtual monochromatic 
images (VMIs) in improvement of the liver lesion conspicuity and reduced the beam 
hardening artifact has been conducted. Hanson et al.(9) performed qualitatively 
assessment between single-energy low tube potential (SE-LTP) and dual-energy virtual 
monochromatic (DE-VM) images in clinical CT images, by comparing the liver lesions 
conspicuity, artifacts, and radiologist preferences in dose-matched. Thirty-one patients 
with 72 proven liver lesions (21 benign, 51 malignant) underwent full-dose contrast 
enhanced DECT. Half-dose images were obtained using single tube reconstruction of the 
dual-source SE-LTP projection data (80 or 100 kV), and by inserting noise into dual-energy 
projection data, with DE-VM images reconstructed from 40 to 70 keV. The images were 
evaluated using multi-reader evaluation by qualitative scoring of lesion conspicuity, image 
noise, sharpness, and artifact. For the quantitative analysis, the liver to lesion CNR was 
calculated. The results showed that at the same applied dose level, liver lesions were 
more conspicuous using DE-VM compared to SE-LTP; however, SE-LTP images were 
preferred more than any single DE-VM energy level, likely due to lower noise and artifacts. 
In this study the lesions were identified prior to the reader study, therefore they solely 
compared lesion conspicuity but did not measure lesion detection and characterization 
to measure observer performance. 

For the quantitatively assessment of lesion detectability, traditional image quality 
metrics, such as contrast-to-noise ratio, have become inadequate indicators of clinical 
imaging. In 2019, the report of American Association of Physicists in Medicine (AAPM) 
task group 233(25) recommend  using advanced image quality matric(i.e., NPS, TTF) and 
task-based image quality (i.e., detectability index, d’) that more directly reflect clinical 
performance. In addition, the concept have been investigated by Cheng et.al.(34)  They 
conducted the study to extend and validate the assessment of detectability index for 
detection of hepatic metastasis in clinical abdomen CT images. Their study indicated that 
algorithmic assessment of lesion detection and perceptual quality can predict observer 
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assessment for detecting hepatic metastasis with strongly correlation. From their study, it 
can be concluded that the detectability index provides a robust reflection of overall image 
quality for detecting hepatic lesions under clinical CT imaging conditions. This 
demonstrates the concept of utilizing the measure to quantitatively assess the quality of 
the information content that different imaging conditions can provide for the same clinical 
imaging task, which enables targeted optimization of clinical CT systems to minimize 
clinical and patient risks. 

There are studies used tasked-based image quality to evaluate the spectral 
performance of dual-energy CT (DECT) among the different dual energy technology. In 
2021, Greffier, J., et al.(39) firstly reported the comparison of the spectral performance on 
four DECT platforms; fast kV-switching CT (KVSCT), split filter CT(SFCT),dual-source CT 
(DSCT), and dual-layer CT (DLCT), using task-based image quality assessment for 
abdominal imaging based on phantom data. The phantoms (ACR QA phantom (Gammex 
464) and Multi-energy CT phantom model 1472 (Sun Nuclear)) were scanned using the 
classical parameters of abdomen-pelvic CT with the CTDIvol of 10 mGy. The virtual 
monochromatic images (VMIs) were created at 40 to 70 keV for the assessment of NPS 
and TTF. The d’ were then computed to model the detection task of two contrast 
enhancement lesions (soft tissue and blood-mimicking iodine at 2 mg/cc and 4 mg/cc) as 
a function of keV. They reported that the noise magnitude decreases as increasing the 
keV from 40 to 70, and the highest noise magnitude values were found for KVSCT and 
SFCT and the lowest for DSCT and DLCT. The TTF values decreased with the increase of 
keV deteriorating the spatial resolution. Their results showed that among the different 
energy levels (40-70 keV) the higher detectability (d’ value) was obtained at 40 keV for 
DLCT, DSCT, and SFCT but at 70 keV for KVSCT for both contrast enhancement lesions. 
The detectability tends to be higher in DLCT and DSCT platform compared to other 
platform and the highest d’ was found for DLCT for the lowest energy levels (40 keV). The 
novelty of their study is that the task-based image quality assessment is firstly reported 
for DECT acquisitions to show the benefit of using low keV for the detection of contrast-
enhanced lesions. However, the authors mentioned for several limitations in their study. 
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The image acquisitions were performed for only one dose level and a single standard soft 
tissue kernel for each platform is used. The impact of the choice of kVp pair for DECT 
platforms on spectral performance depending on the size of the patient have not been 
studied. Moreover, instead of using iterative reconstruction (IR), this study used the 
filtered-back projection method to reconstruct the images which may not reflect to the 
actual performance of current clinical protocols. 

The authors, Greffier, J., et al.(35) , also conducted the study on the impact of four 
kVp combinations 100/Sn150 kVp, 90/Sn150 kVp, 80/Sn150 kVp, and 70/Sn150 kVp 
available in a dual-source dual energy CT on spectral performance of abdominal imaging. 
Their study firstly assesses the noise magnitude (HU), noise texture (fav), spatial resolution 
(TTF50%), and detectability (d’) of two focal liver lesions (liver metastasis and HCC), in 
addition to the accuracy of iodine quantification. They concluded that for abdominal 
imaging and the lowest energy levels, the use of 70/Sn150 kVp presented the lowest 
image noise and the highest detectability of two small focal liver lesions in VMIs. However, 
using the 100/Sn150 kVp pair provides the better result on optimum image noise and 
detectability on mixed images and highest accuracy of iodine concentration. Again, the 
effect of dose level, difference in patient size, the use of iterative reconstruction or other 
kernel and variation of pitch have not been carried out. The study including these factors 
should be conducted to add the clinically relevant. 

In addition to the improvement of lesion contrast from low keV-VMI, the dual 
energy CT-based iodine quantification (DECT-IQ) has been shown to improve lesion 
detection and characterization and to enable monitoring of tumor treatment response in 
oncologic imaging of the abdomen and pelvis CT. Several clinical studies demonstrated 
its capability to distinguish malignant from benign lesions as well as metastatic from non-
metastatic lymph nodes. Recently, the potential for DECT-IQ as a predictive pre- and post-
treatment imaging biomarker has been investigated. Therefore, there are many studies 
reported the accuracy of DECT-IQ and determine the minimum detectable different in 
iodine concentration in different dual energy CT. Euler et.al (41) investigated the impact 
of scan- and patient-related factors on the error and the minimum detectable difference 
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in iodine concentration among different generations of single-source (SS) fast kV-
switching and dual-source (DS) dual-energy CT (DECT). In their study, a custom 
abdominal phantom was fabricated using a 3D-printer with additional peripheral ring to 
simulate medium and large size patient. There are 8 fillable cylinder rods, contain different 
iodine concentration solutions of 0.2, 0.4, 0.6, 0.8, 1.0, 1.2, 2.4, and 4 mgI/cc. The 
phantom was scan under different scanner condition and their results showed that the 
DECT-IQ error was significantly higher with increasing phantom size and decreasing 
radiation dose. In addition, the minimum detectable difference in iodine concentration 
depends on patient- and scan-related factors and ranged from 0.4 to 1.5 mgI/cc. These 
studies imply that the radiologists should be aware of the relatively high error ranges of 
DECT-IQ, especially in large-sized patients. 

As mentioned earlier, to assess image quality and evaluate the performance of CT 
imaging, physical phantoms having the specific properties and lesions are highly 
desirable. The traditional techniques to construct the customized phantoms is high in 
costs and is limited to accommodate personalized patient’s pathological features. 
Additive manufacturing, or three-dimensional (3-D) printing, has been widely used in 
industry and recently it has been applied in medicine. This layer-by-layer production 
method provides greater flexibility and creativity in the design process. Ma et.al.,(42) 
studied on the systematically testing and analysis of mechanical and medical imaging 
properties for three 3D printed materials of polylactic acid (PLA), polyamide 12 (PA12) 
and light curing resin (LCR). The mechanical and medical imaging properties of the three 
materials, such as elastic modulus, density, effective atomic number, X-ray attenuation 
coefficient, computed tomography (CT) number, and acoustic properties, were 
investigated. If we focused on the properties related to x-ray CT, their results showed that 
x-ray attenuation coefficient of materials decreased with increasing tube voltage (from 40–
120kVp range) in the order of μ(LCR) > μ(PLA) > μ(PA12). The difference of material 
color would not cause a significant change in μ value. For CT number, PLA and LCR were 
comparable with skeleton tissue when PA12 was close to adipose. The order of the density 
and the effective atomic number product (ρ* Zeff ) agreed with the results obtained from 
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μ measurements. The ρZeff of LCR was similar to that of some bones; PLA and PA12 were 
close to some soft tissues. This can be summarized as 3D printed materials could be used 
as tissue equivalent materials to simulate some soft and bone tissues, when using 3D 
printing technology to construct a phantom. In addition, their results provided clear 
guidance in selecting materials suitable as fat, bone, and soft properties. 
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CHAPTER 3 
RESEARCH METHODOLOGY  

3.1 Research hypothesis 
• The hepatic lesion detectability in abdomen dual energy CT is better than by 120 

kVp single energy CT. 
• The hepatic lesion detectability is affected by dual energy CT scan parameters, 

and patient characteristics. 

3.2 Research questions 
• What is hepatic lesion detectability on dual energy CT imaging? 
• Which factors influence the hepatic lesion detectability on dual-energy CT 

imaging? 

3.3 Research objectives 
• To determine the hepatic lesion detectability in abdomen from various phantom 

sizes by dual-energy CT imaging. 
• To investigate factors affecting the detectability of hepatic lesion in abdomen by 

dual-energy CT imaging.  

3.4 Scope of work 
This phantom study is performed to determine the hepatic lesion detectability in dual 

energy CT using dual source dual energy CT platform. The detectability was assessed by 
using mathematical model observer to quantify the detectability index for enhancing 
hepatic lesions on abdomen dual energy CT images. 

3.5 Research design 
Observational descriptive study. 
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3.6  Conceptual framework 
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3.7 Research design model 
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3.8 Expected benefit 
• The abdomen dual energy CT protocols enhanced the low contrast hepatic lesion 

detectability. 

3.9 Variable measurement 
Independent variables are kV combination, virtual monoenergetic energy level 

(keV), iodine concentration, phantom size. 
Dependent variable is detectability index and iodine quantification error for 

hepatic lesions. 

3.10 Data collection 
The QRM liver phantom was scanned using abdomen dual energy CT protocol 

with various acquisition and reconstruction parameters. The image data were sent to the 
computer workstation to generate the virtual monoenergetic images at different energy 
levels. The outcome images at different imaging condition were exported as DICOM file 
to be imported into image quality analysis software (ImQuest) to measure the TTF, NPS 
and then computed the detectability index of each imaging condition. The results were 
exported into comma separated values (.cvs) format and further used for data analysis. 
In addition, the data acquired from 3D printing liver nodule phantom were scanned with 
the same DECT acquisition parameters. The acquired DECT data set were also sent to 
the computer workstation using dual energy application to measure the iodine density 
compared to the true values. The data were recorded in Excel. 

3.11 Data analysis 
The obtained detectability index (d’) from various imaging parameters were 

reported in tabulate format. In addition, the image quality data: contrast, TTF, and NPS 
were plotted against virtual monoenergetic energy levels to demonstrate the trend and 
the characteristic of d’ as a function of acquisition and reconstruction parameters. 

For the assessment of iodine quantification error, the measured values were 
compared to the true values and % deviation were also calculated.  
The minimum and maximum were determined for both results to indicate the best and 
poor imaging conditions between various phantom size and lesion characteristics. 
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3.12 Outcome 
The detectability index (d’) and iodine quantification error for different phantom 

sizes, parameter settings in DECT were estimated. The impacts on acquisition and 
reconstruction DECT parameters to the d’ and iodine quantification were investigated and 
reported. 

3.13 Statistical analysis 
The descriptive statistic of average, standard deviation minimum and maximum 

were analyzed using the Microsoft Excel program. 

3.14 Ethical Consideration 
This research was conducted in phantom; however, the research proposal had 

been submitted to the institutional review board (IRB) of Faculty of Medicine, 
Chulalongkorn University. According to the criteria, the research proposal has been 
categorized as “exemption for IRB” review and approved with the COE No. 012/2019 and 
IRB No. 260/62.  
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CHAPTER 4 
MATERIALS AND METHODS 

4.1 Materials 
To simulate the patient attenuation for abdomen dual energy CT, two 

anthropomorphic liver phantoms had been used in this study. Those were QRM-Liver-
Phantom for the lesion detectability study and the 3D printing phantom for the iodine 
quantification study. 

4.1.1 Anthropomorphic abdomen phantom 
Phantom model QRM Moehrendorf, Germany was used. The size of elliptical 

phantom is 300 mm x 200 mm x 100 mm in major-diameter x minor-diameter x thickness 
respectively with the weight of 4200 g. The phantom is designed in a modular construction 
principle and made up with three changeable parts: the anthropomorphic abdomen 
phantom body, the liver-insert, and the spleen-insert (Figure 4.1). The tissue equivalent 
plastic material was used for abdomen body with the CT No. of 35±5 HU at 120 kV, respect 
to the density and x-ray attenuation characteristics. In this study, only the body phantom 
and spleen insert part were used.  

 
Figure 4.1 QRM-Liver-Phantom with exchangeable liver insert with liver nodules(left). The 
abdomen body part comprises of spleen insert and spine. The schematic drawing of the 
liver phantom is shown on the middle and the Two sizes of extension rings (M and L) to 
simulate the attenuation in larger patient shown on the right. Source: 
https://www.qrm.de/en/ 

 For the liver insert, there are two types of nodules; Type 1 hypoattenuating 
(hypodense) nodule and Type 2 hyperattenuating (hyperdense) nodule which has a CT 
of 45 HU and 180 HU at 220 kVp respectively (Fig 4.2). In this study, the arterial phase 
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enhancement liver lesion is target lesion therefore the simulated hyperattenuating nodule 
(type2) was investigated. 

 To determine the influence of higher attenuation in larger patient size on image 
quality, the elliptical shape extension rings were used combining with the abdomen body 
phantom. The extension rings used in this study are produced with tissue-equivalent 
material (at 120 kVp) for medium size (M) with major and minor diameter of 350 mm x 250 
mm and fat-equivalent material with major and minor diameter of 400 mm x 300 mm for 
large size (L) Figure 4.1. 

 
Figure 4.2 CT image acquired at 120 kVp demonstrated Type1-hypodense liver nodules 
(45 HU) (left) and Type 2-hyperdense liver nodules (180 HU) (right).  

4.1.2 3D-Printer 
This study aims to investigate iodine quantification for hepatic lesion with different 

iodine concentrations, but the standard QRM liver nodule phantom contains only 2 
concentrations therefore the customized liver phantom was made using 3D-printing 
technology. The ROKIT model INVIVO is 3D-bioprinting technology using fused 
deposition modelling (FDM) technique. The nozzle diameter is 0.2 mm with maximum 
printing speed of 20 mm/s and minimum layer thickness of 0.8 mm. The capable building 
size is 100x100x80 mm. The printer is compatible with a wide range of materials including 
standard materials such as thermoplastics (i.e., PLA, ABS) and Bio-ink/organic (i.e., 
biopolymer filaments, hydrogels). This printer was supported by M3D Laboratory Faculty 
of Engineering, Chulalongkorn University, Bangkok. 
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4.1.3 Printing Filament 
The polylactic acid (PLA) material manufactured eSUN, is used as printing 

filament with the filament properties according to Table 4.1. The eSuN PLA plus has a 
high purity and nontoxic materials. The filament diameter is 1.75 mm (dimension accuracy 
at +/- 0.05mm). The extruder temperature of 210-230°C and bed temperature of 45-60°C 
are recommended. The filament properties and recommended printing parameters of 
eSuN PLA plus is shown in Table 4.1. 
Table 4.1 The filament properties and Recommended printing parameters of eSuN PLA 
plus. 

Filament properties 
3D printing filament PLA+ 
Density (g/cm3) 1.23 
Heat Distortion Temp. (°C/MPa) 53 
Melt Flow index (g/ mins) 5 (190°C/2.16kg) 
Tensile Strength (MPa) 4 
Elongation at break (%) 20 
Flexural Strength (MPa) 74 
Flexural Modulus (MPa) 1973 
Durability 4/10 
Printability 9/10 
Recommended printing parameters 
Extruder temperature (°C) 210-230°C 

Recommended 
temperature: 210°C 

Bed Temperature (°C) 45-60°C 
Fan speed 100% 
Printing speed 40-100 mm/s 
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Figure 4.3 The ROKIT INVIVO is a hybrid 3D bioprinter made by ROKIT, a manufacturer 
from South Korea. The INVIVO is suitable for biomedical applications.  
Source: https://www.aniwaa.com/product/3d-printers/rokit-3dison-invivo/ 

4.1.4 Simulated liver nodules 
The iodinated contrast media solution for injection, 300 mgI/cc of Iohexol 

(Omipaque®, GE Healthcare, Cork, Ireland) was diluted with sterile water to make a 
different iodine concentration solution for simulated liver nodules at 1.0, 2.0, 2.5, 3.0, 3.5 
and 5.0 mgI/cc. The pipette ( BRAND® Transferpette® S) with a tip volume of 0.1 cc (1000 
μL) was used as a high-quality liquid handling equipment to ensure the accuracy of 
pipetting. 

4.1.5 Dual-energy CT System 
The dual energy CT scanner used in this study is SIEMENS Somatom ® Force 

(Siemens Healthineers, Forchheim, Germany) installed at Bumrungrad International 
Hospital, Bangkok, Thailand in the year 2016 (Figure 4.4). This is the third-generation dual 
source dual energy CT system using two x-ray tubes and two corresponding detectors (A 
and B) offset within the gantry orthogonally at an angle of about 95°. Due to the specific 
design of the tube-detector configuration, when the dual energy acquisition is performed, 
the field of view (FOV) on detector A is fully at 500 mm but limited to 356 mm FOV on 
detector B. For the DECT acquisition, the kV combination is selected where tube “A” 
delivers a low-kVp beam and tube “B” delivers a high-kVp beam and the kV combination 
is noted by low-kVp/high-kVp. This generation had been introduced with a new high-kV 
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tube (tube B) operates at 150 kVp equipped with 0.6 mm tin filter, these new features 
enable an improvement of the material discrimination via increased spectral separation.  
The choices of kV combinations in this generation are generally at 80/Sn150, 90/Sn150, 
and 100/Sn150. In addition, the new powerful x-ray tube provides the higher x-ray tube 
current to overcome the limitation of maximum tube current at low kVp or ultra-high pitch 
settings. The technical specification of SIEMENS Somatom® Force was shown in Table 
4.2. 

The DECT synthetic images are generated using the image-based method by 
Syngo.via software (version VB30A_HF06) which is built on the client-server platformed. 
The images data from low and high kV are generally sent to the Dual energy application 
to create the different synthetic images or to perform the quantitative assessment (i.e., 
VMI, iodine quantification, liver fat, etc.) The Syngo.Via provides configurable, automatic 
mapping of the case-relevant Dual Energy applications based on the body region and the 
use of contrast medium, e.g., syngo.CT Virtual Unenhanced is selectable in the user 
interface (UI) if the case of contrast enhanced abdomen images is acquired. 
Table 4.2 Technical Specifications of SIEMENS Somatom® Force.  

X-ray tubes 2 x VectronTM X-ray tubes 
Detectors 2 x StellarInfinity detectors with anti-scatter 3D collimator 

grid 
Number of acquired slices 384 (2 × 192) slices 
Rotation time up to 0.25 s 
Temporal resolution up to 66 ms 
Generator power 240 kW (2 x 120 kW) 
kV settings: SE mode 70 – 150 kV, in steps of 10 kV 
kV settings: DE mode 80/Sn150, 90/Sn150, 100/Sn150 
Spatial resolution 0.24 mm 
Max. scan speed 737 mm/s with Turbo Flash 
Table load up to 307 kg/676 lbs. 
Gantry opening 78 cm 
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Figure 4.4 SIEMENS Somatom ® Force (Siemens Healthineers, Forchheim, Germany) 
installed at Bumrungrad International Hospital, Bangkok, Thailand. 

 
Figure 4.5 The  Syngo.Via software version VB30A_HF06. 

4.1.6 Image quality assessment software 
In this study, the tasked base image quality was assessed by using the imQuest 

software, version 7.1, it is an open-source software package developed by Duke Clinical 
Imaging Physics Group available at https://deckard.duhs.duke.edu/~samei/tg233.html 
(Figure 4.6). The software was used to assess spatial resolution using the task transfer 
function (TTF), noise magnitude and texture using the noise power spectrum (NPS), and 
to estimate the ability of radiologist to detect specific lesions by using detectability index 
(d’). 

https://deckard.duhs.duke.edu/~samei/tg233.html
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Figure 4.6 The user interface of imQuest software developed by Duke Clinical Imaging 
Physics Group. 

4.2 Methods 

4.2.1 Liver nodule phantom design and construction 
 The phantom was designed and fabricated to have key characteristics as 
following: 

• X-ray attenuation as the contrast enhancement liver tissue  
• Homogeneous density in uniform parts  
• Solid with no air gap inside the solid part 
• Waterproof and no water leakage 
• Accurate in size and geometry to fit with QRM body phantom and more accurate 

in results. 
This process was conducted with helps and supports by the colleagues from M3D 

Laboratory, Faculty of Engineering, Chulalongkorn University, Bangkok, Thailand. The 
customized liver nodule insert was fabricated as following steps. 

4.2.1.A Phantom Design 
The QRM liver phantom was scanned by using CT scanner and the images were 

exported into DICOM files for images segmentation process to extract the actual shape 
and size of liver phantom. The liver phantom was then designed by using SOLIDWORKS 
software. Due to the limit of capable building size of the 3D printer that can print the 
maximum size of 100x100x80 mm, the phantom was designed to be separated into 3 
smaller parts (Figure 4.7) where each part containing the holes for insertion of cylindrical 
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container of simulated liver nodules. The rods were designed to be in the cylindrical shape 
with 30 mm in diameter and 50 mm in height, there is a central rod with 15 mm diameter 
for filling the iodine solution. 

(a) (b)  

(c)  
Figure 4.7 The liver phantom was constructed as 3 separated  small parts (a) each part 
consists of the empty holes for inserted removable cylindrical container with simulated 
liver nodule of 15 mm diameter inserted (c). 

4.2.1.B Materials selection  
The available printing materials compatible to FDM 3D-printer were included and 

preliminary test by scanning with CT scanner. The CT No. of materials were measured 
and compared to the actual liver attenuation measure in clinical CT images. Finally, the 
PLA was selected as a printing material. 
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4.2.1.C Printing parameter optimization 
The customized phantom was designed to produce the liver nodule insert rod that 

can contain the iodine liquid solution, therefore the key characteristics of printing phantom 
is watertight. The printing parameters were optimized for PLA with predefined printing 
parameter of the 100% infill, 0.4 mm line width, extruder temperature of 230°C and bed 
temperature of 60°C. The printing speed was varied from 30,40,60, and 70 mm/s and 
layer height of 0.1, 0.15, 0.2 mm. The test objects were printed into a square shape with 
the size of 15x15 mm and thickness of 5 mm, using the parameter described earlier and 
then was scanned by the DECT acquisition to investigate the impact of the printing 
parameter to the CT No. Finally, the printing parameters of 30 mm/s printing speed and 
0.1 mm layer height were used in this study. 

The 3D-printed phantom with simulated liver nodule inserted rods were placed 
appropriately into the QRM abdomen phantom and was used to scan for the study in part 
of  dual energy iodine quantification (Figure 4.8). 

 
Figure 4.8 The customized 3D-printed liver nodule phantom with the liver nodule inserted 
rods. The different iodine concentration was filled inside the rods. 

4.2.2 Dual energy Image acquisition 
The QRM and customized 3D printing liver phantoms were scanned under the 

abdomen DECT acquisition protocol with the following parameters: collimation of 128x0.6 
mm, gantry rotation 0.5 sec, pitch of 0.6. To investigate the influence of the DECT 
acquisition parameters, the parameters were varied as following: 3 kV-combinations 
(80/Sn150, 90/Sn150, 100/Sn150). This study performed based on the clinical abdomen 
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protocol, the automatic tube current modulation (ATCM) was activated in all scans and 
the quality reference mAs was adjusted for tube A and automatically computed by the 
system for tube B, therefore they were adjusted as 400/200, 300/188 and 250/125 for 
80/Sn150, 90/Sn150 and 100/Sn150 respectively.  
Table 4.3 The summary of dual energy CT parameters used for each phantom scan. 

Acquisition mode Dual energy (DE) 
kVp setting 80/Sn150 90/Sn150 100/Sn150 
Quality reference mAs*(A/B) 400/200 300/188 250/125 
Rotation time 0.5 s 
Pitch 0.6 
Slice acquisition 128x0.6 mm 
Reconstruction method ADMIRE (2) 
Reconstruction Kernel Br36, Qr36 
DFOV (mm) S: 320 

M: 360 
L: 420 

*For DECT acquisition, Quality reference mAs is adjusted only for tube “A” and tube “B” will be 
automatically computed by the system. 

Each phantom was placed at the center of CT gantry and was scanned three times 
with the same acquisition and reconstruction parameters for each protocol. Raw data 
were reconstructed by using level 2 (Strength 2) of advanced modeled iterative 
reconstruction (ADMIRE) using the standard soft tissue reconstruction kernel (Br36) in 
clinical practice for abdomen CT. The extension rings were added to the QRM abdomen 
liver phantom to simulate the higher patient attenuation for medium and large sizes and 
the scanned were repeated. The images were reconstructed with the slice thickness of 
0.6 m (increment of 0.6 mm) for image quality assessment and 1.0 mm (increment of 1.0 
mm) for iodine quantification analysis. The reconstructed displayed field of view (DFOV) 
was defined to fit to the phantom size, the values of 320, 360, and 420 mm were 
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reconstructed for small, medium, and large phantoms respectively. The summary of 
acquisition and reconstruction parameters were shown in Table 4.3. 

4.2.3 Image reconstruction 
The reconstructed images for low-and high-kV of QRM liver phantom from DECT 

data  were transferred to vendor specific software (Syngo.viao software (Version VB30A), 
SIEMENS, Healthineer). The virtual monoenergetic images (VMI) were generated at 40, 
50, 60, and 70 KeV using the “Monoenergentic+” function which is based on the image-
based algorithm in Syngo Dual Energy application (Fig 4.9). 

 
Figure 4.9 The axial images of (a) 80 kV,(b) Sn150 kV, were used to generate  the synthetic 
CT images of (c) linear blended images (LBI) and virtual monoenergetic images at (d) 40 
kwV, (e) 50 keV, (f) 60 keV and (g) 70 keV. 

The customized phantom with simulated liver nodule with different iodine 
concentrations were also sent to Syngo.Via to generate the material selective(iodine) 
images (Figure 4.10) using Liver VNC application profile and was further used for iodine 
quantification analysis. 

   

 

(a) 80 kV image (b) Sn150 kV image (c) LBI  

    
(d) 40 keV-VMI (e) 50 keV-VMI (f) 60 keV-VMI (g) 70 keV-VMI 
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Figure 4.10 The material selective(iodine) image were reconstructed using Liver VNC 
application profile on Syngo.Via software. 

4.2.4 Task-based image quality assessment 
In this study, the task based image quality was assessed by using the imQuest 

software, version 7.1, designed by Duke Clinical Imaging Physics Group (Duke 
University).(25) The software assessed spatial resolution using the task transfer function 
(TTF), noise magnitude and texture using the noise power spectrum (NPS), and estimated 
the ability of radiologist to detect specific lesions by using detectability index (d’). The 
specific clinical task in this study is to detect the small hepatocellular carcinoma (HCC) 
which is the hyperattenuating lesions in liver. 

The TTF was assessed by placing the circular ROI on 20 mm hyperdense liver 
nodule in phantom image (Figure 4.11). According to the methodology,(25) 5 consecutive 
slices of axial image were used to compute the edge spread function (ESF) and then Line 
spread function (LSF). Finally, by taking the Fourier Transform (FT) of LSF the TTF curve 
can be plotted. Like the modulation transfer function (MTF), the TTF curves can be 
summarized by the spatial frequencies at which the TTF reaches 50%, denoted as f50. 

The NPS was computed by placing four-square ROIs on the uniform area of liver 
region in phantom images (Figure 4.12). The NPS curve were generated with the following 
equation: (36) 

𝑁𝑃𝑆2𝐷(𝑓𝑥, 𝑓𝑦) =
∆𝑥∆𝑦

𝐿𝑥𝐿𝑦

1

𝑁𝑅𝑂𝐼
∑ |𝐹𝑇2𝐷{𝑅𝑂𝐼𝑖(𝑥, 𝑦) − 𝑅𝑂𝐼𝑖

̅̅ ̅̅ ̅̅ }|2

𝑁𝑅𝑂𝐼

𝑖=1

 

where ∆𝑥and  ∆𝑦 are the pixel sizes in the x- and y- dimension, 𝐿𝑥and 𝐿𝑦  are the ROI’s 
lengths in pixel for both x- and y-dimensions, 𝑁𝑅𝑂𝐼  is the number of ROIs used, 𝑅𝑂𝐼𝑖

̅̅ ̅̅ ̅̅  is 
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the mean pixel value averaged from 𝑅𝑂𝐼𝑖(𝑥, 𝑦). The NPS curves obtained from the 
measurement were used to quantify the noise magnitude by taking a square root of the 
area under the NPS curve, the noise texture by reporting the peak frequency, ƒP, and the 
average NPS spatial frequency, ƒav. 

Combining the resolution (TTF) and noise (NPS) properties of the image with the 
predefined clinical imaging task (W) together, the detectability index (d’) was then 
computed (Figure 4.13). The detectability index based on non-prewhitening observer 
model with eye filter (d’NPWE) was computed for a predefined clinical task as follows: 

𝑑′𝑁𝑃𝑊𝐸
2 =

[∬|𝑊𝑡𝑎𝑠𝑘(𝑢, 𝑣)|2 ∙ 𝑇𝑇𝐹2(𝑢, 𝑣) ∙ 𝐸(𝑢, 𝑣)2𝑑𝑢𝑑𝑣]2

∬|𝑊𝑡𝑎𝑠𝑘(𝑢, 𝑣)|2 ∙  𝑇𝑇𝐹2(𝑢, 𝑣) ∙ 𝑁𝑃𝑆(𝑢, 𝑣) ∙ 𝐸(𝑢, 𝑣)4𝑑𝑢𝑑𝑣
 

where u and v are the spatial frequencies in the x-and y-directions, E the eye filter that 
models the human visual system sensitivity to different spatial frequencies, and W(u,v) the 
task function. The detection of small HCC task was assumed to represent the circular 
signal with 15 mm diameter. The software computed the d’ under the interpretation 
condition of 1.5 zoom factor and a viewing distance of 500 mm.  

 
Figure 4.11 The measurement of TTF from QRM liver nodule phantom image using 
imQuest software. 
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Figure 4.12 The measurement of NPS from QRM liver nodule phantom image using 
imQuest software. 

 
Figure 4.13 The obtained d’ from QRM liver nodule phantom image using imQuest 
software. 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 88 

 
Figure 4.14 The example of the TTF, NPS and d’ summary result by imQuest software, 
measured at VMI 40-70 keV-VMI and LBI generated from 90/Sn150 DECT acauisition at 
pitch of 0.6 in large phantom. 

4.2.5 Iodine quantification 
The iodine concentration was quantified by using Liver VNC application profile in 

Dual Energy application in Syngo.Via software. The circular dual energy ROIs were drawn 
within the iodine regions on phantom images to measure the iodine concentration (mgI/cc) 
(Figure 4.15). The absolute value of subtraction between measured iodine concentration 
and true iodine concentration indicates the absolute iodine quantification error as follow: 

   absolute iodine quantification error = |measured value-true value| 
and the percentage of iodine quantification error is equal to :  

percentage of iodine quantification error = [
measured value-true value 

true value
] x100 

These were computed among the different parameter settings. 
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Figure 4.15 The measurement of iodine concentration from iodine images in DECT using 
Liver VNC in Dual Energy application on Syngo.Via software. 

4.2.6 Determination of hepatic lesion detectability in DECT 
The obtained task-based image quality metric (NPS, TTF, d’) and iodine 

quantification error for different acquisition parameters and various lesion and phantom 
sizes were reported in tabulate form. In addition, the obtained results were also plotted to 
demonstrate which factors influence the hepatic lesion detectability on dual-energy CT 
imaging. The minimum and maximum lesion detectability for each phantom size in 
accordance with different factors were reported. 
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CHAPTER 5 
RESULTS 

The task-based image quality and CNR for 40-70 keV-VMI and LBI acquired from 
DECT with varying the kV combinations; 80/Sn150,90/Sn150 and 100/Sn150 kVp were 
obtained for various size of phantom under tube current modulation are shown in Table 
5.1.  
Table 5.1 The summary of task-based image quality; NPS, TTF at 50% (f50), d’ and 
conventional image quality metric (contrast to noise ratio: CNR), obtained from 40-70 keV-
VMI and LBI acquired from DECT with varying the kV combinations in small, medium, and 
large phantom sizes. 

Phantom 
size 

IQ -metric kV 
combination 

VMI-DECT (keV) LBI 120 kVp 
SECT 40  50  60  70  

Small Noise Magnitude 
(HU) 
  

80/Sn150 39.81 28.77 22.14 18.11 18.25 18.56 

 90/Sn150 42.99 30.98 23.78 19.41 19.04  

 
100/Sn150 45.85 33.04 25.32 20.63 20.18   

 fav(mm-1) 80/Sn150 0.212 0.219 0.224 0.226 0.212 0.227 

  
90/Sn150 0.216 0.223 0.229 0.231 0.220  

 
  100/Sn150 0.217 0.225 0.231 0.234 0.215   

 fpeak(mm-1) 80/Sn150 0.110 0.173 0.173 0.173 0.157 0.173 

  
90/Sn150 0.110 0.189 0.205 0.205 0.173  

 
  100/Sn150 0.157 0.157 0.157 0.157 0.142   

 f50(mm-1) 80/Sn150 0.215 0.217 0.224 0.233 0.333 0.298 

  
90/Sn150 0.266 0.263 0.267 0.274 0.306  

 
  100/Sn150 0.233 0.253 0.267 0.284 0.364   

 d' 80/Sn150 30.63 33.90 35.96 36.41 29.10 40.88 

  
90/Sn150 27.96 30.54 32.19 32.29 32.16  

 
  100/Sn150 26.43 27.78 30.35 30.56 25.45   

 CNR 80/Sn150 5.04 5.05 4.87 4.68 3.97 4.55 

  
90/Sn150 4.41 4.41 4.32 4.20 4.16  

    100/Sn150 4.51 4.00 3.77 3.52 3.09   

Medium Noise Magnitude 
(HU) 

80/Sn150 47.69 34.38 26.44 21.55 21.42 24.41  
90/Sn150 51.08 36.54 27.82 22.55 22.48  

 
  100/Sn150 52.67 37.73 28.74 23.27 22.48   
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 fav(mm-1) 80/Sn150 0.199 0.206 0.213 0.215 0.203 0.223 

  
90/Sn150 0.199 0.208 0.215 0.218 0.206  

 
  100/Sn150 0.203 0.212 0.218 0.221 0.206   

 fpeak(mm-1) 80/Sn150 0.079 0.094 0.142 0.157 0.126 0.173 

  
90/Sn150 0.063 0.157 0.157 0.157 0.157  

 
  100/Sn150 0.079 0.157 0.157 0.173 0.157   

 f50(mm-1) 80/Sn150 0.223 0.233 0.232 0.239 0.300 0.330 

  
90/Sn150 0.200 0.205 0.211 0.218 0.266  

 
  100/Sn150 0.186 0.191 0.197 0.204 0.266   

 d' 80/Sn150 17.14 18.94 22.19 22.00 21.93 29.81 

  
90/Sn150 18.09 19.85 21.34 21.36 22.94  

 
  100/Sn150 21.79 25.35 29.35 30.69 22.94   

 CNR 80/Sn150 3.38 3.29 3.40 3.22 3.13 3.40 

  
90/Sn150 3.53 3.39 3.22 3.04 3.12  

    100/Sn150 4.40 4.25 4.08 3.89 3.12   

Large Noise Magnitude 
(HU) 
  

80/Sn150 52.54 37.73 28.82 23.41 23.65 27.60 

 90/Sn150 56.07 39.98 30.30 24.43 23.57  

 
100/Sn150 57.15 40.74 30.86 24.85 23.58   

 fav(mm-1) 80/Sn150 0.184 0.192 0.199 0.202 0.197 0.217 

  
90/Sn150 0.188 0.196 0.203 0.206 0.199  

 
  100/Sn150 0.184 0.194 0.203 0.207 0.195   

 fpeak(mm-1) 80/Sn150 0.063 0.094 0.157 0.157 0.142 0.173 

  
90/Sn150 0.063 0.079 0.142 0.142 0.142  

 
  100/Sn150 0.063 0.063 0.126 0.126 0.142   

 f50(mm-1) 80/Sn150 0.219 0.223 0.228 0.248 0.201 0.250 

  
90/Sn150 0.063 0.079 0.142 0.142 0.235  

 
  100/Sn150 0.063 0.063 0.126 0.126 0.257   

 d' 80/Sn150 12.05 13.94 15.69 16.22 22.31 20.30 

  
90/Sn150 15.59 16.51 18.74 19.38 21.01  

 
  100/Sn150 11.52 14.13 17.49 20.34 19.25   

 CNR 80/Sn150 2.83 2.88 2.86 2.71 3.42 2.48 

  
90/Sn150 3.54 3.31 3.39 3.31 3.42  

    100/Sn150 2.99 3.09 3.17 3.26 3.21   
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5.1 Task Transfer Function (TTF) 
For the liver nodule inserted, the TTF curves were computed for different energies 

of VMI, LBI  and 120 kVp SECT images as a function of kV combinations and phantom 
sizes (small, medium, and large),  were demonstrated in Figure 5.1. The results showed 
that as increased the energy level from 40 to 70 keV, most of the TTF values increased 
except for 100/Sn150 scan at large phantom. In addition, when compared to the reference 
values at 120 kVp SECT scan (black dot line), the TTF values were comparable or less 
dependency at 90/Sn150 in small and large phantom size and at 100/Sn150 in large 
phantom size. For the small phantom size with 80/Sn150 and medium phantom size at all 
kV combinations the TTF curves from VMI were lower than 120 kVp SECT scan. The linear 
blended images acquired at 80/Sn150 and 100/Sn150 kVp   exhibited the higher TTF 
values compared to the 120 kVp SECT at small phantom size while the comparable values 
were found at 90/Sn150 kVp in small phantom, 80/Sn150 kVp in medium phantom and 
90/Sn150 and 100/Sn150 kVp in large phantom.   

The spatial frequency at 50%TTF or f50 (mm-1) were extracted from TTF curve and 
plotted against the various parameters. For the different energy level of VMI, our results 
showed that the maximum f50 values were highest at 70 keV for all kV combinations and 
all phantom sizes except for 100/Sn150 kV combination scan in large phantom which the 
highest f50 was found at 40 keV-VMI. The f50 shifted to higher frequency as increasing the 
energy level of VMI images, except for the using of 100/Sn150 at large phantom size that 
f50 slightly shifted to lower frequency as increased the energy level.  

The effects of the kV combinations in DECT to the TTF were also demonstrated in 
Figure 5.3. The results showed that using the using, the f50 has mild degree of size 
dependence by small reduction of f50 when increases the phantom sizes, but there was a 
size dependent to the TTF in 90/- and 100/Sn150 kV combinations. In addition to the TTF, 
the contrast (HU) between lesion to liver background from QRM liver nodule phantom was 
also reported from TTF measurement. The result demonstrated the contrast improvement 
in low keV VMI images as contrast increases when VMI energy decreased (Figure 5.3). 
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Figure 5.1 The TTF curves measured from different type of images; VMI at 40-70 keV, LBI, 
obtained from DECT acquisition with different kV combination settings for small, medium, 
and large phantom. 

 
Figure 5.2 The f50 values were plotted for different energy level of VMI for 80/Sn150, 
90/Sn150 and 100/Sn150 in small medium and large phantom. 
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80/Sn150           90/Sn150         100/Sn150 

(a) (b) (c) 

   

(d) (e) (f) 

   

Figure 5.3 The obtained 50%TTF (f50) values (top row) and contrast (HU) ( bottom row ) 
were plotted against the different energy levels of VMI in DECT generated from three kVp 
combinations of 80/Sn150 (a), 90/Sn150 (b) and 100/Sn150 (c) for various phantom sizes 
(small, medium, and large). 

The TTF of different synthetic image types from DECT were also investigated by 
comparing the f50 from 70 keV-VMI and LBI to 120 kVp SECT. The results showed in Figure 
5.4 where the black dot line represents 120 kVp SECT, blue line represents 70 keV VMI 
and pink line represents LBI. This study showed that the LBI was superior in spatial 
resolution (higher f50) to the 120 kVp SECT in small phantom size for all kV combinations 
.whereas the 70 keV-VMI has inferior in spatial resolution compared to 120 kVp SECT 
image and LBI , except at 80/Sn150 for large phantom size. 
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Figure 5.4 The 50%TTF (f50) values for two type of synthetic images (70 keV-VMI and LBI) 
generated from DECT acquisition using 80/-,90/- and 100/Sn150 kV combinations; 
compared to 120 kVp SECT in small, medium, and large phantom. 

5.2 Noise power spectrum (NPS) 
The magnitude of noise (HU) as a function of keV for each kV combination were 

demonstrated in Figure 5.5. The noise magnitude increased as increase the phantom size 
and decreasing the VMI-energy from 70 to 40 keV. The effect of kVp combination was 
reported as increasing the kV on tube A (low kV) from 80 to 100 kV the noise magnitude 
increased for all phantom size. The highest noise magnitude of VMI was found at 40 keV 
obtained from 100/Sn150 kV in large phantom and the lowest was found at 70 keV 
obtained from 80/Sn150 in small phantom. 

The average NPS spatial frequency (mm-1) values shifted to higher frequency as 
increasing the energy level from 40 to 70 keV. Lowering the kV on an x-ray tube A (low 
kV) from 100 to 80 kV the fav of VMI shifted to lower frequencies in all VMI energy levels 
and all phantom sizes (Figure 5.5). The fav shifted to lower frequency was also found when 
increasing the phantom size. 
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Figure 5.5 Noise magnitude (HU) obtained in the 40-70 keV-VMI from 80-/90- and 
100/Sn150 kVp combinations in DECT for small, medium, and large phantom (top row). 
The average NPS spatial frequency (fav) obtained in the 40-70 keV VMI from 80-/90- and 
100/Sn150 kVp combinations in DECT for small, medium, and large phantom (bottom 
row). 

The characteristic of NPS among the different types of synthetic image from DECT 
were depicted in Figure 5.6. The lower noise magnitude in 70 keV- VMI and LBI compared 
to 120 kVp SECT images was found in medium and large phantom sizes but the slightly 
higher of noise magnitude was found in small phantom with 90/- and 100/Sn150 kV scan 
whereas the comparable noise magnitude was found in small phantom size at 80/Sn150 
kV scan. In part of average NPS spatial frequency (mm-1) values that indicated the noise 
texture, as compared to 120 kVp scan, the fav of 70 keV-VMI were slightly higher than that 
in 120 kVp scan  for small  phantom size at 90/- and 100/Sn150 kV but for the medium 
and large phantom size the fav shifted to the lower frequency compared to 120 kVp scan 
in all kV combinations. The linear blended images (LBI) shifted the fav of NPS to the lower 
frequency in all phantom sizes and kV combinations compared to 120 kVp image and 70 
keV-VMI. 
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Figure 5.6 The noise magnitude (top row) and average NPS spatial frequency (fav) 
(bottom row) values for two type of synthetic images (70 keV-VMI and LBI) generated 
from DECT acquisition using 80/-,90/- and 100/Sn150 kV combination; compared to 120 
kVp SECT in small, medium, and large phantom. 

5.3 Detectability index (d’) 
The detectability index (d’) was computed based on the detection task of 15 mm 

hyper-attenuated liver lesion. The d’ estimated for virtual monoenergetic images at low 
energy level from 40 to 70 keV acquired under three kV combinations settings for all 
phantom sizes, the obtained d’ values were shown in Figure 5.7 (top row). The results 
showed that the d’ decreased with increased phantom sizes. The effect of energy level of 
VMI was demonstrated as increased of d’ as the increased energy level of VMI. This 
results to the highest d' at 70 keV in all phantom sizes and all kV combinations. For small 
phantom size, the DECT acquired under 80/Sn150 kV provided the highest d’ in VMI and 
highest under 100/Sn150 in medium phantom size. In the large phantom size using 
90/Sn150 seem to yield the highest d’ along with the VMI energy levels however at 70 keV, 
the used of 100/Sn150 provide the slightly higher d’. 
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The results of conventional metric as a contrast to noise ratio (CNR) were also 
computed and shown in Figure 5.7 (bottom row). The CNR behaved inversely to the d’, as 
increasing the energy level from 40 to 70 keV the CNR decreased, except only at 
100/Sn150 kV acquisition in large phantom. 

 

 
 
Figure 5.7 The detectability index (d’) obtained in the 40-70 keV-VMI from 80-/90- and 
100/Sn150 kVp combinations in DECT for small, medium, and large phantom (top row). 
The contrast to noise ratio obtained in the 40-70 keV VMI from 80-/90- and 100/Sn150 kVp 
combinations in DECT for small, medium, and large phantom (bottom row). 

The detectability index and CNR for the different image types were shown in 
Figure 5.8. Although the synthetic images from DECT showed inferior result of d’ 
compared to the 120 kVp SECT scan in almost scanning conditions but for a large 
phantom size the LBI provide the comparable results in using of 90/- and 100/Sn150 kV 
and mild improved result in using of 80/Sn150 kV combination. The contrast to noise ratio 
showed some different results. The LBI and 70 keV-VMI provided the higher CNR than in 
120 kVp SECT for large phantom size at all kV combinations, while the 70keV-VMI provides 
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the higher CNR than in 120 kVp SECT at the 80/Sn150 kV and 100/Sn150 kV combination 
in small and medium phantom respectively. 

 
Figure 5.8 The detectability index (top row) and contrast to noise ratio (bottom row) values 
for two type of synthetic images (70 keV-VMI and LBI) generated from DECT acquisition 
using 80/-,90/- and 100/Sn150 kV combination; compared to 120 kVp SECT in small, 
medium, and large phantoms. 

5.4 Iodine quantification error  
The measured iodine concentrations with DECT were strongly correlated with the 

true concentrations along the different iodine density in all kV combinations (Figure 5.9).  
The median, mean, standard deviation, minimum and maximum of the absolute iodine 
quantification error and percentage of iodine quantification error for different kV 
combinations were shown in Table 5.2. A comparison of absolute iodine quantification 
error (within a range of 1.0-5.0 mgI/cc) among different kV combinations showed that the 
absolute error at 80/Sn150 kV was lowest and error seem to increase as increasing the kV 
in low energy X-ray tube (tube A) from 80 to 100 kV but there is no significant difference 
of absolute iodine quantification error among the different kV combinations (P>0.05). In 
addition, the absolute iodine quantification error was no significant difference among 
different iodine concentration (P>0.05) (Table 5.3). For the results of normalized the iodine 
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quantification error shown as the percentage of iodine quantification error were not 
significant different among the different kV combinations (P>0.05). However, the 
percentage of error was found to be significant difference among the different iodine 
concentrations (P<0.05). However, when the iodine concentration at 1.0 mgI/cc was 
excluded, there was no significant difference of percentage of iodine quantification error 
among the different iodine concentrations. 

To assess the reproducibility of measurement, the three scans were performed for 
each scan condition, the deviation of iodine concentration measurement bias ranged 
within 0.0-0.4 mgI/cc for 80/Sn150 kV, -0.3-0.3 mgI/cc for 90/Sn150 and -0.3-0.5 mgI/cc 
for 100/Sn150 kV combination (Figure 5.10). The limit of blank was also indicated by the 
maximum value of iodine concentration measured in a blank sample (0.0 mgI/cc), in our 
study these values were 0.4,0.3 and 0.3 mgI/cc for 80/-,90/-, and 100/Sn150 kV 
combination respectively. These results corresponding to the normalized percentage of 
iodine quantification error were shown in Figure 5.11, within the range of iodine 
concentration of 1.0-5.0 mgI/cc, the percentage of error tended to increase as decreasing 
the iodine concentration. The iodine quantification deviated within ±20% for concentration 
at 2.0-5.0 mgI/cc in all kV combinations. The highest percentage was found at 1.0 mgI/cc 
acquired from 100/Sn150 kV combination. 
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Figure 5.9 Scatterplots of measured iodine concentration (y-axis) versus the true 
concentrations (x-axis) in different kV combinations. The orange circles represent the 
observations, the lines represent a linear regression. 
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Table 5.2 Absolute and percentage of iodine quantification error for low iodine 
concentration (1.0-5.0 mgI/cc) calculated in DECT images acquired with 3 kV-
combinations. 

  Absolute iodine quantification error    Percentage of iodine quantification error 

kV 
combination 

median mean SD min max 
p-

value 
 median mean SD min max 

P-
value 

80/Sn150 0.20 0.18 0.125 0 0.4 0.619  8% 8.8% 0.090 0% 40% 0.999 

90/Sn150 0.20 0.22 0.092 0 0.3   7% 8.9% 0.111 -9% 30%  

100/Sn150 0.20 0.23 0.145 0 0.5   5% 8.8% 0.168 -15% 50%  

 

Table 5.3 Absolute and percentage of iodine quantification error from DECT acquisition 
for 1.0-5.0 mgI/cc iodine concentrations. 

  Absolute iodine quantification error    Percentage of iodine quantification error 
Iodine 
Concentration 

median mean SD min max 
P-

value 
 median mean SD min max 

P-
value 

1.0 mgI/cc 0.30 0.30 0.150 0.1 0.5 0.440  30.0% 30.0% 0.150 10% 50% 0.001 

2.0 mgI/cc 0.20 0.19 0.105 0.0 0.3   10.0% 6.1% 0.093 -15% 15%  

2.5 mgI/cc 0.20 0.18 0.097 0.0 0.3   8.0% 7.1% 0.039 0% 12%  
3.0 mgI/cc 0.20 0.18 0.139 0.0 0.4   6.7% 5.9% 0.046 0% 13%  
3.5 mgI/cc 0.20 0.19 0.093 0.0 0.3   5.7% 2.2% 0.059 -9.0% 9.0%  
5.0 mgI/cc 0.20 0.22 0.120 0.0 0.4   4.0% 1.8% 0.049 -6.0% 8.0%  
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Figure 5.10 Scattered plot of the difference between the DECT-measured Iodine 
concentrations and the true concentrations versus the true concentrations for 3 
measurements (#1, #2, and #3 measurements) made in 0.0, 1.0, 2.0, 3.0, 3.5, and 5.0 
mgI/cc). 
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Figure 5.11 Scattered plot of the percentage of iodine quantification error versus the true 
concentrations for 3 measurements (#1, #2, and #3 measurements) made in 0.0, 1.0, 2.0, 
3.0, 3.5, and 5.0 mgI/cc. The red dot line indicates the range of error within ±20%. 
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CHAPTER 6 
DISCUSSION 

The utilizing the DECT in abdomen CT has been increasing in clinical practice 
with the expectation in improving of the detection and characterization of low contrast 
lesion especially in liver tumor imaging, compared to the conventional single energy scan. 
There are many clinical studies emphasized on the benefits of using DECT on lesion 
conspicuity and iodine quantification (9-12, 37, 38) in liver lesion and implemented them in the 
clinical abdomen DECT protocol in their centers. Typically, the radiologist utilized the 
different types of images for interpretation viewing with linear blended images (LBI) or 70 
keV-VMI as the simulating of 120 kVp SECT, the low keV-VMI images (between 40-50 keV) 
to enhancing the contrast on lesions and improve lesion detection, and the material 
selective (iodine) image for the iodine quantification to characterize types of visualized 
tumor. 

The study had been conducted to determine the clinically benefits on hepatic 
lesion detectability from different types of images (VMI and LBI) generated from abdomen 
DECT acquisition based on phantom study using the advance task-based image quality 
metrices of TTF, NPS and detectability index (d’). The detectability index is a method of 
non-pre-whitening observer model with eye filter (NPWE) that incorporate the spatial 
resolution, noise texture, diagnostic task, and 2D viewing conditions, changes of one of 
these factors influenced the d’. The factor affecting the hepatic lesion detectability was 
also performed to investigate the influence of DECT parameters (i.e., kVp combination, 
energy levels of VMI) to the lesion detection, along with the diversity of patient sizes. 

The TTF was computed to assess the spatial resolution as a function of energy 
levels of VMI and kVp combination in various anthropomorphic abdomen phantom sizes. 
The result in this study showed that the spatial frequency at 50%TTF or f50 of low keV (40-
70 keV) virtual monoenergetic images shifted to higher frequency, improving the spatial 
resolution, as increasing the energy level from 40 to 70 keV. This result was different from 
the study of  Greffier et al,(35) which the f50 shifted toward lower frequencies with increasing 
energy level and the values were highest at 40 keV in dual source-DECT. Although, the 
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increasing of contrast between the simulated circular liver nodule and liver background 
as reducing the keV could improve the TTF results at low keV-VMI, but this study showed 
different findings. These were probably related to the dramatically increased of noise in 
low keV images deteriorating the edge sharpness of simulated circular liver nodule 
introduced the declining of ESF curve and shifted the TTF curve to the lower frequency. 
The deterioration of circular edge sharpness was demonstrated in Figure 6.1. 
Furthermore, this study used the IR techniques to reconstruct the images and the ATCM 
was activated for all acquisition protocols while the study of Greffier et al. did not. 

 
 

      

40 keV 50 keV 60 keV 70 keV LBI 120 kVp 

Figure 6.1 The obtained TTF curve for 40-, 50-,60-,70- keV, Linear blended image 
acquired from DECT with 80/Sn150 kV combination and 120 kVp SECT for small phantom 
size. The images of circular liver nodule insert for different images type and scanning 
acquisition used in the TTF calculation are displayed under the TTF curves. 

In this study, the NPS was measured in different imaging conditions, our results 
demonstrated the increase of noise magnitude was found when lowering the VMI-energy 
level, increasing the kV on tube A and increasing the phantom size as previously reported 
in many phantom study.(35, 39, 40) The dual source dual energy CT used image based 
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method to reconstruct the virtual monoenergetic images using linear combination of two 
basis materials. The increase of noise magnitude in low keV-VMI was associated with a 
low signal-to-noise ratio on the photoelectric basis material images. This may be 
explained by the fact that the photoelectric attenuation is mainly determined by low energy 
photons which is more attenuated by the body, increasing the body thickness increases 
the low energy photon attenuation resulting to poor SNR and high noise even though the 
automatic tube current modulation is used to compensate for larger patient size (Figure 
6.2). 

 
Figure 6.2 The 80-kV image obtained in small phantom (left) and 80-kV image obtained in 
large phantom (right) with increased the image noise. 

The average spatial frequency of the NPS curves (fav) shifted toward a lower 
frequency was observed in this study when imaged the phantom at lower kV on tube A 
and increased the phantom size as well as when decreased the VMI energy level from 
70- to 40-keV. As previously published in several studies comparing the performance of 
iterative reconstruction algorithm, a shifted toward a lower frequency resulting in the 
modification of image texture to smoothen the images. The modifications of noise texture 
as a function of VMI energy level are illustrated in Figure 6.3.  

The abdominal CT examination implies relatively low contrast diagnostic task 
compared to other organ pathology and sometime challenged with small focal lesions. 
Several studies selected conventional contrast-to-noise ratios (CNR) as a surrogate metric 
for low-contrast detectability. However, this first-order statistical metric could provide 
misleading results because it does not take into account on lesion size and contrast as 
well as noise texture.  
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Figure 6.3 The crop of uniformed area in QRM liver phantom for each VMI energy levels. 

The mathematical model observer had been used in this study to evaluate the 
small hepatic lesion detectability by quantifying the detectability index (d’). The 
detectability index estimates the radiologist’s ability to perform clinical task, in this study 
the clinical task is the detection of a 15 mm hyperattenuating hepatic lesion which is the 
typical lesion size that small HCC is usually detected in CT examination (9, 10) and this size 
is in a range of  clinically important to an effective treatment outcomes of HCC. (3, 14) The 
computation of d’ strongly depends on signal magnitude and contrast, system resolution 
and human visual system and viewing conditions. The previous image quality metrics and 
their characteristics can be integrated into mathematical model observers, such as the 
non-prewhitening observer model with eye filter (d’NPWE), to compute an overall 
detectability index. These model observers demonstrated a stronger correlation with 
human observer performance compared to CNR. As shown in Figure 5.7, the CNR 
behaves opposite to the d’ that the highest CNR was found at 40 keV VM images whereas 
the  highest d’ was found at  70 keV images. The human observer study as performed by 
Hanson et al.(9) confirmed this finding that CNR was highest at 40 keV and yielded the 
highest conspicuity rank from radiologist but these images were not preferred for 
radiologist interpretation due to significant reduction in image quality, increase of noise 
and overall reader preference. 

In this study, the highest d’ was found at 70 keV-VMI acquired under 80/Sn150 for 
small phantom size reflecting to the imaging condition with lower images noise and high-
resolution were obtained, even though the contrast was not so high as in lower keV 
images. Increasing the phantom size, the highest d’ was found with the use of higher kV 
in tube A, in the setting of 100/Sn150 kV combination, provides the significant higher d’ 
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compared to other kV combination in medium phantom size. This result related to the 
increased average beam energy when the kV in tube A was increasing, the penetration 
power of x-ray beam increased and therefore the noise was reduced and TTF was 
improved. In addition, the contrast for medium phantom was significant high at 100/Sn150 
compared to other kV combination. Altogether, at all DECT imaging conditions, d’ values 
were mostly influenced by the variation in contrast and NPS outcomes. Interestingly, for 
the large phantom size the highest d’ was found at 90/Sn150 kV combination. This result 
demonstrated that the kV combination used for a phantom size affect to the d’ nonlinearly. 
This can be explained by the different of mAs ratios between tube “A” and tube “B” 
defined by the manufacturer for each kV combination. Base on the quality reference mAs 
defined for abdomen DECT protocol in table 4.3, the mAs used for tube A was 2.0 times 
80/Sn150 and 100/Sn150, and 1.5 times for 90/Sn150. This different mAs ratio affects to 
image quality, under the ATCM condition, lowering these ratio increases the proportion of 
high energy photon resulting in more penetrating photon in the beam and greater photon 
statistic in images, reducing the  noise magnitude , photon starvation artifact and beam 
hardening effects, especially in large phantom size. 

To link the physical phantom study to the clinical practice, the obtained CTDIvol for 
each phantom were preliminary matched to the clinical CT data from patient and the 
phantom size small, medium, and large were matched to the patient body weight of 60-, 
75-, and 115-kg respectively. The result of this study could be implied that under the 
ATCM is activated ,changing the phantom size from small to large or double the patient 
size, the d’ reduced by -55%, -40% and -33% for 80/-, 90/- and 100/Sn150 kV combination 
respectively. Therefore, selection of 100/Sn150 kV combination with increasing of quality 
reference mAs for larger phantom size may be required if deterioration of image quality 
or d’ is unacceptable (i.e., detection of subtle or small hepatic lesion) is clinically important 
in obese patient, however the process should be optimized with careful consideration on 
dose reference levels among the medical physicist, technologist, and radiologist before 
implementation. 
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The characteristics of the 70 keV-VMI, and LBI had been investigated in this study 
which had been regularly used in clinical practice to simulate the 120 kVp image. 
According to our results, at 80/Sn150 kV, the d’ at 70 keV-VMI was higher than LBI in small 
phantom, equivalent in medium phantom and become lower in the large phantom sizes. 
For the 90/Sn150 kV, this scanning condition showed the equivalent of d’ between these 
two image types.  However, when the 100/Sn150 kV was used, the 70 keV-VMI show 
superior on d’ in all size of phantom, due to the significant increase of image contrast 
obtained in 70 keV-VMI than in LBI while the NPS value was not different between these 
two types of images. 

Many previous studies  performed the measurement of d’ or iodine quantification 
error using the circular shape of phantom or with single standard size, (35, 37, 38, 40) while this 
study used the anthropomorphic phantom in the elliptical shape, with another two sizes 
of extension ring. This includes more clinical relevance from these results. 

The DECT offers a method of quantifying the iodine concentration in mgI/cc. This 
application is additional benefit to assess the viability of tissue. This has been shown to 
improve lesion detection, their characterization and enable monitoring tumor treatment 
response in oncological imaging.(12, 41-43) This study aimed to evaluate the accuracy of 
iodine quantification based on the clinical application of HCC detection. Therefore, the 
low iodine concentration was analyzed with the range of concentration between 1.0-5.0 
mgI/cc. The iodine quantification error was performed only for a single phantom size 
(small) as the preliminary study by including the variation on the kV combinations of 80/-, 
90/-, and 100/Sn150 kV. In comparison between different kV combinations, within the 
range of 2.0-5.0 mgI/cc, the percentages of iodine quantification error were within ±20% 
for all kV combinations. However, at very low concentration at 1.0 mgI/cc, the use of 
80/Sn150 kV provided better results compared to others. This is in accordance with 
Pelgrim et al.(44), who showed that larger photon energy separation leads to more accurate 
iodine quantification. However, the phantom study by Marin et al.(45) and Euler et al. (46) 
showed that the optimal voltage setting is dependent on phantom size. Therefore, the 
further study should be performed to cover the diversity in clinical practice such as more 
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phantom sizes, more iodine concentrations with variations of DECT scan and 
reconstruction parameters. This study performed the preliminary study on the accuracy 
of iodine quantification, the iodine solution was diluted using micropipette to create into 
different iodine concentrations. However, the accuracy of the series of dilution, which 
values was considered as the true iodine concentrations, has not been confirmed by any 
biochemical measurement method. 

The limitations from this study are the acquisitions performed under automatic 
tube current modulation (ATCM) with only one quality reference mAs, and a single 
standard soft tissue reconstruction kernel was used. Additionally, the use of other 
parameter combinations may show different results. The clinical task in this study is to 
detect a single sized 15 mm diameter in circular, hyperattenuating hepatic lesion which 
is the typical detection task of HCC. The inclusion of more lesion sizes should be 
conducted, such as creating more difficult task by reducing the target diameter from 15 
mm to 10 mm and investigate the d’ results, to increase the clinically benefits and relevant. 
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CHAPTER 7 
CONCLUSION 

This study was conducted to determine the hepatic lesion detectability on 
abdomen dual energy CT for various phantom sizes and the investigation of factors 
affecting the detectability of hepatic lesion in abdomen dual energy CT imaging. 
 The mathematical model observer was employed to compute the detectability 
index (d’) for a 15 mm circular hyperattenuating lesion reflecting to the clinical task of HCC 
detection. The results showed that the hepatic lesion detectability is dependent on 
phantom sizes and kVp combinations as well as the energy levels of virtual monoenergetic 
images and the results are different in linear blended images. For small phantom the 
imaging conditions yielded the highest detectability index at:  the acquisition with 
80/Sn150 kV by utilizing the 70 keV VMI. For medium and large phantom size, utilizing the 
70 keV VMI acquired from 100/Sn150 kV yields the highest detectability index. The 
additional benefits of DECT acquisition related to the hepatic lesion detection is the iodine 
quantification. Based on our preliminary result on small phantom size, the percentage of 
iodine quantification error in the range of 2.0-5.0 mgI/cc were within ±20% in all kV 
combination settings.  

The detectability index incorporates the noise texture, spatial resolution, contrast, 
diagnostic task, and 2D viewing conditions. Change in any of these factors influences the 
d’. Under the same diagnostic task and viewing condition, the change of kVp 
combinations and energy levels of VMI along with the different phantom sizes impact the 
detectability index outcome, resulting to affect the hepatic lesion detectability in abdomen 
DECT. 
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APPENDIX I 
QUALITY CONTROL OF COMPUTED TOMOGRAPHY 

Quality Control Report 
Site Bumrungrad International Hospital 
Manufacturer SIEMENS 
Model Somatom Force 
S/N 75712 
Performed date 8 Nov 2021 

1. CT alignment Light 
The CT alignment lights accuracy test shows the congruence of the scan localization 

light and the X ray field tomographic plane to confirm that the internal and external 
alignment lights are properly aligned with CT gantry and couch 

a) To determine z-axis misalignment, measure the distance (d) between center of 
the ramp and center of the images. Multiply distance (d) by 0.42 to calculate z-
axis misalignment. 

                               
z-axis misalignment = 1.47 x 0.42= 0.285 mm 

1.47 mm 
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b) To determine x-axis misalignment, measure the distance (d) between center of 
the scanned field and center of the phantom in the x-direction. Multiply distance 
(d) by 0.42 to calculate x-axis misalignment. 

                   
x-axis misalignment = 0.923 x 0.42= 0.387 mm 

c) To determine y-axis misalignment, measure the distance (d) between center of 
the scanned field and center of the phantom in the y-direction. Multiply distance 
(d) by 0.42 to calculate x-axis misalignment. 

                   
y-axis misalignment = 0.0 x 0.42= 0.0 mm 

 
 

0.923 mm 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 121 

Results:  
Test quantity Test measurement Acceptable Test Result 
z-axis misalignment 0.285 mm ± 5 mm PASS 

x-axis misalignment 0.387 mm ± 5 mm PASS 

y-axis misalignment 0.0 mm ± 5 mm PASS 

2. Table Incrementation 
The CT table incrementation accuracy test performed by scan the section and 

increment the table 30mm in and out of the gantry and scan again. The ramp centers 
should be the same on both images.  

 

Table incrementation =  
 
0.42(L1- L2) 
 
 

Result:  
L1 = 12.1 mm   L2= 12.0 mm 
Scan increment error = 0.42x |L1-L2| =0.42 x |L1-L2| = 0.042 mm   

Test quantity Test measurement Acceptable Test Result 
Table Increment error 0.042 mm   ± 2 mm PASS 
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3. CT Number (HU) Accuracy  
a)     Water phantom 

 
 
 
 
 

 
Water phantom (16 cm diameter) (120 kVp, 350 mAs) 

Result :  
Test quantity Test measurement Acceptable Test Result 
Deviation of CT No.  

± 5 HU PASS 

• Center -1.5 HU 
• 12 o’clock -1.4 HU 
• 3 o’clock -1.5 HU 
• 6 o’clock -1.4 HU 
• 9 o’clock -1.9 HU   

*CT No. of water is 0.0 HU 

b) Catphan Phantom 

 
 

Catphan Phantom  (120 kVp, 350 mAs) 
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Result :  

Test quantity Test measurement HU range Test Result 

CT No.of Material  Min Max 

PASS 

• Air -993.36 -1046 -986 

• Acrylic 121.86 92 137 

• Bone 50% 668.69 667 783 

• LDPE -95.27 -121 -87 

• Bone 20% 222.123 211 263 

• Teflon 940 941 1060 

• Polystyrene -38.902 -65 -29 

• Delrin 344 344 387 

• Lung Foam -818.72 -925 -810 

• PMP -184.26 -220 -172 

4. Position Dependence of CT Numbers 
Position the Catphan head phantom centered in the gantry.   Using 10 mm slice 

thickness , obtain one scan using typical head technique.   Select  a circular region  of 
interest of approximately 400  sq. mm. And record the mean CT number and standard 
deviation for each of the positions  1 through 5.      
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Position Mean CT No. (HU) SD (HU) CV 
1 17638.2  50.49 0.0029 
2 17637.6  51.407 0.0029 
3 17652.5  49.878 0.0028 
4 17654.7  49.682 0.0028 
5 17599.6  49.076 0.0028 

The coefficient of variation should be less than 0.2. 
Results: PASS 

5. Low contrast resolution  
To examine the low contrast resolution in CT image. Perform by using Catphan700 

phantom at the foot end of the table following the instruction Perform  helical scan using 
typical head technique 120 kVp 300 mAs with 5 mm slice thickness. Select image at 
section CTP515 Low Contrast Module with Supra-slice and Subslice Contrast Targets. 
Adjust appropriate window and level for the best visualization of the test objects and zoom 
as necessary. Record the smallest test object visualized on the monitor.  

 
Result:  

Test quantity Acceptable Test Result 
Contrast Smallest diameter 
1.0 % 2 mm  

PASS 0.5 % 3 mm 4 mm* 
0.3 % 5 mm  

*The diameter hole 4 mm or less (7 holes) should be seen at 0.5% contrast  
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6. High Contrast resolution 
To examine the high contrast resolution in CT image. Perform by using 

Catphan700 phantom at the foot end of the table following the instruction Perform  helical 
scan using typical head technique 120 kVp 300 mAs with 5 mm slice thickness. Select 
image at section CTP714 High Resolution Module with 1-30 line-pair/cm Gauges. Adjust 
appropriate window and level for the best visualization of the test objects and zoom as 
necessary. Record the smallest test object visualized on the monitor. 

 

 
 
Results :  
Test quantity Test measurement Acceptable Test Result 
Spatial resolution 7 lp/cm 5 lp/cm PASS 
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7. Reconstruction Slice thickness 
To verify accuracy of slice thickness and post patient collimator which process 

from image reconstruction. This test use Catphan700 phantom at the foot end of the table 
following the instruction; perform helical scan using typical head technique with different 
reconstruction slice thickness under the same parameters.  
Analysis:  
Select image at section CTP682 Geometry and Sensitometry Module to calculate the 
actual reconstructed slice width as following: 

i. Draw ROI to identify mean CT number of the area adjacent to the wire ramp for 
define as “Background” 

ii. Adjust window width to 1 
iii. Move window level to the point where the wire ramp disappears. 
iv. Determine window level at this position is “Maximum value” 
v. Define the half maximum CT by: 

a) Net peak CT = Maximum value – Background 
b) 50% Net peak CT = Net peak CT/2 
c) Half maximum CT = 50% Net peak CT + Background 

vi. Adjust window level to be equal at half maximum CT 
vii. Draw line along the ramp that show length of each ramp 
viii. Average length of 4 wire ramp as FWHM. 
ix. Slice width = FWHM x 0.42 mm 

Results : 
Recon. Slice 

Thickness 
Measured Slice 

Thickness 
Deviation Acceptable Test Result 

1 mm 1.32 mm 0.32 mm ±0.5 mm PASS 

2 mm 2.39 mm 0.39 mm ±1.0 mm PASS 

3 mm 3.36 mm 0.36 mm ±1.0 mm PASS 

5 mm 4.89 mm -0.11 mm ±1.0 mm PASS 

10 mm 10.19 mm 0.19 mm ±1.0 mm PASS 
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8. Radiation dose  
Volumetric computed tomography dose index: CTDIvol measurement in PMMA 

phantom. This measurement was carried out to verify the displayed CTDIvol (mGy) values 
versus the measure values. 
Technique : 120 kVp mA 300    Rotation time 1.0 sec 
Collimation:  57.6 mm (96*0.6 mm)        SFOV 250 mm 

Position Measured CTDI100 (mGy) 
Center CTDI100,c= 36.75 mGy 
12 o'clock 36.28 

CTDI100,p = 
40.185 mGy 

3 o'clock 42.93 
6 o'clock 40.16 
9o'clock 41.37 

Calculation of CTDIvol (mGy) 

CTDIw = 
1

3
CTDI100,C+

2

3
CTDI100,periphery  mGy 

CTDIw = 
1

3
36.75+

2

3
40.185 mGy 

CTDIw = 39.04 mGy 

CTDIvol= 39.04/1 = 39.04 mGy 
Result: 

Measured CTDIvol 
(mGy) 

Displayed CTDIvol 

(mGy) 
% Difference Acceptable Test Result 

39.04 42.47 8.08% ±20% PASS 
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