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Chapter 1: Introduction 

1.1. Background and Significance 

As we move towards the fourth industrial revolution, robots must be adaptable 

and flexible. A key aspect of the next generation is semi-autonomous mobile robots. 

Wireless network performance is a crucial technology driving this revolution, 

enabling mobile robots to operate in much larger spaces without the constraints of 

wired connections. The robots should be able to work as autonomous stand-alone 

robots or collaborate with other machines. The same type of robot or completely 

different type of robot could collaborate to effectively complete a given task. One 

main obstacle in robot research is the cost of robots, as it requires a high amount of 

resources. Another big concern is the requirement for advanced sensors. Robots 

should be cost-efficient but have enough capabilities and intelligence to have 

decentralized decision-making. Currently, most robots come with high processing 

power through both on-board computing and on-edge computing (edge computing). 

This contributes to the overall efficiency of the robot to autonomously operate in their 

working environment. 

Many applications require several standalone robots that can work together as a 

robot swarm. The primary objective is to integrate multiple agents, often simple 

robots, in a decentralized manner. Typically, there is no central control governing the 

actions of the robots. Instead, robots rely on local interactions with their neighboring 

robots to accomplish their objectives. Swarm robots’ collaboration takes advantage of 

wireless network performance to communicate among themselves. This self-

organization and local coordination enable the swarm to exhibit complex behaviors 

and adapt to changing environmental conditions.  

With the challenge to control the swarm efficiently, researchers aim to uncover 

several swarm control principles and algorithms that can be used to design robust and 

flexible collective behavior. One such algorithm is designed to govern the spatial 

arrangement and coordination of multiple robots within a swarm. It involves 

controlling the positions and orientations of individual robots in a way that it 

collectively achieves a desired formation, also known as “formation control”.  
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Swarm robots have the potential to be used in several real-world applications in 

various domains. First, in search and rescue operations, the formation can be 

dynamically adjusted to adapt to changes in the environment or to focus on specific 

regions of interest. Second, in surveillance and monitoring, the swarm can adopt 

formations optimized for efficient coverage and exploration, ensuring thorough search 

of the affected area while maintaining communication and coordination within the 

team.  

1.2. Research Challenges  

- Deploying the system with several robots, keeping each robot alive, and 

dealing with physical interruption from the outside environment.  

- The robot should have high mobility and endurance, being able to move in any 

direction without hardware constraints.  

- The system should be able to handle communication constraints between each 

member in the swarm and deal with communication disturbance from other 

devices in the environment. 

- The system should be able to scale to a higher number of robots.  

- The robustness and adaptability of the system should be significantly high.  

1.3. Research Objectives 

- Design and fabrication of mobile robot swarm (3 robots), based on Robot 

Operating System (ROS) framework. 

- Develop formation control techniques used in search operation, along with a 

proposed method to evaluate the effectiveness of formation control. 

1.4. Expected Benefits 

- Evaluate the effectiveness of the proposed network architecture, sensor 

selection, hardware and software design, and formation control algorithm. 

- Provide a framework for swarm robotics projects.   
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Chapter 2: Literature Review 

Swarm robotics is moving towards real-world applications. The paper [1] 

describes some promising applications for swarm robotics, such as search and rescue 

missions, environmental monitoring, and precision agriculture. However, according to 

[2], there are several challenges that deter the transition to real-world use case. First, 

the difficulties in deploying high-density swarm, keeping each robot alive and dealing 

with physical interruptions from the outside environment. Second, communication 

constraints between robots and other devices working on the same mission. Third, the 

limitation of mobility and endurance of robots. Therefore, further research is still 

needed to solve these challenges, evaluate performance, and enhance reliability. The 

robots should be equipped with enough sensors and actuators required for the 

experiment, while being small and low-cost.  

For the hardware aspect, sensor selection is one of the most important as it 

would determine the efficiency of the robot. According to [3], there are two main 

types of sensors. First, the internal sensors are integrated within the robot’s body and 

are used to obtain information about its internal state, such as position sensor, velocity 

sensor, acceleration sensor, etc. Second, the external sensors assist the robot in 

gathering information about the environment and enable it to sense external objects. 

Examples of external sensors include cameras, range sensors, force sensors, etc.  

The sensor selection is usually done to fulfill the robot requirements, allowing 

it to perform mapping and localization as standalone. A considerable amount of 

research has been conducted to investigate and explore mapping and localization 

methodologies for mobile robots. Over the years, a wide range of techniques, such as 

odometry [3], range scanners [4], RFID [5], and machine vision [6, 7] have been 

explored. However, every method has its own limitations. Therefore, combining 

several methods offers significant advantages. 

A widely implemented method for mobile robot localization involves a 

combination of odometry and LiDAR. Odometry estimates the robot's position based 

on the rotational position of its wheels, which is sensed by encoders. Although 

odometry helps determine the robot's position and orientation, the resulting estimation 

introduces incremental errors over the robot's motion [8].  
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LiDAR, short for "Light Detection and Ranging," is a sensor that utilizes laser 

beams to measure the distance to objects. By employing laser scanning, LiDAR 

enables the perception of the surrounding environment, producing a two-dimensional 

image that can be easily processed to determine the position of the robot. Unlike 

odometry, which offers a relative position, LiDAR provides an absolute position. This 

overcame the challenges associated with odometry, increasing the overall accuracy 

and reliability of the robot's localization. 

Another localization method involves deploying sensors into the environment, 

such as using motion capture [9]. This method is typically utilized with large swarms 

since the sensors can be shared throughout the entire swarm. However, in this 

approach, robots are considered blind and rely solely on sensors from the environment 

for navigation. This method is most suitable for indoor and fixed workspace. 

However, motion capture could be used to track object or even human operators 

within in the workspace with high accuracy [10]. 

To ensure efficient functioning of the sensor with the robot, the selection of 

microcontrollers is crucial. There is a variety of microcontrollers available for use in 

modern robots. For example, in [11], the “STM32F4DISCOVERY” board is used as 

the main controller for motor control and odometry calculation. The “UP SQUARED” 

board is utilized to send velocity commands and publish camera information to the 

edge computer. The edge computer receives the information from the joystick and 

transforms it into velocity command.  

The Robot Operating System (ROS) framework is widely regarded as the most 

preferrable programing framework for building robotics applications and managing 

packages. According to [12], the Robotic Operating System is peer-to-peer, tools-

based, multi-lingual, lightweight, free, and open-source. First, the term "peer-to-peer" 

signifies that devices can communicate without relying on a central server. This 

approach prevents high traffic congestion in a single location, ensuring smooth 

communication. Second, ROS supports four languages: C++, Python, Octave, and 

LISP. This allows different coding languages to be employed simultaneously when 

running the entire system. Third, when executing the system, ROS attempts to reuse 

drivers or algorithm code from existing packages, promoting code efficiency, and 
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reducing redundancy. Fourth, ROS can be used for system development for both 

commercial and non-commercial projects. Fifth, ROS is open source, allowing 

everyone in the community to contribute by adding add-ons or debugging the existing 

packages. 

One standalone robot may sometimes not achieve a complex task. Therefore, 

the use of multi-robot systems (MRSs) can be an option. According to [13], multi-

robot systems (MRSs) are capable of tackling demanding tasks in complex scenarios. 

The author utilizes a hierarchical framework that enables multiple robots to navigate, 

forming optimized formations in unfamiliar environments with both static and 

dynamic obstacles. The framework allows each robot to independently navigate 

towards a global target using its local perception, even with limited communication, 

while maintaining an optimized formation throughout their progress.  

However, MRSs may lack some of the benefits of swarm robotics stated in 

[14]. Swarm robotics, a subset of MRSs, offers main advantage in terms of flexibility, 

scalability, and robustness. Swarm flexibility refers to the ability of a multi-robot 

system to adapt and respond to changes in the environment or task requirements. It 

implies that the system can dynamically adjust its behavior, coordination, and 

formation to handle different scenarios effectively. Swarm scalability refers to the 

ability of a multi-robot system to handle an increasing number of robots without 

compromising performance or efficiency. It involves designing algorithms and control 

mechanisms that can accommodate a growing number of robots in a coordinated 

manner. Swarm robustness refers to the ability of a multi-robot system to maintain its 

functionality and achieve the desired objectives even in the presence of failures, 

malfunctions, or adverse conditions. It involves designing resilient algorithms and 

control strategies that can handle individual robot failures, communication losses, or 

environmental disturbances.  

The features of swarm robotics have been summarized in [15]. Swarm robots 

are commonly characterized by their small size and cost-effectiveness, enabling them 

to operate efficiently. These robots possess the ability to perceive and navigate their 

surroundings autonomously. Ideally, the robots within a swarm should share similar 

attributes, promoting coordination among them. Simplicity is a fundamental aspect of 
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swarm robots, as they rely on collaboration rather than individual capabilities to 

accomplish tasks. The swarm operates in a decentralized, self-organized, and 

distributed manner, resembling the natural collaborative behavior observed in various 

organisms. The behavioral norms guiding swarm agents are typically straightforward 

and executed independently. 

Robots used for swarm robot experiments are designed and built in different 

forms as summarized in [15]. However, this research focuses solely on a three-wheel 

omni-directional robot since it meets the mobility requirement for the experiment. The 

design and fabrication of three-wheel mobile robot has been extensively researched 

[11] [16] [17]. 

To control the swarm, several methods can be used. However, in this research, 

we focus mainly on formation control. The velocity-based formation control [18], 

focus on controlling the velocities or speeds of individual robots to achieve a desired 

formation. Each robot is assigned a specific velocity vector that determines its 

direction and speed. The advantage of velocity-based formation control is that it allows 

for flexible and smooth movement of robots within the formation. Some example of 

velocity-based formation control is shown in [19].  

 However, in this research, we will focus on position-based formation control 

[20]. The emphasis is on controlling the positions of individual robots to achieve the 

desired formation. Each robot is assigned a specific position or coordinate within the 

formation, and the control algorithm ensures that each robot moves to and maintains its 

designated position relative to other robots. 
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Chapter 3: Single Robot Methodology 

This chapter considered a selection of devices (sensors and actuators) to be 

used with the robot. Several devices are managed together, transitioning from “device 

layer” into “machine layer”.  

3.1. Hardware Design/Sensor Selection 

 

The mobile robot in this study is designed as an omnidirectional-wheel robot 

as shown in Fig. 1. Each of the mobile robots is equipped with both internal and 

external sensors. The internal sensor includes the encoder attached to the motor of 

each wheel, while the external sensor includes the stereo camera and LiDAR. The 

main microcontrollers used are the Raspberry Pi 4 with the attached Raspberry Pi 

HAT and STM32. It is worth noting that the robot can operate independently without 

relying on any sensors in the surrounding workspace. From Fig. 2, the URDF consists 

of position and orientation detail for each robot’s link and joint. In ROS, with URDF 

file, each frame will be attached to a reference frame or the map. 

The power source is a significant concern in mobile robots as it needs to be 

compact, lightweight, and rechargeable. The current robot’s design, both 5 V and     

12 V voltage supply are required. Therefore, power-delivery (PD) power bank was 

selected because of its portability, high power rate, and variety of adjustable voltage 

sources. The PD interface allowed the device to draw high rate of energy. However, 

the power delivery protocol needs the right communication due to the safety. As a 

solution, decoy modules were deployed to inform the power bank to generate 12 V 

 
Fig. 1. Mobile robot design with Fusion360 

 

 

 

Fig. 2. URDF of the robot model in ROS 
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source with Type-C port, which power the motor through the STM32. The 5 V USB 

port was utilized to provide power to the sensors connected to a Raspberry Pi 4.  

 The designed robot is then fabricated into a physical form, shown in Fig. 3. 

The mobile robot features three motorized omni-directional wheels, evenly spaced at 

120 degrees from each other, as shown in Fig. 4. This configuration allows the robot 

to exhibit holonomic motion, providing three degrees of freedom (DOF). The robot 

can move freely in the x-axis, y-axis, and 𝜃 (orientation) without any constraints. 

 

 

Fig. 3. Left and right views of the robot 

 

Fig. 4. Robot kinematics 
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3.2. Software Design 

From Fig. 5, it can be observed that the three omnidirectional wheeled mobile 

robot could be divided into three control levels. These levels consist of the low-level 

control, high-level control, and edge-level control. The high-level and low-level were 

powered by a 65W-20000mAh power bank. The decoy modules are implemented to 

establish communication with the power bank to generate 12 volts to power the 

STM32 connected to the motors. The standard 5-volt port is primarily used to power 

the Raspberry Pi 4 and other devices (LiDAR sensor and stereo camera) connected to 

the board. The high-level control and low-level control are interconnected via a serial 

port. On the other hand, the edge-level control communicates wirelessly with high-

level control wirelessly through Wi-Fi.  

 

In this proposed robot framework, the robot is capable of handling simple 

tasks on-board at the high-level control, while sending large data to be processed at 

the edge-level control. The raw data of LiDAR scans and compressed image from the 

stereo camera are transmitted from the high-level control to process at the edge-level 

control. The mobile robots will be lighter, as they only need to collect dynamic 

environment databases on-board, while the analysis is offloaded to edge-level control. 

Fig. 5. System diagram of the mobile robot used in this experiment. 
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3.2.1. Low-level Control  

The low-level control is tasked with controlling the robot’s actuator and 

receiving low-level encoders. STM32 was used as a micro processing unit (MPU) to 

control three DC motors and receive three encoder signals. The benefit of STM32 is 

its timer module which enables software motor commands and hardware encoder 

reading at the same time. Each omni-directional wheel requires precise velocity 

control, achieved through closed-loop control of motor based on encoder feedback. 

 

 From Fig. 6, the reference value for the system output represents the desired 

operating value of the output. The angular velocity of the wheels is derived by low- 

pass filtering the derivative of the encoder position. The PI feedback control is 

calculated after the low-pass filter angular velocity was determined, sending the 

command to each motor. The data sampling rate was fixed to stabilize the derivative 

with STM32’s timer interrupt. The PI feedback control is calculated after the velocity 

was determined and then the value was sent to control PWM generated by the STM32 

timer. The PWM signal was brought to TB6612 motor controller chip.  

 In this case, the STM32 implements three control modes: power, position, and 

velocity. Serial command options are used to receive commands from the high-level 

control, and the specific command options are listed on the following page. 

 

 

 

 

 
Fig. 6.  Proportional and integral of velocity control 
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- M0 → Power Control = voltage control= open loop control 

- M1 → Position Control = PI control = close loop control 

- M2 → Velocity Control = PI control = close loop control 

- R → reset encoder reading. 

- S1 → start encoder reading.  

- S2 → stop encoder reading.  

- Ax → left motor followed by its value. 

- Bx → right motor followed by its value. 

- Cx → center motor followed by its value. 

 An example in Fig. 7 shows position control “M1A100B700C1000”, from the 

graph each robot wheel could rotate to the correct position quickly. 

 

3.2.2. High-level Control  

 The Ubuntu 20.04 is the operating system installed into the Raspberry Pi 4, 

used to run ROS Noetic for robot’s high-level control. ROS (Robot Operating 

System) is a framework for building robotics applications and managing packages. 

The benefit of using ROS is that working module could be divided into “node” to 

handle specific task. Each node communicates with each other by published and 

subscribed target topic.  

 The high-level control receives encoder data from STM32 and publishes each 

motor velocity command to STM32. Moreover, the high-level control gathers all the 

external (LiDAR, stereo camera) and internal (encoder) sensor data to be computed at 

the edge computing computer. The Raspberry Pi Hardware Attached on Top (HAT) is 

 
Fig. 7. Graph of the motor reaction after position control input 
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used to identify their identification through OLED screen and LED shown in Fig. 8. 

When the robot is powered on, it will connect directly to the preassigned network. 

After connection, it will automatically display its dynamic IP address on the OLED 

screen. Each robot will be assigned to a LED color which would help human 

operators identify the robot from a far distance or through a surveillance camera. 

 

3.2.3. Edge-level Control 

 The edge-level control consists of two main machines, “Edge Computing 

Computer” and “Edge Teleoperation Computer”. The “Edge Computing Computer” 

will receive all the sensor data from the high-level control for localization, path-

planning, obstacle avoidance, target object search, etc. Human operators could 

visualize the visualization tool “rviz” which shows what the robot thinks is happening 

based on the given command/sensor data. Human operators use “Edge Teleoperation 

Computer” to work with the robot both operating manually through a control interface 

or commanding autonomous operation. 

3.3. Robot Workspace Mapping 

 For the robot to navigate around the workspace, the robot requires a map.                            

G-mapping is a SLAM approach that doesn’t require odometry but relies on only data 

from the LiDAR system. The robot is controlled with a joystick around the 

workspace. In order to acquire a good map, the robot needs to move and rotate slowly.  

 

Fig. 8. LED and OLED screen output 
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The data from the LiDAR that are collected at high frequency are superimposed to 

create a large environment map. After acquiring the map, “GIMP” program was used 

to manually clear map noise. The resulting map before and after clearing map noise is 

shown in Fig. 9. Equation (1) is used for human operator to input value for both linear 

velocity (Vx and Vy) and angular velocity (ω) from a control interface, i.e., joystick. 

[

𝑉𝑟𝑖𝑔ℎ𝑡
𝑉𝑙𝑒𝑓𝑡
𝑉𝑐𝑒𝑛𝑡𝑒𝑟

] = (
𝑐𝑜𝑠(30°) sin(30°) 𝑅
−𝑐𝑜𝑠(30°) sin(30°) 𝑅

0 1 𝑅

) [
𝑉𝑥
𝑉𝑦
𝜔
]    (1) 

𝑉𝑟𝑖𝑔ℎ𝑡, 𝑉𝑙𝑒𝑓𝑡, 𝑉𝑐𝑒𝑛𝑡𝑒𝑟  represent the velocity of each wheel. 

𝑉𝑥, 𝑉𝑦, 𝜔 represent the robot’s desired velocity relative to the world axis. 

R represents the robot base radius 

 

3.4. Robot Localization 

During autonomous operation, localization is very important and needs to be 

done very accurately. The “amcl” (adaptive Monte Carlo localization) package is 

mainly used to localize the robot pose. The odometry calculated from the encoders 

and the point cloud data from the LiDAR are calculated to match the environmental 

map. The odometry is calculated with equation (2), the encoder data from each wheel 

is transformed into the distance each wheel has traveled. In this case, the motor used 

is GB37-En 448P/R Ratio 1:18 (37mm) with 16-bit encoder (-215
→215). Noted that 

the encoder is collected very frequently, the change in orientation between each 

timestep can be assumed very small difference. Therefore, it can be assumed that   

 

Fig. 9. Map created with G-Mapping package. 
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d𝜃= ds/dt. Noted that the encoder is collected very frequently, the distance that the 

robot moves can be assumed to have a very small difference.  The conversion 

between the change in distance traveled for each wheel is converted to a change in 

distance traveled in the x-y-θ coordinate is done with equation (2).  Then the updated 

position of the robot is then calculated with equation (3). 

[

𝑑𝑥
𝑑𝑦
𝑑𝜃

] = 2
3⁄ (

𝑐𝑜𝑠(30°) −𝑐𝑜𝑠(30°) 0
𝑠𝑖𝑛(30°) 𝑠𝑖𝑛(30°) −1

1

𝐿0

1

𝐿0

1

𝐿0

)[

𝑑𝑟𝑖𝑔ℎ𝑡
𝑑𝑙𝑒𝑓𝑡
𝑑𝑐𝑒𝑛𝑡𝑒𝑟

]   (2) 

𝑑𝑥, 𝑑𝑦, 𝑑𝜃  represents the distance that the robot traveled relative to the world axis. 

𝑑𝑟𝑖𝑔ℎ𝑡, 𝑑𝑙𝑒𝑓𝑡 , 𝑑𝑐𝑒𝑛𝑡𝑒𝑟 represents the distance traveled for each robot wheel. 

𝐿0 represent the robot base width. 

[
𝑥
𝑦
𝜃
] = [

𝑥′
𝑦′

𝜃′

] + (
cos⁡(𝜃′) −sin⁡(𝜃′) 0

sin⁡(𝜃′) cos⁡(𝜃′) 0
0 0 1

) [

𝑑𝑥
𝑑𝑦
𝑑𝜃

]   (3) 

𝑑𝑥, 𝑑𝑦, 𝑑𝜃 represents the distance that the robot traveled relative to the world axis. 

𝑥′, 𝑦′, 𝜃′⁡represents the robot position in the past timestep relative to the world axis. 

𝑥, 𝑦, 𝜃⁡represents the current robot position relative to the world axis.  

3.4.1 Robot Self-localization for Autonomous Operation 

 There are several ways to initialize localization poses. For example, pre-

assigned robot position and places the robot in that assigned position. However, for 

this autonomous operation, robots’ initial location should be able to identify 

autonomously using a global localization service from the “amcl” package as shown 

in Fig. 10. Instead of robot pose possibility being placed in a small area on the map as 

specified by human operator, robot pose possibility is spread out across the map. As 

soon as the program starts, the robot will rotate about itself for 10 seconds. The robot 

will be able to identify its position close to its actual position. 
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3.5. Robot Navigation 

 The robot could navigate autonomously with the use of the “move_base” 

package in ROS. Fig. 11 illustrates the node communication from a software 

development tool called “rqt”. The nodes are shown in circles while the topic is 

shown in rectangles. Firstly, the “/STM_Sub” node receives the encoder values from 

STM32 then publishes the of value into the “/rwheel”, “/cwheel”, “/lwheel” topic. The 

“/Omni_tf” node is responsible for calculating robot’s odometry for “/amcl” node. 

“/move_base” node was used to handle the path planning and obstacle avoidance 

using “dwalocalplanner”. The “dwalocalplanner” gathers data from “/scan” topic from 

“rplidarNode” node and static map from “/map_server” node to create a 

“localcostmap” for the robot to avoid obstacle during movement around the map.  The 

command velocity was send with a “Twist” message type which consists of linear 

velocity (Vx,Vy,Vz) and angular velocity (roll, pitch, yaw). The three omni-directional 

wheel robot kinematics equation (1) is used to convert twist format command velocity 

relative to the world axis to velocity of each robot wheel. The high-level control then 

sends this wheel velocity to the STM32 by “STM_Pub” node.  

 

 

Fig. 10. Initialize robot position through a global localization service. 
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 The second graph (Fig.12), “tf_tree” (transformation tree), shows the relation 

between each frame used in robot. Transformation is essential to get the relation 

between each robot component and the map. The URDF file is a robot description file 

consisting of the pose (position and orientation) of the robot link and joint. After 

receiving URDF file, the robot knows the frame of its own component related to the 

“base_footprint” which is the reference frame of itself. With the known relative 

frame, when there is a command to move a certain frame relative to the map, the rest 

of the frame could correctly follow. 

 

Fig. 11. RQT diagram with all nodes. 

Fig. 12. “Transformation Tree” acquired from the URDF. 
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3.6. Robot Vision 

The stereo camera used in this robot could detect objects and measure distance 

between itself and the object of interest. First, compressed images are sent from the 

mobile robot. The compressed image is converted to OpenCV format. Then it was 

applied to a HSV filter (mask) converting image into a binary “black and white” in 

image according to the color of interest. The color range would be converted to white 

while the rest would be black. Then, based on the output of HSV filter, shape 

recognition will be used to create a bound base on the shape of interest. A stereo 

camera (like human eye) is used to find the distance between the camera and the 

object. The theory used is called triangulation. There are 3 main cases when 

categorizing image. 

1) “NOT FOUND” = No color range of interest therefore shape recognition is not 

able to detect (shown in Fig. 13). 

2) “DETECTED: NOT TRACKING” = There is a color range of interest and the 

shape recognition was able to detect the shape. However, when applying 

triangulation, the object diameter was used in parallel with the distance to verify that 

the object distance was too far or too near the camera. In this case, the object depth or 

the object diameter is out of range (shown in Fig. 14). 

3) “FOUND” = Object color, the object distance, and the object diameter are in range 

(shown in Fig.15).  

 

 

Fig. 13. Case 1: No object detected (“NO FOUND”) 
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Fig. 14. Case 2: Object detected but too close or too far from the robot 

(“DETECTED: NOT TRACKING”). 

 

Fig. 15. Case 3: Object detected, with size and distance within range 

(“FOUND”). 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 19 

Chapter 4: Multiple Robot System Methodology 

This chapter considered a system of machines (identical standalone robots). 

Several robots are managed together, transitioning from “machine layer” into “cell 

layer”.  

4.1. Multiple Robot Agent Overview 

The robot is cloned from a single robot into three identical robots shown in 

Fig. 16. Each robot has their own on-board microcontroller. The robotic agents 

possess individual intelligence and decision-making capabilities. Robot agents in a 

swarm communicate and coordinate their actions through direct or indirect means, 

such as wireless communication or local sensing. For each robot to be capable of 

wireless communication, each robot would have its own identification (IP address) as 

shown in Fig.17. The system is designed so that the robots work together in the up-to-

date reference map generated by a robot. As seen from Fig. 18, all the robot 

transformation are rooted from the same map topic. When initializing, each robot 

would independently initialize itself on the same map as seen from Fig.19. 

 

 

Fig. 16. Fabrication of three swarm robots. 
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Fig. 17. Agents in the system with their IP addresses. 

Agent #1
192.168.31.80

Agent #2 
192.168.31.148

Agent #3 
192.168.31.191

Agents

 

Fig. 18. “Transformation Tree” of multiple robots acquired from the URDF. 

 

 

Fig. 19. Multiple robots initializing on the same map. 
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4.2. Edge Computing Computer Overview 

 

 Edge computing computer (Intel® Core™ i7-9700KF CPU @ 3.60GHz × 4) 

have high computation capability which could accept high amount of data from 

different sources. The edge computing computer is running on multiple processes of 

multiple threads as seen in Fig. 20. Each robot agent is connected to an allocated edge 

computing portion. Each portion can be divided into 2 sub-portions: “Swarm Edge 

Computing (SEC)” and “Robot Edge Computing (REC)”. The details of the sub-

portions will be stated in the next chapter.  

 To operate the several robots at the same time, the edge computing computer 

is designed so it can launch the robot directly from itself through SSH connection as 

seen from Fig. 21. After the edge computing computer establish SSH connection with 

each robot. Each robot would run a similar node as seen from Fig. 22 consisting of …. 

1) STM_Pub = Publish velocity command to STM32. 

2) STM_Sub = Subscribe encoder data from STM32. 

3) hardware, controller_starter = Acquire image from the camera hardware and 

publish the image into edge computing computer. 

4) rplidarNode = Acquire laser data from LiDAR and publish it to edge computing 

computer. 

 

Fig. 20. Edge Computing Computer 

Edge Computing

192.168.31.5
Computer
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Fig. 21. Initializing SSH connection with multiple robots in the terminal. 

 

Fig. 22. Launching all on-board program for all robots in the terminal. 
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4.3. Edge Teleoperation Computer Overview 

 

In real applications, human operators and edge computing computers may not 

be working in the same location. However, human operators should have control of 

the edge computing computer. In this research, VNC (Virtual Network Computing), a 

graphical desktop-sharing system was used. Another benefit of having a computer for 

teleoperation is giving human operators an option to manually control robots through 

different command interfaces (joystick, VR controller, etc.) seen in Fig. 23. For 

example, using a joystick to control the robot while creating a map. 

4.4. Network Architecture 

For the system to achieve maximum performance, every device should be 

connected to 5GHz band rather than 2GHz band since it provides higher speed data 

transfer and higher bandwidth resulting in lower latency. However, one problem that 

deters mobile robots from moving in large workspace is the 5GHz Wi-Fi network 

supporting only about 15 meters from the router. Therefore, the system was integrated 

with mesh Wi-Fi system. With these requirements, the experiment was conducted 

using Xiaomi WiFi6 mesh router. It supports IEEE 802.11ax protocol with a 

maximum bandwidth of 160MHz (bit/sec) and maximum speed of 4804 Mbps on 

5GHz band. Moreover, with the 4K QAM technology high-speed transmission, 

increase data transmission by 20% due to data compression. The network should be 

able to perform handovers between several routers as robots move from place to 

 

Fig. 23. Edge Teleoperation Computer  
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place. As shown in Fig. 24, the network architecture is designed so that the human 

operators, edge computers, and robot agents don’t need to be close to each other. For 

example, human operators could teleoperate the swarm in the control room and the 

edge computing computer can be in the server room. While the robot agents could be 

working anywhere around the workspace. As shown from Fig. 24, the general 

workflow of the system is robot agents in the system send sensor data to the edge 

computing computer. Edge computing computer has high computation capability to 

accept high amount of data from different robot agents at once. Instead of robot 

computing on-board, it would be more efficient to compute externally and send the 

result back. The robot agent needs to send the compress camera data to the edge 

computing to perform computer vision analyze task. LiDAR and wheel encoder data 

are sent from each robot to perform localization on the edge computing computer. The 

architecture relies on high data exchange between the robot and the edge computing 

computer rather than relying on the robot computing power on-board. 

 

 

Fig. 24. Network Architecture 

Agent #1
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 Chapter 5: Formation Control of Robot Swarm 

In the previous chapter, it was established that multiple robot systems can 

communicate with each other through a proposed network architecture, with the 

support of the edge computing computer. In this chapter, the formation control 

algorithm will be proposed to create a swarm collective behavior and have 

interactions between individual robots. 

 

 As stated in the previous chapter, the edge computing for each robot consists 

of two sub-portions as seen in Fig. 26. First, the “Swarm Edge Computing (SEC)” can 

be compared to the innate instinct of an animal. The innate sense, known as “Swarm 

Edge Computing”, enables each robot to know the general routes of the swarm. This 

is represented by the reference_goal_point (𝑞⃗)⁡ shown in an orange point. Second, 

“Robot Edge Computing (REC)”, which can be compared to a learned navigational 

skill of an animal.  The brain-like function of the “Robot Edge Computing” plays a 

crucial role in processing sensory information, guiding navigation, and coordinating 

various tasks. When robots move together, each robot's pose in the formation is 

flexible and can change based on individual behavior due to environmental changes. 

 As shown in Fig. 27, the innate instinct of the swarm route will be pre-

assigned as waypoint shown in orange point. Each “Robot Edge Computing”, with the 

given formation parameters (𝑑𝑖 , 𝛼𝑖, 𝛽𝑖⁡) would control their robot to achieve the  

goal_pose (𝑝⃗1, 𝑝⃗2, 𝑝⃗3) shown in red, green, and blue respectively. 

 
Fig. 26. Sub-portions of edge computing for each robot in the swarm. 

Agent #2 

Agent #1 Agent #3 

REC SEC

REC SEC

REC SEC

REC Robot Edge Computing
SEC Swarm Edge Computing
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5.1. Swarm Edge Computing  

 

A human operator preassigns a custom_waypoint by specifying any x-y-

coordinate on the map. The swarm’s reference_goal_point passes through this 

preassigned waypoint. Once the entire swarm is initialized and the pose of each robot 

in the swarm pose is known, each “Swarm Edge Computing” begins by sending the 

first reference_goal_point to each corresponding “Robot Edge Computing”. Each 

robot then exchanges its status with other robots, indicating whether it has 

successfully reached its goal. When every robot in the swarm reaches their goal, each 

“Swarm Edge Computing” sends the next reference_goal_point to its respective 

“Robot Edge Computing”. 

 

Fig. 27. Formation Control Parameters 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 27 

5.2. Robot Edge Computing 

  

A human operator specifies the formation, including the distance (𝑑𝑖)⁡and 

angle (𝛼𝑖) from the reference_goal_point to each robot, as seen in Fig. 23. 

Additionally, the human operator would specify the robot orientation (𝛽𝑖⁡). When the 

robots receive the reference_goal_point, the reference_goal_point and formation 

parameters will undergo some mathematical calculations. After the calculations, each 

robot could determine its own goal_pose. As specified in Chapter 3, the “amcl” and 

“movebase” packages are used in combination. The “amcl” updates the robot’s 

current pose and the “movebase” takes the updated pose and the goal_pose as input, 

generating target velocity in x-axis, target velocity in y-axis, and angular velocity as 

output. At the high-level control, according to equation (1), these velocities are 

converted into velocity command for each wheel (right wheel, left wheel, and center 

wheel) and sent to the low-level control to control real robot hardware.  

When each robot reaches its goal, it provides feedback on its robot_status to 

its respective “Swarm Edge Computing”. Each robot waits for the swarm_status, 

ensuring that every robot has reached its goal. Then, each robot is ready to accept a 

new waypoint from the “Swarm Edge Computing”. The algorithm repeats 

indefinitely. 
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Chapter 6: Experimental Scenarios 

 Experiment Name Graphic Representation 

Experiment #1 Multiple Robot with Formation 

Control Survey 

 

Experiment #2 Multiple Robot with Formation 

Control Object Search 

 

Experiment #3 Multiple Robot with Formation 

Control Object Search and 

Surround Target Object 

 

Experiment #4 Single Robot Survey 

 

Experiment #5 Single Robot Object Search 
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For multiple robot operation, robot name and LED color are preassigned as 

shown in Fig. 28 and summarized in the table below. 

Robot Number LED color IP address 

Robot #1 RED 192.168.31.80 

Robot #2 GREEN 192.168.31.148 

Robot #3 BLUE 192.168.31.191 

                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                                         

 For a single robot operation, robot name and LED color are preassigned as 

shown in Fig. 29 and summarized in the table below. 

Robot Number LED color IP address 

Robot #1 YELLOW 192.168.31.80 

The camera algorithm has been introduced in Chapter 3. In all these 

experiments, robots are required to search for a “pink ball” in the workspace. For 

HSV_filter, the lower bound value (100, 100, 100) and the higher bound value (180, 

255, 225) are used to filter only pink color to pass through as seen in the left image of 

Fig. 30. Since the ball is our target object, the shape_recognition is used to find the 

  

Fig. 28 OLED screen and LED output for multiple robot experiment 

 

 

Fig. 29.  OLED screen and LED output for single robot experiment 
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minimum enclosing circle (shown in yellow) as seen from the right image of Fig. 30. 

However, there may be cases where the color or the shape pass through the 

HSV_filter and shape_recognition but is not our target object. Therefore, there are 

several conditions used to identify whether the detected object is our target object 

which can be seen from the algorithm below. 

 

 

6.1. Formation Control of Multiple Robot Experiment 

For multiple robot operations (experiment #1, #2, #3). The formation is design 

to be a fixed equilateral triangle formation with  𝛼1 = 120°, 𝛼2 = 0°, 𝛼3 = −120°   

relative to centroid. The distance between the robot and the centroid is                   

𝑑1 = 𝑑2 = 𝑑3 =⁡0.25 meter. The orientation of each robot swarm is faced out of the 

  

Fig. 30 HSV_filter and shape_recognition used to find the target object. 
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centroid position (𝛽1 = ⁡120°, 𝛽2 = 0°, 𝛽3 = −120°) as seen in Fig. 31. Each robot 

will take charge of 72-degree vision. With this formation, the robot swarm system can 

visualize almost the whole workspace while moving around.  

 

6.1.1. Experiment #1 

A total of 12 reference waypoints are set throughout the workspace. At the 

start, the robot swarms will self-initialize in the initialize zone. After each robot 

knows their initial position and orientation. The “Swarm Edge Computing” sends its 

first reference goal to the “Robot Edge Computing”. Since each robot knows its 

identification, it was able to calculate their first goal position and orientation shown in 

Fig. 32. For each reference_goal_point, if all robot reached their goal_pose, each 

robot would receive a new reference goal.  This loop will continue forever until the 12 

waypoints are achieved. Fig. 33 shows a snapshot toward the end of the survey 

operation, the formation still is kept. The algorithm details can be found on the 

following page.  

 

 

Fig. 31.  Formation control configuration for multiple robots in this experiment 

0.25

 

Fig. 32 Robot swarm reached the first waypoint. 
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Fig. 33. Robot approaching the end of the survey. 
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6.1.2. Experiment #2 

In this experiment, most parts of the algorithm are similar to the first 

experiment. A similar set of 12 reference waypoints are set throughout the workspace.  

Fig. 34 shows that multiple robots are initializing to find their initial pose. In this 

experiment, the target object “pink ball” is placed on the floor for the robot swarm to 

search for. The robot swarm will navigate together around the map until it detects the 

required object that is in range. When any robot detects the object, that robot would 

communicate with the “Robot Edge Computing” of other robot to interrupt their 

motion. The ball position is found by a math formula shown in the “Robot Edge 

Computing” algorithm on the following page. When the “Robot Edge Computing” 

publishes the ball_position, it will be shown in the graphical interface as seen in     

Fig. 35. The algorithm details can be found on the following page. 

 

 

Fig. 34.  Multiple robots in the process of initializing their current pose. 

 

Fig. 35 All robots stop when one robot finds the target object. 
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6.1.3. Experiment #3 

This experiment is the extension of experiment #2. After the target object is 

found, that robot would communicate with the “Robot Edge Computing” of other 

robot to interrupt their motion. The robot which detected the target object will use its 

stereo camera to detect the depth between the robot and the ball. The position of the 

ball is sent to the “Swarm Edge Computing” of all robots. The ball became the new 

reference_goal_point (orange point) and the robot will form a new formation with the 

parameter (𝛽1 =⁡−60°, 𝛽2 = 180°, 𝛽3 = 60°,𝛼1 = 120°, 𝛼2 = 0°, 𝛼3 = −120°, 𝑑1 = 𝑑2 =

𝑑3 =⁡0.55)  as seen in Fig. 36. Each robot will move from the position they were 

interrupted to a new goal pose assigned by the “Robot Edge Computing” as seen in    

Fig. 37. At the goal pose, the robots will surround the object and the robot’s 

orientation will face the object and will be able to detect the ball as shown in Fig. 38. 

The algorithm details can be found on the following page.  

 

 

 

Fig. 36. Formation control parameter when surrounding the target object. 

 

0.55

 

Fig. 37. All robots are in the process of surrounding the ball. 
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Fig. 38. All robots surrounded and faced the ball. 
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6.2. Single Robot Experiment 

 These single robot experiment as conducted for a single robot to have vision 

coverage similar to of a three robots survey/search at each waypoint. Therefore, as 

seen from Fig. 39, at each waypoint the robot will stop at 3 different orientations 

(seen in blue, green, and red arrow) similar to the orientation of each robot in the 

multiple robot operation. (𝛽1 = ⁡120°, 𝛽2 = 0°, 𝛽3 = −120°) 

 

6.2.1. Experiment #4 

 In this experiment, a single robot navigates to 12 waypoints with similar 

coordinates. However, for each waypoint the robot will stop at 3 different 

orientations. Fig. 40 shows the mobile in 3 different waypoints and 3 different 

orientations. The algorithm details can be found on the following page. 

 

 

Fig. 39. Single robot orientation assignment. 

 

Fig. 40 Three different orientations at three different waypoints for a single robot 

operation 



 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 38 

 

6.2.2. Experiment #5 

 In this experiment, a “pink ball” is placed in the workspace with the ball 

position similar to multiple robot search operation (Experiment #2). The robot is 

assigned to the same 3 orientation in each of the 12 waypoints in Experiment #4. 

However, when the robot camera detects the target object, the robot will stop its 

motion and end the algorithm as seen from Fig. 41. The algorithm details can be 

found on the following page. 

 

  
Fig. 41 All robots stop when one robot finds the target object. 
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Chapter 7: Experimental Results 

From the previous chapter, five different experiment scenarios are conducted 

involving both multiple robots and a single robot. Various data were logged, including 

the robots’ position and orientation, centroid position of multiple robots, duration of 

operation, and other relevant parameters. The data is imported into MATLAB to plot 

the results and used to evaluate the effectiveness of the formation control algorithm. 

7.1. Robot Survey: Path 

Experiment #1 and Experiment#4 were conducted to compare the survey path 

of the robots in the absence of target objects in the workspace. During these 

experiments, the robots followed 12 identical waypoint coordinate sets. By examining 

the robot path plots, shown in Fig. 42 and Fig. 43 respectively, we can observe that 

the single robot operation demonstrates a more optimized motion, moving in a 

straight line rather than a curved trajectory observed in the multiple robot formation 

control. The curved paths of the centroid in multiple robot operation can be attributed 

to the fact that each robot aims to reach its goal position. However, due to the 

implemented formation control, the robots are near each other, which restricts their 

freedom of movement. Each robot perceives the other two robots as dynamic 

obstacles. Consequently, when one robot is positioned ahead, other robots in the 

swarm cannot move in a straight line from point to point. This leads to curved or 

suboptimal paths. 

 

  

 
Fig. 42 Multiple robots survey: 

centroid position (Experiment#1) 

 

Fig. 43 Single robot position for 

survey operation (Experiment#4) 
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7.2. Robot Survey: Vision Coverage and Survey Time 

 The vision coverage and survey time are compared between the three-robot 

formation control and a single robot operation (Experiment #1 and Experiment #4 

respectively). The robot’s orientation can be implied as the robot’s camera vision. 

From Fig. 44, as soon as all three robots have entered formation on their first 

waypoint, each robot takes charge of a specified range of vision, and the vision of the 

three robots barely overlaps. It should be noted that the angle of view for each stereo 

camera is 72 degrees. Therefore, it can be deduced that as the swarm is moving 

around the workspace, would have a coverage vision of approximately 216 degrees. 

 However, in a single robot, the algorithm is designed to have vision of 

coverage similar to multiple robots. The single robot orientation (vision) can be seen 

in Fig. 45. The robot stops at each waypoint to observe around itself before moving to 

the next waypoint. The blue circle shows the 12 waypoints with similar orientation, it 

can be observed that there is a gap in the vision coverage. 

 Based on the experiment, the proposed formation control algorithm for the 

three-robot formation took approximately 85.105 seconds to complete the survey of 

the workspace, whereas it took approximately 187.35 seconds for a single robot to 

accomplish the same task. Therefore, in this survey scenario, the three-robot 

formation control was approximately 2.2 times faster than the single robot. 

 

 

Fig. 44 Multiple robot orientation for survey operation (Experiment#1) 
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7.3. Robot Object Search: Position of Detection 

Experiment #2 and Experiment #5 were conducted to evaluate the position and 

orientation of object detection. Both experiments utilized a waypoint system with a 

similar set of 12 coordinates. Since “Robot #3” detected the object in Experiment #2, 

“Robot #3” path was then used to compare with a single robot path. The target object 

is placed in the same position for both experiments. From Fig. 46, it can be observed 

that "Robot #3" and the single robot have similar distances of motion. However, due 

to the formation control as specified, the path of "Robot #3" correctly deviates 

towards the northeast. 

 

 

Fig. 45 Single robot orientation for survey operation (Experiment#4) 

 
Fig. 46 Path comparison between “Robot#3” and a single robot    

(Experiment #2 vs Experiment #5) 
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7.4.  Robot Object Search: Orientation of Detection and Survey Time 

 In terms of orientation (vision), Experiment #2 and Experiment #5 show very 

close orientations for object detection. In Fig. 47, the orientation of “ROBOT#3” is    

-0.61 radians, while a single robot’s orientation is -0.65 radians, as indicated by the 

end points of the orange and blue lines, respectively. Similar to the full survey, 

formation control is able to control the orientation of the robot to take charge of a 

certain angle without redundant vision. Regarding the operation time, a single robot 

took 72.01 seconds to complete the task, while three robots took 35.7 seconds. This 

indicates that the three-robot operation was approximately 2 times faster than the 

single robot in the search operation. 

 

7.5. Robot Swarm Search and Surround Target Object 

 This experiment is an extension from Experiment#2, demonstrating that the 

stereo camera could accurately measure the depth of the target object. Fig. 48 

illustrates the centroid of the swarm before and after the swarm detected the ball. The 

target object is positioned at the edge of the path. The robot swarm was able to 

surround the target object in 16 seconds with the path of each of the three robots 

shown in Fig. 49. 

 

Fig. 47 Robot’s orientation of three robot compared with a single robot 

(Experiment2 vs Experiment5) 
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Fig. 48 Robot’s centroid position of three robots in a full search 

operation across the whole workspace. (Experiment#3) 

 

Fig. 49 Robot’s position of three robots in a full search and surround 

target object operation (Experiment#3) 
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Chapter 8: Conclusion 

 In this research, we focused on the development of a robotics swarm system 

for efficient search operation. Starting from the device layer, careful selection of 

sensors and devices was made to meet the requirements of the machine layer. By 

integrating the selected devices, we successfully created a standalone robot that could 

perform desired tasks. The on-board devices were divided into groups based on high-

level control and lower-level control functionalities. The lower control handled robot 

motion, including motors connected to a microcontroller, while the high-level control 

consisted of sensors connected to a microcontroller. Data from both levels are sent to 

an edge-level control to perform edge computing. 

 Once the machine was designed and fabricated, we proceeded to clone it into a 

group of three robots. To enable effective collaboration among multiple robots, we 

designed a network architecture comprising three main components: an edge 

computing computer, edge teleoperation computer, and robot agents. These 

components were interconnected wirelessly using a mesh Wi-Fi network. Through the 

implementation of this network architecture, we successfully established a robotics 

swarm system based on a wireless network. 

 The research could achieve the five stated challenges. First challenge, 

deploying the system with high number of robots, keeping each robot alive, and 

dealing with physical interruption from the outside environment. In this research, each 

robot is implemented with LiDAR and stereo camera deals with interruption by other 

robots in the swarm and outside environment. Second challenge, for mobility and 

endurance, the robot is holonomic with three degrees of freedom (DOF) having no 

limits to the robot movement in x-axis, y-axis, and ω (orientation) with long power 

bank battery life. Third challenge, for robots’ communication constraints, 

communication between each robot is connected wirelessly through Raspberry Pi 

enabling all robots to connect to the same network; capable of managing and 

controlling many robots. The fourth challenge, the system should be able to scale to a 

higher number of robots, with the current control algorithm increasing the number of 

robots into the operation is possible. Fifth challenge, the robustness and adaptability 

of the system should be considerably high, the system is designed in which each robot 
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could work as standalone. Therefore, when one robot fails, it is possible for the rest of 

the robot in the swarm to decide to continue with their operation.    

 Controlling swarm robots, particularly in a group, posed a significant 

challenge. To address this, we proposed the utilization of formation control 

algorithms. Our objective was to optimize the search process by coordinating the 

movements of the robots in a formation, thereby improving vision coverage and 

operation time. These algorithms were developed and implemented to regulate the 

movement and coordination of the robot swarm. To assess the effectiveness and 

robustness of the proposed formation control algorithm, five experiments were 

conducted. 

 The experimental results revealed that increasing the number of robots in a 

search operation does reduce the operation time by around 2 times compared to a 

single robot. Furthermore, the adoption of formation control proved advantageous as 

each robot took charge of a specific range of vision throughout the operation, ensuring 

comprehensive workspace coverage. 

 Overall, our research demonstrates the successful development and 

implementation of a robotics swarm system. Through careful device selection, 

network architecture design, and the use of formation control algorithms. We 

improved efficiency and coordination among multiple robots. The findings of this 

study contribute to the advancement of swarm robotics and offer potential 

applications in various fields requiring collaborative robotic systems. 
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