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## CHAPTER I

## INTRODUCTION AND PRELIMINARIES

For any set $X$, the cardinality of $X$ will be denoted by $|X|$.
For a semigroup $S$, if $S$ has an identity, let $S^{1}=S$, and if $S$ does not have an identity, let $S^{1}$ be the semigroup $S$ with an identity 1 adjoined. The semigroup $S^{0}$ is defined to be $S$ if $S$ has a zero and $|S|>1$; otherwise, let $S^{0}$ be the semigroup $S$ with a zero 0 adjoined.

For an element $a$ of a semigroup $S$, the subsemigroup of $S$ generated by $a$ is defined to be

$$
\langle a\rangle=\left\{a^{n} \mid n \in \mathbb{N}\right\}
$$

where $\mathbb{N}$ is the set of all positive integers. The order of $a$ is defined to be $|\langle a\rangle|$. We have that $a^{i} \neq a^{j}$ for all distinct $i, j \in \mathbb{N}$ if and only if $\langle a\rangle$ is infinite.

Assume that $a \in S$ is such that $\langle a\rangle$ is finite. Then $a^{i}=a^{j}$ for some $i, j \in \mathbb{N}$
 $s=\min \left\{j \in \mathbb{N} \mid a^{j}=a^{i}\right.$ for some $\left.i<j\right\}$.
Then there is a unique $r \in \mathbb{N}$ such that $r<s$ and $a^{s}=a^{r}$. Let $m=s-r$. Then $s=r+m$. It follows that

$$
\langle a\rangle=\left\{a, a^{2}, \ldots, a^{r}, a^{r+1}, \ldots, a^{r+m-1}\right\}, a^{r+m}=a^{r},
$$

$a, a^{2}, \ldots, a^{r+m-1}$ are all distinct and $\left\{a^{r}, a^{r+1}, \ldots, a^{r+m-1}\right\}$ is a cyclic subgroup of $\langle a\rangle$ of order $m$ ([2], page 19-20). It then follows that $a^{t} \in\left\{a^{r}, a^{r+1}, \ldots, a^{r+m-1}\right\}$ for every positive integer $t \geq r$. Moreover, the numbers $r$ and $m$ are independent
of $a([2]$, page 20), that is, if $\langle a\rangle=\langle b\rangle$, then

$$
s=\min \left\{j \in \mathbb{N} \mid b^{j}=b^{i} \text { for some } i<j\right\}
$$

and $b^{s}=b^{r}$. We call $r$ and $m$ the index and the period of $\langle a\rangle$, respectively. Let index $(\langle a\rangle)$ and $\operatorname{period}(\langle a\rangle)$ respectively denote the index and the period of $\langle a\rangle$. The following statements are clearly obtained.
(1) index $(\langle a\rangle)=1$ if and only if $\langle a\rangle$ is a cyclic group and
(2) period $(\langle a\rangle)=1$ if and only if $a^{r}$ is the zero of $\langle a\rangle$ where $r=\operatorname{index}(\langle a\rangle)$.

A semigroup $S$ is said to be cyclic if $S=\langle a\rangle$ for some $a \in S$ and $a$ is called a generator of $S$. As was mentioned above, if $S$ is a finite cyclic semigroup, index $(S)$ and period $(S)$ are independent of generators of $S$.

If $S$ is a semigroup, $\theta \in S^{1}$ and define $*$ on $S$ by

$$
x * y=x \theta y \text { for all } x, y \in S,
$$

then $(S, *)$ is a semigroup which is called a generalized semigroup of $S$ and we denote it by $(S, \theta)$. If $|S|=1$ or $(S, \theta)$ has no zero, it is clear that $(S, \theta)^{0}=$ $(S \cup\{0\}, *)$ where 0 is a symbol not representing any element of $S$ and

From now on, for this case, $(S, \theta)^{0}$ will be denoted by $(S \cup\{0\}, \theta)$. Hence the following proposition is directly obtained.

Proposition 1.1. Let $S$ be a semigroup and $\theta \in S^{1}$. If $|S|=1$ or $(S, \theta)$ has no zero, then for all $x, y \in S \cup\{0\}, x \theta y=0$ implies $x=0$ or $y=0$.

If $S$ has an identity and $\theta$ is a unit (an invertible element) of $S$, the map $x \mapsto x \theta$ is clearly an isomorphism of $(S, \theta)$ onto $S$, so $(S, \theta) \cong S$. In this case, $\theta^{-1}$ is the
identity of $(S, \theta)$.

For a set $A$, let $P(A)$ denote the power set of $A$ and let $P^{*}(A)=P(A) \backslash\{\phi\}$. A hyperoperation $\circ$ on a nonempty set $H$ is a mapping of $H \times H$ into $P^{*}(H)$.

A hypergroupoid is a system $(H, \circ)$ consisting of a nonempty set $H$ together with a hyperoperation o on $H$. We shall usually write $H$ instead of $(H, \circ)$ when there is no danger of ambiguity.

Let $(H, \circ)$ be a hypergroupoid. For nonempty subsets $A, B$ of $H$, let

$$
A \circ B=\bigcup_{\substack{a \in A \\ b \in B}}(a \circ b)
$$

and let $A \circ x=A \circ\{x\}$ and $x \circ A=\{x\} \circ A$ for all $x \in H$. An element $e$ of $H$ is called an identity of $(H, \circ)$ if $x \in(x \circ e) \cap(e \circ x)$ for all $x \in H$. An element $e$ of $H$ is called a scalar identity of $(H, \circ)$ if $x \circ e=e \circ x=\{x\}$ for all $x \in H$. If $e$ is a scalar identity of $(H, \circ)$, then e is the unique identity of $(H, \circ)$.

The hyperoperation o of a hypergroupoid $(H, 0)$ is said to be associative if $(x \circ y) \circ z=x \circ(y \circ \bar{z})$ for all $x, y, z \in H$.

A hypergroupoid $(H, \circ)$ is said to be commutative if $x \circ y=y \circ x$ for all


A semihypergroup is a hypergroupoid $(H, \circ)$ such that the hyperoperation $\circ$ is associative. A semihypergroup ( $H, \circ$ ) is called a hypergroup if $H \circ x \stackrel{9}{=} H=x \circ H$ for all $x \in H$.

An element $x$ of a semihypergroup ( $H, \circ$ ) is said to be an inverse of an element $y$ in $(H, \circ)$ if there exists an identity $e$ of $(H, \circ)$ such that $e \in(x \circ y) \cap(y \circ x)$, that is, $(x \circ y) \cap(y \circ x)$ contains at least one identity of $(H, \circ)$. Then every identity of a semihypergroup ( $H, \circ$ ) is an inverse of itself since $e \in e \circ e$ for every identity $e$ of $(H, \circ)$.

A hypergroup $H$ is said to be regular if every element of $H$ has at least one
inverse in $H$.
A regular hypergroup $(H, \circ)$ is said to be reversible if for $x, y, z \in H, x \in y \circ z$ implies $z \in u \circ x$ and $y \in x \circ v$ for some inverse $u$ of $y$ and inverse $v$ of $z$ in (H,०).

A canonical hypergroup is a commutative reversible hypergroup $H$ such that $H$ has a scalar identity and every element of $H$ has a unique inverse in $H$. Hence a hypergroup $(H, \circ)$ is a canonical hypergroup if and only if

1. $(H, \circ)$ is commutative,
2. $(H, \circ)$ has a scalar identity,
3. every element of $H$ has a unique inverse in ( $H, \circ$ ) and
4. for $a, x, y \in H, y \in a \circ x$ implies $x \in a^{\prime} \circ y$ where $a^{\prime}$ denotes the unique inverse of $a$ in $(H, \circ)$.

A (Krasner) hyperring is a system $(A,+, \cdot)$ such that

1. $(A,+)$ is a canonical hypergroup,
2. $(A, \cdot)$ is a semigroup with zero 0 where 0 is the scalar identity of $(A,+)$ and
3. $x \cdot(y+z)=x \cdot y+x \cdot z$ and $(y+z) \cdot x=y \cdot x \neq z \cdot x$ for all $x, y, z \in A$.

The operations + and $\cdot$ of a hyperring $(A,+, \cdot)$ are called the addition and the multiplication of $A$, respectively, We shall usually write $A$ instead of $(A,+, \cdot)$ when there is no danger of ambiguity. Hence every ring is a hyperring.
$\operatorname{Let}(A, f, \cdot)$ be a hyperring. The scalar identity of the canonicaPhypergroup $(A,+)$ which is the zero of the semigroup $(A, \cdot)$ is called the zero of the hyperring $(A,+, \cdot)$ and it is usually denoted by 0 . For $x, y \in A$ and $n$ a positive integer, let $-x$ denote the unique inverse of $x$ in the canonical hypergroup $(A,+)$ which is called the additive inverse of $x$ in $(A,+, \cdot), x y$ denote $x \cdot y$ and $x^{n}$ denote $x x \cdots x$ ( $n$ times). Then the following statements hold.

1. $-0=0$,
2. $-(-x)=x$ for all $x \in A$,
3. $(-x) y=-(x y)=x(-y)$ for all $x, y \in A$ and
4. $(-x)(-y)=x y$ for all $x, y \in A$
([3], page 167). We give some examples of hyperrings as follows:

Example 1 ([12], page 16). Define the hyperoperation $\oplus$ on $\mathbb{Z}_{3}$ as follows:

| $\oplus$ | 0 | 1 | 2 |
| :---: | :---: | :---: | :---: |
| 0 | $\{0\}$ | $\{1\}$ | $\{2\}$ |
| 1 | $\{1\}$ | $\{1\}$ | $\mathbb{Z}_{3}$ |
| 2 | $\{2\}$ | $\mathbb{Z}_{3}$ | $\{2\}$ |

Then $\left(\mathbb{Z}_{3}, \oplus, \cdot\right)$ is a hyperring where $\cdot$ is the usual multiplication in $\mathbb{Z}_{3}$. Observe that 0 is its zero and 1 is the additive inverse of 2 in this hyperring.

Example 2. For all $x, y \in[0,1]$, define


From [3], page $95-96,([0,1], \oplus)$ is a canonical hypergroup. It was shown by Y. Punkla [12] that $([0,1], \oplus, \cdot)$ is a hyperring where is the usual multiplication on $[0,1]$. In this hyperring, 0 is the zero and the additive inverse of $x \in[0,1]$ is $x$

Example 3. For all $x, y \in[-1,1]$, define

$$
\begin{aligned}
& x \oplus y=y \oplus x=\{x\} \text { if }|y|<|x|, \\
& x \oplus x=\{x\}, \\
& x \oplus(-x)=[-|x|,|x|] .
\end{aligned}
$$

From [3], page 182-183, $([-1,1], \oplus)$ is a canonical hypergroup. In fact, it is shown by Y. Kemprasit $[8]$ that $([-1,1], \oplus, \cdot)$ is a hyperring where $\cdot$ is the usual
multiplication on $[-1,1]$. Note that 0 is its zero and the additive inverse of $x \in[-1,1]$ is $-x$.

Example 4. Let $G$ be a group and define a hyperoperation + on $G^{0}$ by

$$
\begin{array}{ll}
x+0=0+x=\{x\} & \text { for all } x \in G^{0} \\
x+x=G^{0} \backslash\{x\} & \text { for all } x \in G^{0} \backslash\{0\} \text { and } \\
x+y=\{x, y\} & \text { for all } x, y \in G^{0} \backslash\{0\} \text { with } x \neq y .
\end{array}
$$

It is given in [3], page 170 that if $G$ is an abelian group, then $\left(G^{0},+, \cdot\right)$ is a hyperfield where $\cdot$ is the operation on $G^{0}$. A hyperfield is defined naturally to be a hyperring $(A,+, \cdot)$ such that $(A \backslash\{0\}, \cdot)$ is an abelian group. In fact, it was proved by Y. Punkla [12] that $\left(G^{0},+, \cdot\right)$ is a hyperring without assuming the commutativity of the group $G$. In this hyperring, 0 is the zero and the additive inverse of $x \in G^{0}$ is $x$ itself.

A semigroup $S$ is said to admit a hyperring $[$ ring $]$ structure if there exists a hyperoperation [operation] + on $S^{0}$ such that $\left(S^{0},+, \cdot\right)$ is a hyperring [ring]. Let $\boldsymbol{S R}$ and $\boldsymbol{S H R}$ denote the class of all semigroups admitting ring structure and the class of all semigroups admitting hyperring structure, respectively. Then $\boldsymbol{S H R}$ contains $\boldsymbol{S R}$ as a subclass. Note that for a semigroup $S$ with $|S|=1$, then $S^{0} \cong\left(\mathbb{Z}_{2}, \cdot\right)$, so $S \in \boldsymbol{S} \boldsymbol{R} \subseteq \boldsymbol{S H R}$. The following proposition follows from Example 4.

Proposition 1.2. Every group belongs to $\boldsymbol{S H R}$.

Since every finite division ring is a field (Wedderburn's Theorem for finite division rings), we deduce that every finite nonabelian group is in $\boldsymbol{S H R}$ but not in $\boldsymbol{S R}$. Consequently, $\boldsymbol{S R}$ is a proper subclass of $\boldsymbol{S H R}$.

Semigroups belonging to the class $\boldsymbol{S R}$ have long been studied. For examples,
see [11], [13], [14], [1] and [15]. The purpose of this research is to study when certain semigroups belong to the class $\boldsymbol{S H R}$. However, characterizations of some semigroups in this class have been studied in [8], [9] and [12].

It was obtained from [7] by J. R. Isbell that every infinite cyclic semigroup is not in $\boldsymbol{S R}$. It was given in [11] that a finite cyclic semigroup $S$ is in $\boldsymbol{S R}$ if and only if $|S| \leq 2$. In Chapter II, we characterize when any cyclic semigroup belongs to $\boldsymbol{S H R}$. It is shown that every infinite cyclic semigroup is in $\boldsymbol{S H R}$ and a finite cyclic semigroup $S$ belongs to $\boldsymbol{S H R}$ if and only if index $(S)=1$ or $\operatorname{period}(S)=1$.

Let $X$ be a nonempty set. By a transformation of $X$ we mean a mapping of $X$ into itself. Let $T(X)$ denote the set of all transformations of $X$. Then under composition, $T(X)$ is a semigroup having $1_{X}$ as its identity where $1_{X}$ is the identity map on X and it is called the full transformation semigroup on $X$. For $\alpha \in T(X)$, let $\operatorname{Im} \alpha$ denote the image of $\alpha$. Then for $\alpha \in T(X), \alpha^{2}=\alpha$ if and only if $x \alpha=x$ for all $x \in \operatorname{Im} \alpha$. For $\alpha \in T(X)$ and $x \in X, \alpha$ is said to be 1-1 at $x$ if $\left|(x \alpha) \alpha^{-1}\right|=1$. The symmetric group on $X$ is denoted by $G(X)$. Then

$$
G(X)=\{\alpha \in T(X) \mid \alpha \text { is 1-1 and } \operatorname{Im} \alpha=X\} .
$$

The following two subsets of $T(X)$ are clearly subsemigroups of $T(X)$ containing $G(X): 99 / 96926)$
$M(X)=\{\alpha \in T(X) \mid \alpha$ is $1-1\}$
and

$$
E(X)=\{\alpha \in T(X) \mid \operatorname{Im} \alpha=X\} .
$$

Then $M(X)[E(X)]=G(X)$ if and only if $X$ is finite. Since $\operatorname{Im} \alpha \beta \subseteq \operatorname{Im} \beta$ for all $\alpha, \beta \in T(X)$, we have that

$$
T_{1}(X)=\{\alpha \in T(X) \mid \operatorname{Im} \alpha \text { is finite }\}
$$

is a subsemigroup of $T(X)$ containing every constant map of $X$ into $X$. Note that if $X$ is infinite, $T_{1}(X)$ is an infinite
semigroup all of whose elements have finite order ([4], page 12). The subset

$$
T_{2}(X)=\{\alpha \in T(X) \mid X \backslash \operatorname{Im} \alpha \text { is finite }\}
$$

of $T(X)$ is also considered. If $\alpha, \beta \in T(X)$, then $\operatorname{Im} \alpha \beta \subseteq \operatorname{Im} \beta \subseteq X$, so

$$
\begin{aligned}
X \backslash \operatorname{Im} \alpha \beta & =(X \backslash \operatorname{Im} \beta) \cup(\operatorname{Im} \beta \backslash \operatorname{Im} \alpha \beta) \\
& =(X \backslash \operatorname{Im} \beta) \cup(X \beta \backslash(X \alpha) \beta) \\
& \subseteq(X \backslash \operatorname{Im} \beta) \cup(X \backslash X \alpha) \beta
\end{aligned}
$$

Consequently, $T_{2}(X)$ is a subsemigroup of $T(X)$ containing $E(X) . T_{2}(X)$ can be considered as the semigroup of all " almost onto transformations " of $X$. Then the set of all " almost 1-1 transformations" of $X$ should be given as follows:

$$
T_{3}(X)=\{\alpha \in T(X) \mid \mathrm{K}(\alpha) \text { is finite }\}
$$

where $\mathrm{K}(\alpha)=\{x \in X \mid \alpha$ is not $1-1$ at $x\}$. Clearly, $\mathrm{K}(\alpha) \subseteq \mathrm{K}(\alpha \beta)$ for all $\alpha, \beta \in T(X)$. From [10], we have

$$
\text { สิด } \left.\left.1 q_{K(\alpha \beta) \subseteq}\left(q_{K} \alpha\right) \cup q_{K}(\beta)\right)^{\alpha}-1\right)
$$

for all $\alpha, \beta \in T(X)$. It follows that for $\alpha, \beta \in T(X)$, if $\mathrm{K}(\alpha)$ and $\mathrm{K}(\beta)$ are finite, then $\mathrm{K}(\alpha \beta)$ is finite. Then $T_{3}(X)$ is a subsemigroup of $T(X)$ containing $M(X)$. Next, let

$$
T_{4}(X)=\{\alpha \in T(X) \mid \alpha \text { is } 1-1 \text { and } X \backslash \operatorname{Im} \alpha \text { is infinite }\}
$$

where $X$ is infinite. Since $X$ is infinite, there are subsets $X_{1}, X_{2}$ of $X$ such that

$$
X=X_{1} \cup X_{2}, \quad X_{1} \cap X_{2}=\varnothing \text { and }\left|X_{1}\right|=|X|=\left|X_{2}\right| .
$$

Then there exists a bijection $\lambda: X \rightarrow X_{1}$. Since $\lambda \in T(X), \lambda$ is $1-1$ and $X \backslash \operatorname{Im} \lambda=X \backslash X_{1}=X_{2}$ which is infinite, we have $\lambda \in T_{4}(X)$. This shows that $T_{4}(X) \neq \varnothing$. Since for $\alpha, \beta \in T(X), \operatorname{Im} \alpha \beta \subseteq \operatorname{Im} \beta$, it follows that $\alpha \beta \in T_{4}(X)$ for all $\alpha, \beta \in T_{4}(X)$. Then if $X$ is infinite, $T_{4}(X)$ is a subsemigroup of $T(X)$ contained in $M(X)$. If $X$ is countably infinite, $T_{4}(X)$ is called the Baer-Levi semigroup on $X$ and $\alpha T_{4}(X)=T_{4}(X)$ for all $\alpha \in T_{4}(X)$ ([4], page 14). The semigroup $T_{4}(X)$ motivates us to consider the set

$$
T_{5}(X)=\{\alpha \in T(X) \mid \mathrm{K}(\alpha) \text { is infinite and } \operatorname{Im} \alpha=X\}
$$

which is defined in the opposite way. Let $X_{1}, X_{2} \subseteq X$ be as above. Since $\left|X_{1}\right|$ $=|X|$, there is a bijection $\varphi: X_{1} \rightarrow X$. Let $a \in X$ be fixed and define $\eta: X \rightarrow X$ by

$$
x \eta= \begin{cases}x \varphi & \text { if } x \in X_{1} \\ a & \text { if } x \in X_{2}\end{cases}
$$

Since $X_{1} \varphi=X, \operatorname{Im} \eta=X$. We can see that for every $x \in X_{2},(x \eta) \eta^{-1}=a \eta^{-1}$ $=X_{2}$. Then $\mathrm{K}(\eta)=X_{2} \cup\left\{a \varphi^{-1}\right\}$ which is infinite. Hence $\eta \in T_{5}(X)$, so $T_{5}(X)$ $\neq \varnothing$. Since $\mathrm{K}(\alpha) \subseteq \mathrm{K}(\alpha \beta)$ for all $\alpha, \beta \in T(X), T_{5}(X)$ is a subsemigroup of $T(X)$


The relations under inclusion of the transformation semigroups introduced above are as follows: 9 d6bon9
(1) If $X$ is finite, then

$$
G(X)=M(X)=E(X) \subseteq T_{1}(X)=T_{2}(X)=T_{3}(X)=T(X)
$$

(2) If $X$ is infinite, then

$$
\begin{gathered}
G(X) \subseteq E(X) \subseteq T_{2}(X) \subseteq T(X), G(X) \subseteq M(X) \subseteq T_{3}(X) \subseteq T(X) \\
T_{4}(X) \subseteq M(X) \subseteq T(X) \text { and } T_{5}(X) \subseteq E(X) \subseteq T(X)
\end{gathered}
$$

We note that if $X$ is infinite, all the inclusions in (2) are proper. To see this, let $\lambda$ and $\eta$ be defined as above. Fix $b \in X$. Then $|X|=|X \backslash\{b\}|$. Let $\nu: X \rightarrow X \backslash\{b\}$ be a bijection and define $\xi: X \rightarrow X$ by

$$
x \xi= \begin{cases}x \nu^{-1} & \text { if } x \in X \backslash\{b\} \\ b & \text { if } \\ x=b\end{cases}
$$

Then $K(\xi)=\{b \nu, b\}$, so $\xi \in E(X) \cap T_{3}(X)$. Hence we have

$$
\begin{aligned}
& \eta \in E(X) \backslash G(X), \nu \in T_{2}(X) \backslash E(X), \lambda \in T(X) \backslash T_{2}(X), \\
& \nu \in M(X) \backslash G(X), \xi \in T_{3}(X) \backslash M(X), \eta \in T(X) \backslash T_{3}(X), \\
& 1_{X}, \nu \in M(X) \backslash T_{4}(X), \xi \in T(X) \backslash M(X) \\
& 1_{X}, \xi \in E(X) \backslash T_{5}(X), \nu \in T(X) \backslash E(X)
\end{aligned}
$$

The transformation semigroups $T(X), M(X), E(X), T_{2}(X)$ and $T_{3}(X)$ have been charactered in [8] and [12] when they belong to $\boldsymbol{S H R}$ as follows:

Proposition 1.3 ([8]). For a nonempty set $X$
(1) $T(X) \in \boldsymbol{S H R}$ if and only $|X|=1$,
(2) $M(X) \in \boldsymbol{S H R}$ if and only if $X$ is finite and
(3) $E(X) \in \boldsymbol{S H R}$ if and only if $X$ is finite. $\widetilde{\square}$


The first main purpose of this research is the results in Chapter III. We give in Chapter III characterizations of determining when generalized semigroups of the transformation semigroups $T(X), G(X), M(X), E(X)$ and $T_{1}(X)-T_{5}(X)$ belong to $\boldsymbol{S H R}$. Proposition 1.3 and 1.4 are respectively lemmas to characterize generalized semigroups of $M(X)$ and $E(X)$ and of $T_{2}(X)$ and $T_{3}(X)$ belonging to $\boldsymbol{S H R}$. The
following proposition will be useful for the characterizations in this chapter.

Proposition 1.5. Let $X$ be a nonempty set.
(1) If $S(X)$ is any of $T(X), M(X), E(X)$ and $T_{1}(X)-T_{3}(X)$ and $\theta \in S^{1}(X)$, then $|S(X)|=1$ or $(S(X), \theta)$ has no zero.
(2) If $X$ is infinite, $S(X)$ is $T_{4}(X)$ or $T_{5}(X)$ and $\theta \in S^{1}(X)$, then $(S(X), \theta)$ has no zero.

Proof. First, recall that for $\alpha \in T(X)$, if $\alpha^{2}=\alpha$, then $x \alpha=x$ for all $x \in \operatorname{Im} \alpha$.
Suppose that $\eta$ is a zero of $(S(X), \theta)$. Then

$$
\begin{equation*}
\eta \theta \alpha=\eta=\alpha \theta \eta \text { for all } \alpha \in S(X) \tag{1.5.1}
\end{equation*}
$$

These imply that $(\eta \theta)^{2}=\eta \theta$ and for every $\alpha \in S(X), \operatorname{Im} \eta=\operatorname{Im}(\eta \theta \alpha) \subseteq \operatorname{Im} \alpha$. Hence we have
and


Case 1: $S(X)=T(X)$ or $T_{1}(X)$ and $|S(X)| P>1$. Then $|X|>1$. Let $a, b \in X$ be distinct. Then $X_{a}, X_{b} \in S(X)$. By (1.5.3), $\operatorname{Im} \eta \subseteq \operatorname{Im} X_{a} \cap \operatorname{Im} X_{b} \mp\{a\} \cap\{b\}=\varnothing$,


Case 2: $S(X)=M(X), E(X), T_{4}(X)$ or $T_{5}(X)$. Then $\eta \theta$ is $1-1$ or $\operatorname{Im} \eta \theta=X$. By (1.5.2), $\eta \theta=1_{X}$.

Subcase 2.1: $S(X)=M(X)$ or $E(X)$ and $|S(X)|>1$. Let $\alpha \in S(X) \backslash\{\eta\}$. Then $\eta \theta \alpha=1_{X} \alpha=\alpha$. By (1.5.1), $\eta \theta \alpha=\eta$, so $\alpha=\eta$, a contradiction.

Subcase 2.2: $S(X)=T_{4}(X)$ or $T_{5}(X)$ where $X$ is infinite. From the proofs
of those $T_{4}(X) \neq \varnothing$ and $T_{5}(X) \neq \varnothing$ in Chapter I, page 8-9, we can see that $|S(X)|>1$ by interchanging $X_{1}$ and $X_{2}$. As the proof of Subcase 2.1, we also get a contradiction.

Case 3: $S(X)=T_{2}(X)$ or $T_{3}(X)$ and $|S(X)|>1$. Then $|X|>1$. For each $a \in X$, choose $a^{\prime} \in X \backslash\{a\}$ and define $\alpha_{a}: X \rightarrow X$ by


Then for each $a \in X, \operatorname{Im} \alpha_{a}=X \backslash\{a\}$ and $\mathrm{K}\left(\alpha_{a}\right)=\left\{a, a^{\prime}\right\}$. Hence $\alpha_{a} \in T_{2}(X) \cap$ $T_{3}(X)$ for all $a \in X$. We have from (1.5.3) that

$$
\operatorname{Im} \eta \subseteq \bigcap_{a \in X} \operatorname{Im} \alpha_{a}=\bigcap_{a \in X}(X \backslash\{a\})=\varnothing
$$

a contradiction.

Therefore the proposition is completely proved.

For a vector space $V$ over a division ring, let $L(V)$ denote the set of all linear transformations from $V$ into $V$. Then under composition, $L(V)$ is a semigroup having $1_{V}$ as its identity where $1_{V}$ is the identity map on $V$. The following three propositionsare provided incthis chapter. They are simple facts of vector spaces and linear transformations which will be used. The proofs are routine and elementary and they will be omitted.

Proposition 1.6. Let $\alpha \in L(V)$ and $B$ a basis of $V$. If $\alpha_{\mid B}$ is $1-1$ and $B \alpha$ is linearly independent, then $\alpha$ is $1-1$.

Proposition 1.7. Let $B$ be a basis of $V$ and $A \subseteq B$. If $\alpha \in L(V)$ is defined by

$$
v \alpha= \begin{cases}0 & \text { if } v \in A, \\ v & \text { if } v \in B \backslash A,\end{cases}
$$

then Ker $\alpha=\langle A\rangle$ and $\operatorname{Im} \alpha=\langle B \backslash A\rangle$.

Proposition 1.8. Let $B$ be a basis of $V$ and $A \subseteq B$. Then
(1) $\{v+\langle A\rangle \mid v \in B \backslash A\}$ is a basis of $V /\langle A\rangle$ and
(2) $\operatorname{dim}(V /\langle A\rangle)=|B \backslash A|$.

Let $G(V)$ denote the group of units of $L(V)$. Then

$$
G(V)=\{\alpha \in L(V) \mid \alpha \text { is } 1-1 \text { and } \operatorname{Im} \alpha=V\} .
$$

The following two subsets of $L(V)$ are clearly subsemigroups of $L(V)$ :
and

$$
M(V)=\{\alpha \in L(V) \mid \alpha \text { is } 1-1\}
$$

$$
E(V)=\{\alpha \in L(V) \mid \operatorname{Im} \alpha=V\} .
$$

Then $M(V)$ and $E(V)$ contain $G(V)$ as a subsemigroup and $M(V)[E(V)]=G(V)$ if and only if $\operatorname{dim} V$ is finite. Since $\operatorname{Im} \alpha \beta \subseteq \operatorname{Im} \beta$ for all $\alpha, \beta \in L(V)$, we have that

$$
L_{1}(V)=\{\alpha \in L(V) \mid \operatorname{dim} \operatorname{Im} \alpha \text { is finite }\}
$$

is a subsemigroup of $L(V)$ containing $0, \mathrm{C}$ )

of $L(V)$ is also considered. Then $E(V) \subseteq L_{2}(V)$. We will show that $L_{2}(V)$ is a subsemigroup of $L(V)$. Let $V$ be a vector space over a division ring $D$. Let $\alpha, \beta \in L_{2}(V)$. Then $\operatorname{dim}(V / \operatorname{Im} \alpha)$ and $\operatorname{dim}(V / \operatorname{Im} \beta)$ are finite. Let $\operatorname{dim}$ $(V / \operatorname{Im} \alpha)=n, \operatorname{dim}(V / \operatorname{Im} \beta)=m$ and $\left\{v_{1}+\operatorname{Im} \alpha, \ldots, v_{n}+\operatorname{Im} \alpha\right\}$ and $\left\{w_{1}+\operatorname{Im} \beta, \ldots, w_{m}+\operatorname{Im} \beta\right\}$ are bases of $V / \operatorname{Im} \alpha$ and $V / \operatorname{Im} \beta$, respectively. We claim that

$$
\left\langle\left\{w_{1}+\operatorname{Im} \alpha \beta, \ldots, w_{m}+\operatorname{Im} \alpha \beta, v_{1} \beta+\operatorname{Im} \alpha \beta, \ldots, v_{n} \beta+\operatorname{Im} \alpha \beta\right\}\right\rangle=V / \operatorname{Im} \alpha \beta
$$

Step 1: We shall show that for every $v \in \operatorname{Im} \beta, v+\operatorname{Im} \alpha \beta \in\left\langle v_{1} \beta+\operatorname{Im} \alpha \beta, \ldots, v_{n} \beta\right.$ $+\operatorname{Im} \alpha \beta\rangle$. Let $v \in \operatorname{Im} \beta$. Then there exists $u \in V$ such that $v=u \beta$. Since $\left\{v_{1}+\operatorname{Im} \alpha, \ldots, v_{n}+\operatorname{Im} \alpha\right\}$ is a basis of $V / \operatorname{Im} \alpha$, it follows that

$$
u+\operatorname{Im} \alpha=\sum_{i=1}^{n} a_{i}\left(v_{i}+\operatorname{Im} \alpha\right)=\sum_{i=1}^{n} a_{i} v_{i}+\operatorname{Im} \alpha
$$

for some elements $a_{1}, \ldots, a_{n}$ of $D$. Then $u-\sum_{i=1}^{n} a_{i} v_{i} \in \operatorname{Im} \alpha$ and so

$$
v-\sum_{i=1}^{n} a_{i}\left(v_{i} \beta\right)=\left(u-\sum_{(i=1}^{n} a_{i} v_{i}\right) \beta \in(\operatorname{Im} \alpha) \beta=\operatorname{Im} \alpha \beta
$$

which implies that $v+\operatorname{Im} \alpha \beta=\sum_{i=1}^{n} a_{i}\left(v_{i} \beta\right)+\operatorname{Im} \alpha \beta=\sum_{i=1}^{n} a_{i}\left(v_{i} \beta+\operatorname{Im} \alpha \beta\right)$.
Step 2: Let $v \in V$. Then $v+\operatorname{Im} \beta=\sum_{j=1}^{m} a_{j}\left(w_{j}+\operatorname{Im} \beta\right)$ for some elements $a_{1}, \ldots, a_{m}$ of $D$ and so $v+\operatorname{Im} \beta=\sum_{j=1}^{m} a_{j} w_{j}+\operatorname{Im} \beta$. It follows that $v-\sum_{j=1}^{m} a_{j} w_{j} \in \operatorname{Im} \beta$. By Step 1, we have that

$$
\left(v-\sum_{j=1}^{m} a_{j} w_{j}\right)+\operatorname{Im} \alpha \beta=\sum_{i=1}^{n} c_{i}\left(v_{i} \beta+\operatorname{Im} \alpha \beta\right)
$$

for some $c_{1}, \ldots c_{n} \in D$ which implies that $\square \int \cap \cap \widetilde{\sigma}$

$$
99 / 9 v+\operatorname{Im} \alpha \beta=\sum_{j=1}^{m} a_{j}\left(w_{j}+\operatorname{Im} \alpha \beta\right)+\sum_{i=1}^{n} c_{i}\left(v_{i} \beta+\operatorname{Im} \alpha \beta\right) \cdot g
$$

Hence we have the claim. It follows that $\operatorname{dim}(V / \operatorname{Im} \alpha \beta)$ is finite. Therefore $L_{2}(V)$ is a subsemigroup of $L(V)$.

The subsemigroup $T_{3}(X)$ of $T(X)$ motivates us to consider

$$
L_{3}(V)=\{\alpha \in L(V) \mid \operatorname{dim} \operatorname{Ker} \alpha \text { is finite }\} .
$$

Then $M(V) \subseteq L_{3}(V)$. To show that $L_{3}(V)$ is a subsemigroup of $L(V)$, let $\alpha, \beta$ $\in L_{3}(V)$. We claim that $\alpha_{\mid \operatorname{Ker} \alpha \beta}: \operatorname{Ker} \alpha \beta \longrightarrow \operatorname{Im} \alpha \cap \operatorname{Ker} \beta$ is an epimorphism and
$\operatorname{Ker}\left(\alpha_{\mid \operatorname{Ker} \alpha \beta}\right)=\operatorname{Ker} \alpha$. It is clearly seen that $v \alpha \in \operatorname{Im} \alpha \cap \operatorname{Ker} \beta$ for all $v \in \operatorname{Ker} \alpha \beta$. Let $v \in \operatorname{Im} \alpha \cap \operatorname{Ker} \beta$. Then $v \beta=0$ and there exists $u \in V$ such that $u \alpha=v$. Since $u \alpha \beta=(u \alpha) \beta=v \beta=0$, we have $u \in \operatorname{Ker} \alpha \beta$. This shows that $\alpha_{\mid \operatorname{Ker} \alpha \beta}$ is a map from $\operatorname{Ker} \alpha \beta$ onto $\operatorname{Im} \alpha \cap \operatorname{Ker} \beta$. Thus $\alpha_{\mid \operatorname{Ker} \alpha \beta}: \operatorname{Ker} \alpha \beta \longrightarrow \operatorname{Im} \alpha \cap \operatorname{Ker} \beta$ is an epimorphism. Next, we will show that $\operatorname{Ker}\left(\alpha_{\mid \operatorname{Ker} \alpha \beta}\right)=\operatorname{Ker} \alpha$. Trivially, $\operatorname{Ker}\left(\alpha_{\mid \operatorname{Ker} \alpha \beta}\right) \subseteq$ $\operatorname{Ker} \alpha$. Let $v \in \operatorname{Ker} \alpha$. Then $v \alpha=0$ which implies that $v \alpha \beta=0 \beta=0$. It follows that $v \in \operatorname{Ker} \alpha \beta$ and $v \alpha_{\mid \operatorname{Ker} \alpha \beta}=v \alpha=0$. Thus we get that $\operatorname{Ker}\left(\alpha_{\mid \operatorname{Ker} \alpha \beta}\right)=\operatorname{Ker} \alpha$. Consequently,

$$
\operatorname{dim} \operatorname{Ker} \alpha \beta=\operatorname{dim}(\operatorname{Im} \alpha \cap \operatorname{Ker} \beta)+\operatorname{dim} \operatorname{Ker} \alpha
$$

Since $\operatorname{dim} \operatorname{Ker} \alpha$ and $\operatorname{dim} \operatorname{Ker} \beta$ are finite, it follows that $\operatorname{dim} \operatorname{Ker} \alpha \beta$ is finite. Therefore we have that $L_{3}(V)$ is a subsemigroup of $L(V)$, as required.

Next, let us consider

$$
L_{4}(V)=\{\alpha \in L(V)\lceil\alpha \text { is } 1-1 \text { and } \operatorname{dim}(V / \operatorname{Im} \alpha) \text { is infinite }\}
$$

which is motivated by $T_{4}(X)$ of $T(X)$ where $V$ is infinite dimensional. Because we can define a linear transformation of $V$ on its given basis, by the same idea of the proof of that $T_{4}(X) \neq \varnothing$ and the facts of Proposition 1.6 and 1.8(2), we have $L_{4}(V) \neq \varnothing$ where $\operatorname{dim} V$ is infinite. We have that $\operatorname{Im} \alpha \beta \subseteq \operatorname{Im} \beta$ and
for all $\alpha, \beta \in L_{4}(V)$. Since $\operatorname{dim}(V / \operatorname{Im} \beta)$ is infinite, $\operatorname{dim}(V / \operatorname{Im} \alpha \beta)$ is also infinite. Thus $L_{4}(V)$ is a subsemigroup of $L(V)$ contained in $M(V)$.

Finally, following $T_{5}(X)$ of $T(X)$, we put

$$
L_{5}(V)=\{\alpha \in L(V) \mid \operatorname{dim} \operatorname{Ker} \alpha \text { is infinite and } \operatorname{Im} \alpha=V\}
$$

where $V$ is infinite dimensional. The proof of that $L_{5}(V) \neq \varnothing$ can be given similarly to the proof of that $T_{5}(X) \neq \varnothing$ by defining a linear transformation of $V$
on its given basis and using $a$ to be 0 . Since $\operatorname{Ker} \alpha \subseteq \operatorname{Ker} \alpha \beta$ for all $\alpha, \beta \in L(V)$, $L_{5}(V)$ is a subsemigroup of $L(V)$ contained in $E(V)$.

The following relations are also obtained similarly.
(1) If $\operatorname{dim} V$ is finite, then

$$
G(V)=M(V)=E(V) \subseteq L_{1}(V)=L_{2}(V)=L(V)
$$

(2) If $\operatorname{dim} V$ is infinite, then

$$
\begin{aligned}
& G(V) \subsetneq E(V) \subsetneq L_{2}(V) \subsetneq L(V), G(V) \subsetneq M(V) \subsetneq L_{3}(V) \subsetneq L(V), \\
& L_{4}(V) \subsetneq M(V) \subsetneq L(V) \text { and } L_{5}(V) \subsetneq E(V) \subsetneq L(V) .
\end{aligned}
$$

Note that the proofs of the proper inclusions in (2) can be done similarly by defining linear transformations on bases and using Proposition 1.6, 1.7 and 1.8.

The second main purpose is the results in Chapter IV. We give in Chapter IV characterizations of determining when generalized semigroups of linear transformation semigroups $L(V), G(V), M(V), E(V)$ and $L_{1}(V)-L_{5}(V)$ belong to $\boldsymbol{S H R}$. The following Proposition will be used for the characterizations of this chapter.

Proposition 1.9. Let $V$ be a vector space over a division ring $D$.
(1) If $S(V)$ is $M(V)$ or $E(V)$ and $\theta \in S(V)$, then $|S(V)|=1$ or $(S(V), \theta)$ has no zero. $9 / 9$ (2) If dim $V$ is infinite, $S(V)$ is one of $L_{2}(V)-L_{5}(V)$ and $\theta \in S^{1}(V)$, then $(S(V), \theta)$ has no zero.

Proof. Assume that $(S(V), \theta)$ has a zero, say $\eta$. Then

$$
\begin{equation*}
\eta \theta \alpha=\eta=\alpha \theta \eta \text { for all } \alpha \in S(V) \tag{1.9.1}
\end{equation*}
$$

Consequently, $(\eta \theta)^{2}=\eta \theta$ and $\operatorname{Im} \eta=\operatorname{Im}(\eta \theta \alpha) \subseteq \operatorname{Im} \alpha$ for all $\alpha \in S(V)$. Thus

$$
\begin{equation*}
v(\eta \theta)=v \text { for all } v \in \operatorname{Im}(\eta \theta) \tag{1.9.2}
\end{equation*}
$$

and

$$
\begin{equation*}
\operatorname{Im} \eta \subseteq \operatorname{Im} \alpha \text { for all } \alpha \in S(V) \tag{1.9.3}
\end{equation*}
$$

Case 1: $S(V)=M(V), E(V), L_{4}(V)$ or $L_{5}(V)$. Then $\eta \theta$ is $1-1$ or $\operatorname{Im} \eta \theta=V$. By (1.9.2), $\eta \theta=1_{V}$.

Subcase 1.1: $S(V)=M(V)$ or $E(V)$ and $|S(V)|>1$. Let $\alpha \in S(V) \backslash\{n\}$. Then $\eta \theta \alpha=1_{V} \alpha=\alpha$. By (1.9.1), $\eta \theta \alpha=\eta$. Then $\alpha=\eta$, a contradiction.

Subcase 1.2: $S(V)=L_{4}(V)$ or $L_{5}(V)$ where $\operatorname{dim} V$ is infinite. By the descriptions how to prove that $L_{4}(V)$ and $L_{5}(V)$ are not empty in Chapter I, page 15-16 and $\left|T_{4}(X)\right|>1$ and $\left|T_{5}(X)\right|>1$ in the proof of Proposition 1.5, one can see that $|S(V)|>1$. From the proof of Subcase 1.1, we get a contradiction similarly.

Case 2: $S(V)=L_{2}(V)$ or $L_{3}(V)$ where $\operatorname{dim} V$ is infinite. Let $B$ be a basis of $V$. Then $B$ is infinite. For each $u \in B$, define $\alpha_{u} \in L(V)$ by

By proposition 1.8, $\alpha_{u} \in L_{2}(V)$ for all $u \in B$ and by Proposition 1.7, $\alpha_{u} \in L_{3}(V)$ for all $u \in B$. From (1.9.3), we have

$$
\operatorname{Im} \eta \subseteq \bigcap_{u \in B} \operatorname{Im} \alpha_{u}=\bigcap_{u \in B}\langle B \backslash\{u\}\rangle
$$

Let $v \in V \backslash\{0\}$. Then $v=a_{1} u_{1}+\ldots+a_{n} u_{n}$ for some $u_{1}, \ldots, u_{n} \in B$ and nonzero $a_{1}, \ldots, a_{n} \in D$. If $v \in\left\langle B \backslash\left\{u_{1}\right\}\right\rangle$, then $a_{1} u_{1}+\ldots+a_{n} u_{n}=b_{1} w_{1}+\ldots+b_{m} w_{m}$ for some $w_{1}, \ldots, w_{m} \in B \backslash\left\{u_{1}\right\}, b_{1}, \ldots, b_{m} \in D$. Since $B$ is linearly independent, we have $a_{1}=0$, a contradiction. Thus $v \notin \bigcap_{u \in B}\langle B \backslash\{u\}\rangle$. This proves that
$\bigcap_{u \in B}\langle B \backslash\{u\}\rangle=\langle 0\rangle$. Hence $\operatorname{Im} \eta=\{0\}$, so $\eta=0$. Since $\operatorname{dim} V$ is infinite, $0 \notin L_{2}(V)$ and $0 \notin L_{3}(V)$, so we have a contradiction.


## CHAPTER II

## CYCLIC SEMIGROUPS

In this chapter, it will be shown that every infinite cyclic semigroup is in $\boldsymbol{S H R}$. Moreover, we shall show that for a finite cyclic semigroup $S$, the condition that $\operatorname{index}(S)=1$ or period $(S)=1$ is necessary and sufficient for $S$ to belong to SHR.

Theorem 2.1. Every infinite cyclic semigroup is in $\boldsymbol{S H R}$.
Proof. Let $S$ be an infinite cyclic semigroup. Then there exists an element $a \in S$ such that

$$
S=\left\{a^{n} \mid n \in \mathbb{N}\right\} .
$$

Then $a^{i} \neq a^{j}$ if $i \neq j$ and so $S$ has no zero. Define a hyperoperation + on $S^{0}$ by

$$
0+0=\{0\}, a^{n}+0=\left\{a^{n}\right\}=0+a^{n}
$$

$$
\text { 6. } a^{n}+a^{m}=\left\{\begin{array}{l}
\left\{a^{\min \{n, m\}}\right\} \\
\left\{a^{n}, a^{n+1}, \ldots\right\} \cup\{0\} \text { if } n=m .
\end{array}\right.
$$

Then $\left(S^{0}, 4\right)$ is a commutative hypergroupoid. ${ }^{-}$It is clearly seen that for $x, y, z$ $\in S^{0}$, if at least one of them is 0 , then $(x+y)+z=x+(y+z)$. Let $n, m \in \mathbb{N}$.

If $n \leq m$, then

$$
\left(a^{n}+a^{n}\right)+a^{m}=\left(\left\{a^{n}, a^{n+1}, \ldots\right\} \cup\{0\}\right)+a^{m}=\left\{a^{n}, a^{n+1}, \ldots\right\} \cup\{0\}
$$

and

$$
a^{n}+\left(a^{n}+a^{m}\right)= \begin{cases}a^{n}+\left\{a^{n}\right\} & \text { if } n<m \\ a^{n}+\left(\left\{a^{n}, a^{n+1}, \ldots\right\} \cup\{0\}\right) & \text { if } n=m\end{cases}
$$

$$
=\left\{a^{n}, a^{n+1}, \ldots\right\} \cup\{0\}
$$

If $n>m$, then

$$
\left(a^{n}+a^{n}\right)+a^{m}=\left(\left\{a^{n}, a^{n+1}, \ldots\right\} \cup\{0\}\right)+a^{m}=\left\{a^{m}\right\}
$$

and

$$
a^{n}+\left(a^{n}+a^{m}\right)=a^{n}+\left\{a^{m}\right\}=a^{n}+a^{m}=\left\{a^{m}\right\} .
$$

These imply that

$$
\begin{equation*}
\left(a^{n}+a^{n}\right)+a^{m}=a^{n}+\left(a^{n}+a^{m}\right) \tag{2.1.1}
\end{equation*}
$$

for all $n, m \in \mathbb{N}$. It then follows from (2.1.1) and the commutativity of + on $S^{0}$ that for $n, m \in \mathbb{N}$,
$\left(a^{m}+a^{n}\right)+a^{n}=a^{n}+\left(a^{m}+a^{n}\right)=a^{n}+\left(a^{n}+a^{m}\right)=\left(a^{n}+a^{n}\right)+a^{m}=a^{m}+\left(a^{n}+a^{n}\right)$
and

$$
\left(a^{n}+a^{m}\right)+a^{n}=a^{n}+\left(a^{n}+a^{m}\right)=a^{n} \pm\left(a^{m}+a^{n}\right)
$$

By the definition of + on $S^{0}$, we have that for distinct elements $n, m$ and $k$ in $\mathbb{N}$,

$$
6\left(a^{n}+a^{m}\right)+a^{k}=\left\{a^{m i n}\{n, m, k\}\right\}=a^{n}+\left(a^{m}+a^{k}\right)
$$

Then we prove that 9 q

$$
(x+y)+z=x+(y+z) \text { for all } x, y, z \in S^{0}
$$

It is clear that

$$
S^{0}+x=S^{0} \text { for all } x \in S^{0}
$$

Hence $\left(S^{0},+\right)$ is a hypergroup.
Since $0+0=\{0\}$ and $0+a^{n}=\left\{a^{n}\right\}=a^{n}+0$ for all $n \in \mathbb{N}$, we have that 0 is a scalar identity of the hypergroup $\left(S^{0},+\right)$. Since $0 \in\left\{a^{n}, a^{n+1}, \ldots\right\} \cup\{0\}=a^{n}+a^{n}$
for all $n \in \mathbb{N}$, it follows that for $n \in \mathbb{N}, a^{n}$ is an inverse of $a^{n}$ in $\left(S^{0},+\right)$. Since 0 is the scalar identity of $\left(S^{0},+\right), 0$ is the unique inverse of 0 in $\left(S^{0},+\right)$. For $n \in \mathbb{N}, a^{n}$ is the unique inverse of $a^{n}$ in $\left(S^{0},+\right)$ since for every $m \in \mathbb{N} \backslash\{n\}$, $0 \notin a^{n}+a^{m}\left(=\left\{a^{\min \{n, m\}}\right\}\right)$.

To show that $\left(S^{0},+\right)$ is reversible, it is clear that if $x, y, z \in S^{0}$ be such that $x \in y+z$ and at least one of them is 0 , then $z \in x+y$. Next, let $n, m, k \in \mathbb{N}$ be such that $a^{n} \in a^{m}+a^{k}$. Then

$$
a^{n} \in a^{m}+a^{k}= \begin{cases}\left\{a^{m}, a^{m+1}, \ldots\right\} \cup\{0\} & \text { if } m=k \\ \left\{a^{\left.\frac{\min \{m, k\}}{\operatorname{man}}\right\}}\right. & \text { if } m \neq k\end{cases}
$$

We have that $n=m<k, n=k<m, n>m=k$ or $n=m=k$. Each case gives $a^{k} \in a^{n}+a^{m}$ as follows:

$$
\begin{aligned}
& n=m<k \Rightarrow a^{k} \in\left\{a^{m}, a^{m+1}, \ldots\right\} \cup\{0\}=a^{m}+a^{m}=a^{n}+a^{m}, \\
& n=k<m \Rightarrow a^{k} \in\left\{a^{n}\right\}=a^{n}+a^{m}, \\
& n>m=k \Rightarrow a^{k} \in\left\{a^{m}\right\}=a^{n}+a^{m}, \\
& n=m=k \Rightarrow a^{k} \in\left\{a^{m}, a^{m+1}, \ldots\right\} \cup\{0\}=a^{m}+a^{m}=a^{n}+a^{m} .
\end{aligned}
$$

This proves that $\left(S^{0}, \Psi\right)$ is accanonical hypergroup. $\int \sim$
Next, we shall show that $x \cdot(y+z)=x \cdot y+x \cdot z$ for all $x, y, z \in S^{0}$ where $\cdot$ is the operation of $S^{0}$. If $x, y, z \in S^{0}$ and at least one of them is 0 , it is clear that $x \cdot(y+z)=x \cdot y+x \cdot z$. Let $n, m, k \in \mathbb{N}$. Then

$$
\begin{aligned}
& a^{n} \cdot\left(a^{m}+a^{k}\right)= \begin{cases}a^{n} \cdot\left\{a^{\min \{m, k\}}\right\} & \text { if } m \neq k, \\
a^{n} \cdot\left(\left\{a^{m}, a^{m+1}, \ldots\right\} \cup\{0\}\right) & \text { if } m=k\end{cases} \\
& = \begin{cases}\left\{a^{n+\min \{m, k\}}\right\} & \text { if } m \neq k, \\
\left\{a^{n+m}, a^{n+m+1}, \ldots\right\} \cup\{0\} & \text { if } m=k\end{cases}
\end{aligned}
$$

$$
= \begin{cases}\left\{a^{\min \{n+m, n+k\}}\right\} & \text { if } m \neq k, \\ \left\{a^{n+m}, a^{n+m+1}, \ldots\right\} \cup\{0\} & \text { if } m=k\end{cases}
$$

and

$$
a^{n} \cdot a^{m}+a^{n} \cdot a^{k}=a^{n+m}+a^{n+k}= \begin{cases}\left\{a^{\min \{n+m, n+k\}}\right\} & \text { if } m \neq k \\ \left\{a^{n+m}, a^{n+m+1}, \ldots\right\} \cup\{0\} & \text { if } m=k\end{cases}
$$

Thus $a^{n} \cdot\left(a^{m}+a^{k}\right)=a^{n} \cdot a^{m}+a^{n} \cdot a^{k}$ for all $n, m, k \in \mathbb{N}$. Hence $x \cdot(y+z)=$ $x \cdot y+x \cdot z$ for all $x, y, z \in S^{0}$.

Therefore $\left(S^{0},+, \cdot\right)$ is a hyperring and so $S \in \boldsymbol{S H} \boldsymbol{R}$.

Theorem 2.2. Let $S$ be a finite cyclic semigroup. Then $S \in \boldsymbol{S H R}$ if and only if $\operatorname{index}(S)=1$ or $\operatorname{period}(S)=1$.

Proof. If $\operatorname{index}(S)=1$, then $S$ is a finite cyclic group (Chapter I, page 2), so by Proposition 1.2, $S \in \boldsymbol{S H R}$.

Assume that $\operatorname{period}(S)=1$. Let $S=\langle a\rangle$ and index $(S)=r$. Then

$$
S=\left\{a, a^{2}, \ldots, a^{r}\right\}, a^{r+1}=a^{r},
$$

$a, a^{2}, \ldots, a^{r}$ are all distinct and $a^{r}$ which is the zero of $S$ (Chapter I, page 1-2).
Hence we have


If $r=1$, then $|S|=1$, so $S \in \boldsymbol{S H R}$ (Chapter I, page 6). Assume that $r>1$.
Define a hyperoperation + on $S$ as follows: for $n, m \in\{1,2, \ldots, r\}$,

$$
a^{n}+a^{m}= \begin{cases}\left\{a^{\min \{n, m\}}\right\} & \text { if } n \neq m  \tag{2.2.2}\\ \left\{a^{n}, a^{n+1}, \ldots, a^{r}\right\} & \text { if } n=m\end{cases}
$$

Then $(S,+)$ is a commutative hypergroupoid. From the definition of + on $S$, we have that

$$
\begin{equation*}
a^{n}+a^{r}=\left\{a^{n}\right\}=a^{r}+a^{n} \text { for all } n \in\{1,2, \ldots, r\} \tag{2.2.3}
\end{equation*}
$$

Next, we claim that for all $n, m \in \mathbb{N}$,

$$
a^{n}+a^{m}= \begin{cases}\left\{a^{\min \{n, m\}}\right\} & \text { if } n \neq m  \tag{2.2.4}\\ \left\{a^{n}, a^{n+1}, \ldots, a^{n+r}\right\} & \text { if } n=m\end{cases}
$$

To prove (2.2.4), let $n, m \in \mathbb{N}$.

Case 1: $n \neq m$. If $n, m \leq r$, by $(2.2 .2), a^{n}+a^{m}=a^{\min \{n, m\}}$. If $n \leq r \leq m$, by (2.2.1) and (2.2.3), $a^{n}+a^{m}=a^{n}+a^{r}=\left\{a^{n}\right\}=\left\{a^{\min \{n, m\}}\right\}$. Similarly, $m \leq r \leq n$ implies that $a^{n}+a^{m}=\left\{a^{\min \{n, m\}}\right\}$. If $n, m \geq r$, then $\min \{n, m\} \geq r$, so by (2.2.1) and (2.2.3), $a^{n}+a^{m}=a^{r}+a^{r}=\left\{a^{r}\right\}=\left\{a^{\min \{n, m\}}\right\}$.

Case 2: $n=m$. If $n=m \leq r$, then by (2.2.2), $a^{n}+a^{m}=\left\{a^{n}, a^{n+1}, \ldots, a^{r}\right\}$ and by (2.2.1), $a^{r}=a^{r+1}=\ldots=a^{n+r}$, so we have $a^{n}+a^{m}=\left\{a^{n}, a^{n+1}, \ldots, a^{n+r}\right\}$. By (2.2.1) and (2.2.3), $n=m \geq r$ implies $a^{n}+a^{m}=a^{r}+a^{r}=\left\{a^{r}\right\}$ and $a^{r}=a^{n}=a^{n+1}+\frac{\square}{6}=a^{n+r}$, so $\left.a^{n}+a^{m}=\left\{a^{r}\right\} \xlongequal[0^{r}]{\{ } a^{n}, a^{n+1}, \ldots, a^{n+r}\right\}$.
Hence (2.2.4) holds.


$$
\left(a^{n}+a^{n}\right)+a^{m}=\left\{a^{n}, a^{n+1}, \ldots, a^{r}\right\}+a^{m}= \begin{cases}\left\{a^{n}, a^{n+1}, \ldots, a^{r}\right\} & \text { if } n \leq m \\ \left\{a^{m}\right\} & \text { if } n>m\end{cases}
$$

and

$$
a^{n}+\left(a^{n}+a^{m}\right)= \begin{cases}a^{n}+\left\{a^{n}\right\} & \text { if } n<m \\ a^{n}+\left\{a^{n}, a^{n+1}, \ldots, a^{r}\right\} & \text { if } n=m \\ a^{n}+\left\{a^{m}\right\} & \text { if } n>m\end{cases}
$$

which implies that

$$
= \begin{cases}\left\{a^{n}, a^{n+1}, \ldots, a^{r}\right\} & \text { if } n<m \\ \left\{a^{n}, a^{n+1}, \ldots, a^{r}\right\} & \text { if } n=m \\ \left\{a^{m}\right\} & \text { if } n>m\end{cases}
$$

$$
\begin{equation*}
\left(a^{n}+a^{n}\right)+a^{m}=a^{n}+\left(a^{n}+a^{m}\right) \tag{2.2.5}
\end{equation*}
$$

for all $n, m \in\{1,2, \ldots, r\}$. We have from (2.2.5) and the commutativity of + on $S$ that for $n, m \in\{1,2, \ldots, r\}$,
$\left(a^{m}+a^{n}\right)+a^{n}=a^{n}+\left(a^{m}+a^{n}\right)=a^{n}+\left(a^{n}+a^{m}\right)=\left(a^{n}+a^{n}\right)+a^{m}=a^{m}+\left(a^{n}+a^{n}\right)$
and

$$
\left(a^{n}+a^{m}\right)+a^{n}=a^{n}+\left(a^{n}+a^{m}\right)=a^{n}+\left(a^{m}+a^{n}\right)
$$

By the definition of + on $S$, it follows that for distinct elements $n, m$ and $k$ in $\{1,2, \ldots, r\}$,

$$
\left(a^{n}+a^{m}\right)+a^{k}=\left\{a^{\min \{n, m, k\}}\right\}=a^{n}+\left(a^{m}+a^{k}\right) .
$$

It is clearly seen from the definition of + on $S$ that


Hence $(S,+)$ is a hypergroup. By $(2.2 .3), a^{r}$ is a scalar identity of the hypergroup $(S,+)$. Since $a^{r} \in\left\{a^{n}, a^{n+1}, \ldots, a^{r}\right\}=a^{n}+a^{n}$ for all $n \in\{1,2, \ldots, r\}$, we have that for $n \in\{1,2, \ldots, r\}, a^{n}$ is an inverse of $a^{n}$ in $(S,+)$. Moreover, for $n \in\{1,2, \ldots, r\}$, $a^{n}$ is the unique inverse of $a^{n}$ in $(S,+)$ since for every $m \in\{1,2, \ldots, r\} \backslash\{n\}, a^{r} \notin$ $a^{n}+a^{m}\left(=\left\{a^{\min \{n, m\}}\right\}\right)$.

To show that $(S,+)$ is reversible, let $n, m, k \in\{1,2, \ldots, r\}$ be such that $a^{n} \in$
$a^{m}+a^{k}$. Since

$$
a^{m}+a^{k}= \begin{cases}\left\{a^{m}, a^{m+1}, \ldots, a^{r}\right\} & \text { if } m=k \\ \left\{a^{\min \{m, k\}}\right\} & \text { if } m \neq k\end{cases}
$$

we have that $n=m<k, n=k<m, n>m=k$ or $n=m=k$. Each case gives $a^{k} \in a^{n}+a^{m}$ as follows:

$$
\begin{aligned}
& n=m<k \Rightarrow a^{k} \in\left\{a^{m}, a^{m+1}, \ldots, a^{r}\right\}=a^{m}+a^{m}=a^{n}+a^{m}, \\
& n=k<m \Rightarrow a^{k} \in\left\{a^{n}\right\}=a^{n}+a^{m}, \\
& n>m=k \Rightarrow a^{k} \in\left\{a^{m}\right\}=a^{n}+a^{m}, \\
& n=m=k \Rightarrow a^{k} \in\left\{a^{m}, a^{m+1}, \ldots, a^{r}\right\}=a^{m}+a^{m}=a^{n}+a^{m} .
\end{aligned}
$$

This proves that $(S,+)$ is a canonical hypergroup.
Next, we shall show that $a^{n} \cdot\left(a^{m}+a^{k}\right)=a^{n} \cdot a^{m}+a^{n} \cdot a^{k}$ for all $n, m, k \in$ $\{1,2, \ldots, r\}$ where • is the operation of $S$. Let $n, m, k \in\{1,2, \ldots, r\}$. Then by

$$
a^{n} \cdot\left(a^{m}+a^{k}\right)= \begin{cases}a^{n} \cdot\left\{a^{\min \{m, k\}}\right\} & \text { if } m \neq k,  \tag{2.2.4}\\ a^{n} \cdot\left\{a^{m}, a^{m+1}, \ldots, a^{m+r}\right\} & \text { if } m=k\end{cases}
$$

and 99 and $\left\{\begin{array}{l}\left\{a^{m i n}\{n+m, n+k\}\right. \\ \sigma^{2} \\ \left\{a^{n+m}, a^{n+m+1}, \ldots, a^{n+m+r}\right\} \\ \text { if } m=k\end{array}\right.$

$$
\begin{aligned}
a^{n} \cdot a^{m}+a^{n} \cdot a^{k}=a^{n+m}+a^{n+k} & = \begin{cases}\left\{a^{\min \{n+m, n+k\}}\right\} & \text { if } n+m \neq n+k, \\
\left\{a^{n+m}, a^{n+m+1}, \ldots, a^{n+m+r}\right\} & \text { if } n+m=n+k\end{cases} \\
= & \begin{cases}\left\{a^{\min \{n+m, n+k\}}\right\} & \text { if } m \neq k, \\
\left\{a^{n+m}, a^{n+m+1}, \ldots, a^{n+m+r}\right\} & \text { if } m=k .\end{cases}
\end{aligned}
$$

Thus $a^{n} \cdot\left(a^{m}+a^{k}\right)=a^{n} \cdot a^{m}+a^{n} \cdot a^{k}$ for all $n, m, k \in\{1,2, \ldots, r\}$.

Hence $(S,+, \cdot)$ is a hyperring. Therefore $S \in \boldsymbol{S H R}$.
For the converse, assume that $S=\langle a\rangle$, $\operatorname{index}(S)=r>1$ and $\operatorname{period}(S)=$ $m>1$. Then

$$
S=\left\{a, a^{2}, \ldots, a^{r}, a^{r+1}, \ldots, a^{r+m-1}\right\}, a^{r+m}=a^{r}, r>1, m>1
$$

and $a, a^{2}, \ldots, a^{r+m-1}$ are all distinct. Since $\operatorname{period}(S)>1, S$ has no zero (Chapter I, page 2). Consequently, for $x, y \in S^{0}, x y=0$ implies $x=0$ or $y=0$. To show that $S \notin \boldsymbol{S H R}$, suppose on the contrary that $S \in \boldsymbol{S H R}$. Then there exists a hyperoperation + on $S^{0}$ such that $\left(S^{0},+, \cdot\right)$ is a hyperring where $\cdot$ is the operation on $S^{0}$. Then $0 \in a+a^{k}$ for some $k \in\{1,2, \ldots, r+m-1\}$.

Case 1: $k=1$. Then $0 \in a+a$. Consequently,

$$
0 \in a^{r-1}(a+a)=a^{r}+a^{r}=a^{r}+a^{r+m}=a^{r-1}\left(a+a^{m+1}\right)
$$

This implies that $0 \in a+a^{m+1}$. Then $a^{m+1}=a$. But $1<m+1 \leq r+m-1$ (since $r>1$ ), so we have $a \neq a^{m+1}$, a contradiction.

Case 2: $k>1$. Then $2 k-1>1$ and
สถานนดินมมสิมาร

Subcase 2.1: $2 k-1<r$. Then $1<2 k-1<r+m-1$, so $a^{2 k-1} \neq a$, a contradiction.

Subcase 2.2: $2 k-1 \geq r$. Then $a^{2 k-1} \in\left\{a^{r}, a^{r+1}, \ldots, a^{r+m-1}\right\}$ (Chapter I, page 1) which implies that $a \in\left\{a^{r}, a^{r+1}, \ldots, a^{r+m-1}\right\}$. This is a contradiction since $r>1$.

## CHAPTER III

## GENERALIZED SEMIGROUPS OF SOME SEMIGROUPS OF TRANSFORMATIONS OF A SET

The purpose of this chapter is to characterize when generalized semigroups of the following transformation semigroups admit a hyperring structure where $X$ is a nonempty set.

$$
\begin{aligned}
& T(X)=\text { the full transformation semigroup on } X, \\
& G(X)=\{\alpha \in T(X) \mid \alpha \text { is } 1-1 \text { and } \operatorname{Im} \alpha=X\}, \\
& M(X)=\{\alpha \in T(X) \mid \alpha \text { is } 1-1\}, \\
& E(X)=\{\alpha \in T(X) \mid \operatorname{Im} \alpha=X\}, \\
& T_{1}(X)=\{\alpha \in T(X) \mid \operatorname{Im} \alpha \text { is finite }\}, \\
& T_{2}(X)=\{\alpha \in T(X) \mid X \backslash \operatorname{Im} \alpha \text { is finite }\}, \\
& T_{3}(X)=\{\alpha \in T(X) \mid \mathrm{K}(\alpha) \text { is finite }\}
\end{aligned}
$$

$$
\text { where } \mathrm{K}(\alpha)=\{x \in X \mid \alpha \text { is not } 1 \in 1 \text { at } x\}, \square \delta ? \prod
$$

and
$T_{4}(X)_{q}=\{\alpha \in T(X) \nmid \alpha$ is, $1-F$ and $X d \operatorname{Im} \alpha$ is infinite $\}$ where $X$ is infinite

$$
T_{5}(X)=\{\alpha \in T(X) \mid \mathrm{K}(\alpha) \text { is infinite and } \operatorname{Im} \alpha=X\} \text { where } X \text { is infinite. }
$$

We recall from Chapter I that $G(X) \in \boldsymbol{S H R}$ (Proposition 1.2), $M(X) \in \boldsymbol{S H R}$ if and only if $X$ is finite (Proposition 1.3(2)) and $E(X) \in \boldsymbol{S H R}$ if and only if $X$ is finite (Proposition 1.3(3)). Moreover, the condition that $|X|=1$ is necessary and sufficient for $T_{2}(X)$ and for $T_{3}(X)$ to belong to $\boldsymbol{S H R}$ (Proposition 1.4).

Throughout this chapter, let $X$ denote a nonempty set. For convenience,
the following notation will be used. For $a \in X$, let $X_{a}$ denote the constant transformation of $X$ with image $\{a\}$ and for $a, b \in X$, let $(a, b)$ be the element of $G(X)$ defined by

$$
x(a, b)= \begin{cases}b & \text { if } x=a \\ a & \text { if } x=b \\ x & \text { if } x \in X \backslash\{a, b\}\end{cases}
$$

If $\theta \in G(X)$, we have $(G(X), \theta) \cong G(X)$ (Chapter I, page 2). Then the following theorem is obtained from Proposition 1.2.

Theorem 3.1. For any $\theta \in G(X),(G(X), \theta) \in \boldsymbol{S H R}$.

We recall that if $S(X)$ is any of the semigroups $T(X), M(X), E(X)$ and $T_{1}(X)-T_{5}(X)$ and $\theta \in S^{1}(X)$, by Proposition $1.5,|S(X)|=1$ or $(S(X), \theta)$ has no zero. Hence $(S(X), \theta)^{0}=(S(X) \cup\{0\}, \theta)$ (Chapter I, page 2).

Theorem 3.2. Let $S(X)$ be $T(X)$ or $T_{1}(X)$. For $\theta \in S^{1}(X),(S(X), \theta) \in \boldsymbol{S H R}$ if and only if $|X|=1$.

Proof. Assume that $(S(X), \theta) \in \boldsymbol{S H R}$. Then there exists a hyperoperation + on $S(X) \cup\{0\}$ such that $(S(X) \cup\{0\},+, \cdot)$ is a hyperring where $\cdot$ is the operation on $(S(X) \cup\{0\}, \theta)$. To show that $|X|=1$, suppose on the contrary that $|X| \geq 2$. Let $a$ and $b$ be two distinct elements in $X$. Then $X_{a}, X_{b} \in S(X)$ and it is easily seen that $X_{a} \theta X_{a}=X_{a}$ and $X_{b} \theta X_{a}=X_{a}$. Thus we have

$$
0 \in X_{a}-X_{a}=X_{a} \theta X_{a}-X_{b} \theta X_{a}=\left(X_{a}-X_{b}\right) \theta X_{a}
$$

which implies by Proposition 1.1 and 1.5 that $0 \in X_{a}-X_{b}$. Hence $X_{a}=X_{b}$ which is a contradiction since $a \neq b$. Hence $|X|=1$.

Conversely, if $|X|=1$, then $|S(X)|=1$, so $(S(X), \theta) \in \boldsymbol{S H R}$ (Chapter I, page 6).

Hence Proposition 1.3(1) becomes a corollary of Theorem 3.2.

Corollary 3.3. If $S(X)=T(X)$ or $T_{1}(X)$, then $S(X) \in \boldsymbol{S H R}$ if and only if $|X|=1$.

Theorem 3.4. For $\theta \in M(X),(M(X), \theta) \in \boldsymbol{S H R}$ if and only if $X$ is finite.

Proof. If $X$ is finite, then $M(X)=G(X)$, so by Theorem $3.1,(M(X), \theta) \in \boldsymbol{S H R}$.
For the converse, assume that $(M(X), \theta) \in \boldsymbol{S H R}$. Then there exists a hyperoperation + on $M(X) \cup\{0\}$ such that $(M(X) \cup\{0\},+, \cdot)$ is a hyperring where $\cdot$ is the operation on $(M(X) \cup\{0\}, \theta)$. To show that $\operatorname{Im} \theta=X$, suppose that $\operatorname{Im} \theta \subsetneq X$. Since $\theta$ is $1-1$, we have that $(\operatorname{Im} \theta) \theta \subsetneq X \theta$. Thus $\operatorname{Im} \theta^{2} \subsetneq \operatorname{Im} \theta \subsetneq X$. This implies that $\left|X \backslash \operatorname{Im} \theta^{2}\right| \geq 2$. Let $a, b \in X \backslash \operatorname{Im} \theta^{2}$ be distinct. Consequently, $\theta^{2}(a, b)=\theta^{2}$. Since

$$
0 \in \theta^{2}-\theta^{2}=\theta^{2}-\theta^{2}(a, b)=\theta \theta\left(1_{X}-(a, b)\right)
$$

by Proposition 1.1 and 1.5, $0 \in 1_{X}-(a, b)$. This implies that $(a, b)=1_{X}$ which is a contradiction. Hence $\theta \in G(X)$. Then $(M(X), \theta) \cong M(X)$ (Chapter I, page 2). Since $(M(X), \theta) \in \boldsymbol{S H R}, M(X) \in \boldsymbol{S H R}$. By Proposition 1.3(2), $X$ is finite. Theorem 3.5. For $\theta \in E(X),(E(X), \theta) \in \boldsymbol{S H R}$ if and only if $X$ is finite. Proof. If $X$ cis finite, then $E(X) \stackrel{\sigma}{=} G(X)$ and hence $(E(X), \theta) \in \boldsymbol{S H R}$ by Theorem 3.1.

For the converse, assume that $(E(X), \theta) \in \boldsymbol{S H R}$. Then there exists a hyperoperation + on $E(X) \cup\{0\}$ such that $(E(X) \cup\{0\},+, \cdot)$ is a hyperring where $\cdot$ is the operation on $(E(X) \cup\{0\}, \theta)$. To show that $\theta \in G(X)$, suppose not. Because $\operatorname{Im} \theta=X$, $\theta$ is not 1-1. Then there exist distinct elements $a$ and $b$ in $X$ such that $a \theta=b \theta$. Consequently, $(a, b) \theta=\theta$. Then

$$
0 \in \theta-\theta=\theta-(a, b) \theta=\left(1_{X}-(a, b)\right) \theta 1_{X}
$$

which implies by Proposition 1.1 and 1.5 that $0 \in 1_{X}-(a, b)$. Hence $(a, b)=1_{X}$, a contradiction. Therefore $\theta \in G(X)$. It follows that $(E(X), \theta) \cong E(X)$ (Chapter I, page 2). But $(E(X), \theta) \in \boldsymbol{S H R}$, so $E(X) \in \boldsymbol{S H R}$. Hence $X$ is finite by Proposition 1.3(3).

Theorem 3.6. Let $S(X)$ be $T_{2}(X)$ or $T_{3}(X)$. For $\theta \in S(X),(S(X), \theta) \in \boldsymbol{S H R}$ if and only if $|X|=1$.

Proof. Assume that $(S(X), \theta) \in \boldsymbol{S H R}$ and + is a hyperoperation on $S(X) \cup\{0\}$ such that $(S(X) \cup\{0\},+, \cdot)$ is a hyperring where $\cdot$ is the operation on $(S(X) \cup\{0\}, \theta)$. First, we will prove that $\theta$ is $1-1$. Suppose not. Then there exist distinct elements $a$ and $b$ in $X$ such that $a \theta=b \theta$. Therefore $(a, b) \in S$ and $(a, b) \theta=\theta$. Then we have

$$
0 \in \theta-\theta=\theta-(a, b) \theta=\left(1_{X}-(a, b)\right) \theta 1_{X}
$$

which implies by Proposition 1.1 and 1.5 that $0 \in 1_{X}-(a, b)$, so $(a, b)=1_{X}$, a contradiction. Hence $\theta$ is $1-1$.

Next, we will prove that $\operatorname{Im} \theta=X$. Suppose that $\operatorname{Im} \theta \subsetneq X$. Since $\theta$ is $1-1$, $(\operatorname{Im} \theta) \theta \subsetneq X \theta$. Then $\operatorname{Im} \theta^{2} \subsetneq \operatorname{Im} \theta \subsetneq X$. Let $a, b \in X \backslash \operatorname{Im} \theta^{2}$ be distinct. Then


we have $0 \in 1_{X}-(a, b)$. Hence $(a, b)=1_{X}$, a contradiction. This proves that $\theta \in$ $G(X)$. Consequently, $(S(X), \theta) \cong S(X)$ and hence $S(X) \in \boldsymbol{S H R}$. By Proposition 1.4, $|X|=1$.

For the converse, assume that $|X|=1$. Then $|S(X)|=1$ and so $(S(X), \theta) \in$ $\boldsymbol{S H R}$ (Chapter I, page 6).

The following lemma is required to prove that $\left(T_{4}(X), \theta\right) \notin \boldsymbol{S H R}$ if $X$ is infinite and $\theta \in T_{4}^{1}(X)$.

Lemma 3.7. $M(X) T_{4}(X) \subseteq T_{4}(X)$ where $X$ is infinite.

Proof. Let $\alpha \in M(X)$ and $\beta \in T_{4}(X)$. Then $\alpha \beta$ is 1-1 and $\operatorname{Im} \alpha \beta \subseteq \operatorname{Im} \beta$. Since $X \backslash \operatorname{Im} \beta$ is infinite, $X \backslash \operatorname{Im} \alpha \beta$ is infinite. Hence $\alpha \beta \in T_{4}(X)$.

Theorem 3.8. For any $\theta \in T_{4}^{1}(X),\left(T_{4}(X), \theta\right) \notin \boldsymbol{S H R}$ where $X$ is infinite.

Proof. Assume that $\left(T_{4}(X), \theta\right) \in \boldsymbol{S H R}$ and let + be a hyperoperation on $T_{4}(X) \cup\{0\}$ such that $\left(T_{4}(X) \cup\{0\},+, \cdot\right)$ is a hyperring where $\cdot$ is the operation on $\left(T_{4}(X) \cup\right.$ $\{0\}, \theta)$. Let $\alpha \in T_{4}(X)$. Then $\alpha \theta \in T_{4}(X)$, so $X \backslash \operatorname{Im} \alpha \theta$ is infinite. Let $a$ and $b$ be distinct elements in $X \backslash \operatorname{Im} \alpha \theta$. Then $\alpha \theta(a, b)=\alpha \theta$, and so $\alpha \theta(a, b) \alpha=\alpha \theta \alpha$. By Lemma 3.7, we have that $(a, b) \alpha \in T_{4}(X)$. But

$$
0 \in \alpha \theta \alpha-\alpha \theta \alpha=\alpha \theta \alpha-\alpha \theta(a, b) \alpha=\alpha \theta(\alpha-(a, b) \alpha)
$$

so $0 \in \alpha-(a, b) \alpha$ by Proposition 1.1 and 1.5. This implies that $(a, b) \alpha=\alpha$.
Hence


Hence the following corollary is obtained.


Corollary 3.9. If $X$ is infinite, then $T_{4}(X) \notin \boldsymbol{S H R}$.

The following lemma is given to prove that $\left(T_{5}(X), \theta\right) \notin \boldsymbol{S H R}$ where $X$ is infinite and $\theta \in T_{5}^{1}(X)$.

Lemma 3.10. If $X$ is infinite, then $T_{5}(X) E(X) \subseteq T_{5}(X)$.

Proof. Let $\alpha \in T_{5}(X)$ and $\beta \in E(X)$. Then $\operatorname{Im} \alpha \beta=X$ since $\operatorname{Im} \alpha=X=\operatorname{Im} \beta$.
If $\alpha$ is not 1-1 at $x \in X$, then $\alpha \beta$ is not 1-1 at $x$. Consequently, $\mathrm{K}(\alpha)=\{x \in X \mid \alpha$ is not 1-1 at $x\} \subseteq\{x \in X \mid \alpha \beta$ is not 1-1 at $x\}=\mathrm{K}(\alpha \beta)$.

Since $\mathrm{K}(\alpha)$ is infinite, $\mathrm{K}(\alpha \beta)$ is infinite. Hence $\alpha \beta \in T_{5}(X)$.

Theorem 3.11. For any $\theta \in T_{5}^{1}(X),\left(T_{5}(X), \theta\right) \notin \boldsymbol{S H R}$ where $X$ is infinite.

Proof. Assume that $\left(T_{5}(X), \theta\right) \in \boldsymbol{S H R}$. Then there exists a hyperoperation + on $T_{5}(X) \cup\{0\}$ such that $\left(T_{5}(X) \cup\{0\},+, \cdot\right)$ is a hyperring where $\cdot$ is the operation on $\left(T_{5}(X) \cup\{0\}, \theta\right)$.

Case 1: $\theta=1_{X}$. Since $X$ is infinite, there exist $X_{1}, X_{2} \subseteq X$ such that

$$
X_{1} \cup X_{2}=X, \quad X_{1} \cap X_{2}=\varnothing,\left|X_{1}\right|=\left|X_{2}\right|=|X|
$$

Then there is a bijection $\varphi: X_{1} \rightarrow X$. Let $a \in X_{1}$ and define $\alpha: X \rightarrow X$ by

$$
x \alpha= \begin{cases}\frac{x \varphi}{x \varphi} & \text { if } \\ a \in X_{1} \\ a & \text { if } \\ x \in X_{2}\end{cases}
$$

Thus $\operatorname{Im} \alpha=X$ and $\alpha$ is not $1-1$ at every $x \in X_{2}$. Therefore $\alpha \in T_{5}(X)$. Let $s, t \in X_{2}$ be such that $s \neq t$. Thus there exist unique $p, q \in X_{1}$ such that $p \alpha=s$ and $q \alpha=t$. Moreover, the following equalities hold.


$$
\begin{equation*}
\mathbb{X}_{2} \alpha(s, t) \alpha=\{a \alpha\} \Rightarrow X_{2} \alpha \alpha . \tag{2.10.1}
\end{equation*}
$$

Since $\varphi: X_{1} \rightarrow X$ is $1-1$, for $x \in X_{1} \backslash\{p, q\}, x \alpha \notin\{s, t\}$. Then

$$
\begin{equation*}
\text { وqM刁 Gor every } x \in X_{1} \downarrow\{p, q\}, x \alpha(s, t) \alpha=x \alpha \alpha \tag{2.10.2}
\end{equation*}
$$

From (2.10.1) and (2.10.2), we have $\alpha(s, t) \alpha=\alpha^{2}$. By Lemma 3.10, $\alpha(s, t) \in$ $T_{5}(X)$. But

$$
0 \in \alpha \alpha-\alpha \alpha=\alpha \alpha-\alpha(s, t) \alpha=(\alpha-\alpha(s, t)) \alpha
$$

so by Proposition 1.1 and $1.5,0 \in \alpha-\alpha(s, t)$. Hence $\alpha(s, t)=\alpha$. It then follows that

$$
s=p \alpha=p \alpha(s, t)=s(s, t)=t
$$

a contradiction.

Case 2: $\theta \in T_{5}(X)$. Then $s \theta=t \theta$ for some distinct $s, t \in X$. Since $X \backslash\{s, t\}$ is infinite, there exist $X_{1}, X_{2}^{\prime} \subseteq X \backslash\{s, t\}$ such

$$
X_{1} \cup X_{2}^{\prime}=X \backslash\{s, t\}, X_{1} \cap X_{2}^{\prime}=\varnothing,\left|X_{1}\right|=\left|X_{2}^{\prime}\right|=|X \backslash\{s, t\}|
$$

Let $X_{2}=X_{2}^{\prime} \cup\{s, t\}$. Then

$$
X_{1} \cup X_{2}=X, X_{1} \cap X_{2}=\varnothing,\left|X_{1}\right|=\left|X_{2}\right|=|X|
$$

Let $\varphi: X_{1} \rightarrow X$ be a bijection. Let $a \in X_{1}$ and define $\alpha: X \rightarrow X$ by

$$
x \alpha= \begin{cases}x \varphi & \text { if } x \in X_{1} \\ a & \text { if } x \in X_{2}\end{cases}
$$

Then $\operatorname{Im} \alpha=X$ and $\alpha$ is not $1-1$ at every $x \in X_{2}$, so $\alpha \in T_{5}(X)$. By Lemma 3.10, $\alpha(s, t) \in T_{5}(X)$. Let $p, q \in X_{1}$ be such that $p \alpha=s$ and $q \alpha=t$. Hence

$$
\begin{align*}
& p \alpha(s, t) \theta \alpha=t \theta \alpha=s \theta \alpha=p \alpha \theta \alpha, \\
& q \alpha(s, t) \theta \alpha=s \theta \alpha=t \theta \alpha=q \alpha \theta \alpha, \tag{2.10.3}
\end{align*}
$$

Since $\varphi: X_{1} \rightarrow X$ is $1-1$, for $x \in X_{1} \backslash\{p, q\}, x \alpha \notin\{s, t\}$. We deduce that

$$
X_{2} \alpha(s, t) \theta \alpha=\{a \theta \alpha\}=X_{2} \alpha \theta \alpha
$$



From (2.10.3) and (2.10.4), $\alpha(s, t) \theta \alpha=\alpha \theta \alpha$. Then

$$
0 \in \alpha \theta \alpha-\alpha \theta \alpha=\alpha \theta \alpha-\alpha(s, t) \theta \alpha=(\alpha-\alpha(s, t)) \theta \alpha
$$

so $0 \in \alpha-\alpha(s, t)$ by Proposition 1.1 and 1.5. Thus $\alpha(s, t)=\alpha$. This is a contradiction since

$$
s=p \alpha=p \alpha(s, t)=s(s, t)=t
$$

In particular, we have

Corollary 3.12. $T_{5}(X) \notin \boldsymbol{S H R}$ where $X$ is infinite.


## CHAPTER IV

## GENERALIZED SEMIGROUPS OF SOME SEMIGROUPS OF LINEAR TRANSFORMATIONS OF <br> A VECTOR SPACE

In this chapter, we characterize when generalized semigroups of the following semigroups of linear transformations under composition belong to the class $\boldsymbol{S H R}$ where $V$ is a vector space over a division ring $D$.

$$
\begin{aligned}
& L(V)=\{\alpha: V \rightarrow V \mid \alpha \text { is a linear transformation }\}, \\
& G(V)=\{\alpha \in L(V) \mid \alpha \text { is } 1-1 \text { and } \operatorname{Im} \alpha=V\}, \\
& M(V)=\{\alpha \in L(V) \mid \alpha \text { is } 1-1\}, \\
& E(V)=\{\alpha \in L(V) \mid \operatorname{Im} \alpha=V\}, \\
& L_{1}(V)=\{\alpha \in L(V) \mid \operatorname{dim} \operatorname{Im} \alpha \text { is finite }\}, \\
& L_{2}(V)=\left\{\alpha \in L(V) \mid \operatorname{dim}_{2}(V / \operatorname{Im} \alpha) \text { is finite }\right\} \\
& L_{3}(V)=\{\alpha \in L(V) \mid \operatorname{dim} \operatorname{Ker} \alpha \text { is finite }\}, \\
& L_{4}(V)=\{\alpha \in L(V) \mid \alpha \text { is } 1-1 \text { and dim }(V / \operatorname{Im} \alpha) \text { is infinite }\} \text { if } V \text { is infinite }
\end{aligned}
$$ dimensional and

$L_{5}(V)=\{\alpha \in L(V) \mid \operatorname{dim} \operatorname{Ker} \alpha$ is infinite and $\operatorname{Im} \alpha=V\}$ if $V$ is infinite dimensional.

Throughout this chapter, let $V$ be a vector space over a division ring $D$. The following notation will be used. If $B$ is a basis of $V$ and $u, w \in B$, let
$(u, w)_{B} \in L(V)$ be defined by

$$
v(u, w)_{B}= \begin{cases}u & \text { if } v=w \\ w & \text { if } v=u \\ v & \text { if } v \in B \backslash\{u, w\} .\end{cases}
$$

If the notation $(A, \oplus, \cdot)$ is used to denote a hyperring, then for $x, y \in A, \ominus x$ and $x \ominus y$ will denote the inverse of $x$ in $(A, \oplus)$ and $x \oplus(\ominus y)$, respectively.

By Proposition 1.2, $G(V) \in \boldsymbol{S H R}$. It follows from the fact in Chapter I, page 2 that $(G(V), \theta) \cong G(V)$ for all $\theta \in \overline{G(V)}$. Therefore we have

Theorem 4.1. For $\theta \in G(V),(G(V), \theta) \in \boldsymbol{S H R}$.

We know that $L(V)$ is a ring under usual addition and composition. Moreover, $L_{1}(V)$ is an ideal of this ring ( $\{6]$, page 424 ). Thus $L(V), L_{1}(V) \in \boldsymbol{S} \boldsymbol{R}$ and so $L(V), L_{1}(V) \in \boldsymbol{S H R}$. Since for $\alpha, \beta, \gamma, \theta \in L(V)$,
and


$$
e^{(\beta+\gamma)} \theta \alpha=\beta \theta \alpha+\gamma \theta \alpha
$$

Hence $(L(V), \theta) \in \boldsymbol{S} \boldsymbol{R}$ for every $\theta \in L(V)$ and $\left(L_{1}(V), \theta\right) \in \boldsymbol{S} \boldsymbol{R}$ for every $\theta \in$


Theorem 4.2. If $S(V)$ is $L(V)$ or $L_{1}(V)$, then for every $\theta \in S^{1}(V),(S(V), \theta) \in$ SHR .

We recall the facts from Proposition 1.9 that if $S(V)$ is any of
(1) $M(V)$ and $E(V)$ and
(2) $L_{2}(V)-L_{5}(V)$ where $\operatorname{dim} V$ is infinite
and $\theta \in S^{1}(V)$, then $|S(V)|=1$ or $(S(V), \theta)$ has no zero, and hence $(S(V), \theta)^{0}=$ $(S(V) \cup\{0\}, \theta)$ (Chapter I, page 2).

To characterize when $(M(V), \theta)$ with $\theta \in M(V)$ belongs to $\boldsymbol{S H R}$, we require the following lemma.

Lemma 4.3. $M(V) \in \boldsymbol{S H R}$ if and only if $\operatorname{dim} V$ is finite.

Proof. If $\operatorname{dim} V$ is finite, then $M(V)=G(V)$, so by Proposition $1.2, M(V) \in$ SHR .

For the converse, assume that $M(V) \in \boldsymbol{S H R}$. Then there exists a hyperoperation $\oplus$ on $M(V) \cup\{0\}$ such that $(M(V) \cup\{0\}, \oplus \cdot \cdot)$ is a hyperring where $\cdot$ is the operation on $\left(M(V) \cup\{0\}, 1_{V}\right)$. To show that $\operatorname{dim} V$ is finite, suppose on the contrary that $\operatorname{dim} V$ is infinite. Let $B$ be a basis of $V$ and $u, w \in B$ such that $u \neq w$. Since $B$ is infinite, it follows that $|B|=|B \backslash\{u, w\}|$. Then there exists a 1-1 map $\varphi$ from $B$ onto $B \backslash\{u, w\}$. Let $\alpha \in L(V)$ be defined by $v \alpha=v \varphi$ for all $v \in B$. By Proposition 1.6, $\alpha$ is $1-1$ and so $\alpha \in M(V)$. Since $B \alpha=B \backslash\{u, w\}$, we have $v \alpha(u, w)_{B}=v \alpha$ for all $v \in B$. It follows that $\alpha(u, w)_{B}=\alpha$. Therefore

$$
0 \in \alpha \ominus \alpha=\alpha 1_{V} \ominus \alpha(u, w)_{B}=\alpha\left(1_{V} \ominus(u, w)_{B}\right) .
$$

But $\alpha \neq 0$, so by Proposition 1.1 and $1.9,0 \in 1_{V} \ominus(u, w)_{B}$. Hence $(u, w)_{B}=1_{V}$, a contradiction. Therefore $\operatorname{dim} V$ is finite. 19 ?
Theorem 4.4. For $\theta \in M(V),(M(V), \theta) \in \boldsymbol{S H R}$ if and only if dim $V$ is finite.
Proof. First, we recall that if $A$ is a linearly independent subset of $V$ and $u \in$ $V \backslash\langle A\rangle$, then $A \cup\{u\}$ is linearly independent.

If $\operatorname{dim} V$ is finite, then $M(V)=G(V)$ and thus $(M(V), \theta) \in \boldsymbol{S H R}$ by Theorem 4.1.

For the converse, assume that $(M(V), \theta) \in \boldsymbol{S H R}$. Let $\oplus$ be a hyperoperation on $M(V) \cup\{0\}$ such that $(M(V) \cup\{0\}, \oplus, \cdot)$ is a hyperring where $\cdot$ is the operation on $(M(V) \cup\{0\}, \theta)$. To show that $\theta \in E(V)$, suppose on the contrary that
$\theta \notin E(V)$. Then $\operatorname{Im} \alpha \subsetneq V$. Since $\theta$ is $1-1$, we have $(\operatorname{Im} \theta) \theta \subsetneq V \theta$. Hence $\operatorname{Im} \theta^{2} \subsetneq$ $\operatorname{Im} \theta \subsetneq V$.

Next, let $u \in V \backslash \operatorname{Im} \theta, w \in \operatorname{Im} \theta \backslash \operatorname{Im} \theta^{2}$ and $B_{1}$ a basis of $\operatorname{Im} \theta^{2}$. Then $w \in$ $V \backslash\left\langle B_{1}\right\rangle$. It follows that $B_{1} \cup\{w\}$ is linearly independent. But $\left\langle B_{1} \cup\{w\}\right\rangle \subseteq \operatorname{Im} \theta$, so $u \in V \backslash\left\langle B_{1} \cup\{w\}\right\rangle$. It follows that $B_{1} \cup\{u, w\}$ is linearly independent. Let $B$ be a basis of $V$ containing $B_{1} \cup\{u, w\}$. Since $u, w \notin\left\langle B_{1}\right\rangle$ and for $v \in V, v \theta^{2} \in\left\langle B_{1}\right\rangle$, we deduce that $v \theta^{2}(u, w)_{B}=v \theta^{2}$ for all $v \in V$. Hence $\theta^{2}(u, w)_{B}=\theta^{2}$. But

$$
0 \in \theta^{2} \ominus \theta^{2}=\theta^{2} \ominus \theta^{2}(u, w)_{B}=\theta \theta\left(1_{V} \ominus(u, w)_{B}\right)
$$

so $0 \in 1_{V} \ominus(u, w)_{B}$ by Proposition 1.1 and 1.9. Consequently, $(u, w)_{B}=1_{V}$, a contradiction. Now, we have $\theta \in G(V)$. It follows that $(M(V), \theta) \cong M(V)$ (Chapter I, page 2). Therefore $M(V) \in \boldsymbol{S H R}$. By Lemma 4.3, $\operatorname{dim} V$ is finite.

Next, we shall prove that $(E(V), \theta)$ with $\theta \in E(V)$ belongs to $\boldsymbol{S H R}$ if and only if $\operatorname{dim} V$ is finite. The following lemma is required.

Lemma 4.5. $E(V) \in \boldsymbol{S H R}$ if and only if $\operatorname{dim} V$ is finite.

Proof. If $\operatorname{dim} V$ is finite, then $E(V)=G(V)$, so by Proposition 1.2, $E(V) \in$ SHR

For the converse, assume that $E(V) \in \boldsymbol{S H R}$ and let $\oplus$ be a hyperoperation on $E(V) \cup\{0\}$ such that $(E(V) \cup\{0\}, \oplus, \cdot)$ is a hyperring where is the operation on $\left(E(V) \cup\{0\}, 1_{V}\right)$. To show that $\operatorname{dim} V$ is finite, suppose on the contrary that $\operatorname{dim} V$ is infinite. Let $B$ be a basis of $V$ and let $u, w \in B$ be such that $u \neq w$. Since $B$ is infinite, it follows that $|B|=|B \backslash\{u, w\}|$. Then there exists a 1-1 map $\varphi$ from $B \backslash\{u, w\}$ onto $B$. Let $\alpha \in L(V)$ be defined by

$$
v \alpha= \begin{cases}v \varphi & \text { if } v \in B \backslash\{u, w\} \\ u & \text { if } v=u \text { or } v=w\end{cases}
$$

Then $\operatorname{Im} \alpha=\langle B\rangle=V$, so $\alpha \in E(V)$. Moreover,

$$
\begin{aligned}
& v(u, w)_{B} \alpha=v \alpha \text { for all } v \in B \backslash\{u, w\}, \\
& u(u, w)_{B} \alpha=w \alpha=u=u \alpha \text { and } \\
& w(u, w)_{B} \alpha=u \alpha=u=w \alpha .
\end{aligned}
$$

It follows that $(u, w)_{B} \alpha=\alpha$. Hence

$$
0 \in \alpha \ominus \alpha=\alpha \ominus(u, w)_{B} \alpha=\left(1_{V} \ominus(u, w)_{B}\right) \alpha
$$

which implies by Proposition 1.1 and 1.9 that $0 \in 1_{V} \ominus(u, w)_{B}$. Therefore $(u, w)_{B}=1_{V}$, a contradiction. This proves that $\operatorname{dim} V$ is finite.

Theorem 4.6. For $\theta \in E(V),(E(V), \theta) \in \boldsymbol{S H R}$ if and only if $\operatorname{dim} V$ is finite.

Proof. If $\operatorname{dim} V$ is finite, then $E(V)=G(V)$, so by Theorem 4.1, $(E(V), \theta) \in$ SHR .

For the converse, assume that $(E(V), \theta) \in \boldsymbol{S H R}$. Let $\oplus$ be a hyperoperation on $E(V) \cup\{0\}$ such that $(E(V) \cup\{0\}, \oplus, \cdot)$ is a hyperring where $\cdot$ is the operation on $(E(V) \cup\{0\}, \theta)$. To show that $\theta \in M(V)$, suppose that $\theta \notin M(V)$. Then $\operatorname{Ker} \theta \neq\{0\}$. Let $B_{1}$ be a basis of $\operatorname{Ker} \theta$ and $B$ abasis of $V$ such that $B_{1} \subseteq B$. Since $\operatorname{Ker} \theta \neq\{0\}$, it follows that $B_{1} \neq \varnothing$. Let $\alpha \in L(V)$ be defined by

Then $\alpha \neq \theta$. Since

$$
\begin{aligned}
\operatorname{Im} \alpha=V \alpha & =\langle B \alpha\rangle \\
& =\left\langle\left(B \backslash B_{1}\right) \alpha \cup B_{1} \alpha\right\rangle \\
& \supseteq\left\langle\left(B \backslash B_{1}\right) \alpha\right\rangle \\
& =\left\langle\left(B \backslash B_{1}\right) \theta\right\rangle
\end{aligned}
$$

$$
\begin{aligned}
& =\left\langle\left(B \backslash B_{1}\right) \theta \cup B_{1} \theta\right\rangle \text { since } B_{1} \theta=\{0\} \\
& =\langle B \theta\rangle \\
& =\langle B\rangle \theta=V \theta=V \text { since } \theta \in E(V)
\end{aligned}
$$

we have $\alpha \in E(V)$. The following proof shows that $\alpha \theta=\theta^{2}$.

$$
\begin{aligned}
& v \in B \backslash B_{1} \Rightarrow v \alpha \theta=v \theta \theta=v \theta^{2} \text { and } \\
& v \in B_{1} \Rightarrow v \alpha \theta=v \theta=0=0 \theta=(v \theta) \theta=v \theta^{2} .
\end{aligned}
$$

Then

$$
0 \in \theta^{2} \ominus \theta^{2}=\theta^{2} \ominus \alpha \theta=(\theta \ominus \alpha) \theta 1_{V} .
$$

This implies from Proposition 1.1 and 1.9 that $0 \in \theta \ominus \alpha$. Hence $\theta=\alpha$, a contradiction. This proves that $\theta \in M(V)$. Thus $\theta \in G(V)$. Consequently, $(E(V), \theta) \cong E(V)$. Therefore $E(V) \in \boldsymbol{S H R}$. By Lemma 4.5, dim $V$ is finite.

We show in the next theorem that finiteness of $\operatorname{dim} V$ is necessary and sufficient for $\left(L_{2}(V), \theta\right)$ with $\theta \in L_{2}(V)$ and $\left(L_{3}(V), \theta\right)$ with $\theta \in L_{3}(V)$ to belong to $\boldsymbol{S H R}$. The following two lemmas will be used.

Lemma 4.7. $L_{2}(V) \in \boldsymbol{S H R}$ if and only if $\operatorname{dim} V$ is finite.

Proof. If $\operatorname{dim} V$ is finite, then $L_{2}(V)=L(V) \in \boldsymbol{S H R}$.
Conversely, assume that dim $V$ is infinite. Suppose that there exists a hyperoperation $\oplus$ on $L_{2}(V) \cup\{0\}$ such that $\left(L_{2}(V) \cup\{0\}, \oplus, \cdot\right)$ is a hyperring where $\cdot$ is the operation on $\left(L_{2}(V) \cup\{0\}, 1_{V}\right)$. Let $B$ be a basis of $V$ and $u, w$ distinct elements of $B$. Then $|B|=|B \backslash\{u, w\}|$, so there exists a bijection $\varphi: B \rightarrow B \backslash\{u, w\}$. Define $\alpha \in L(V)$ by $v \alpha=v \varphi$ for all $v \in B$. Then $\operatorname{Im} \alpha=V \alpha=\langle B\rangle \alpha=\langle B \alpha\rangle=\langle B \varphi\rangle=$ $\langle B \backslash\{u, w\}\rangle$. By Proposition 1.8(2), $\operatorname{dim}(V / \operatorname{Im} \alpha)=\operatorname{dim}(V /\langle B \backslash\{u, w\}\rangle)=2$. Therefore $\alpha \in L_{2}(V)$. Since $B \alpha=B \backslash\{u, w\}$, we have $v \alpha(u, w)_{B}=v \alpha$ for all
$v \in B$. Consequently, $\alpha(u, w)_{B}=\alpha$. Therefore

$$
0 \in \alpha \ominus \alpha=\alpha \ominus \alpha(u, w)_{B}=\alpha\left(1_{V} \ominus(u, w)_{B}\right)
$$

We then have from Proposition 1.1 and 1.9 that $0 \in 1_{V} \ominus(u, w)_{B}$. Hence $(u, w)_{B}=$ $1_{V}$, a contradiction. This proves that if dim $V$ is infinite, then $\left(L_{2}(V), \theta\right) \notin$ SHR.

Lemma 4.8. $L_{3}(V) \in \boldsymbol{S H R}$ if and only if $\operatorname{dim} V$ is finite.

Proof. If $\operatorname{dim} V$ is finite, then $L_{3}(V)=L(V) \in \boldsymbol{S H R}$.
Conversely, assume that $\operatorname{dim} V$ is infinite and suppose that $L_{3}(V) \in \boldsymbol{S H R}$. Let $\oplus$ be a hyperoperation on $L_{3}(V) \cup\{0\}$ such that $\left(L_{3}(V) \cup\{0\}, \oplus, \cdot\right)$ is a hyperring where $\cdot$ is the operation on $\left(L_{3}(V) \cup\{0\}, 1_{V}\right)$. Let $B$ be a basis of $V$ and $u, w \in B$ be distinct. Define $\alpha$ as in the proof of Lemma 4.7. Then $\alpha(u, w)_{B}=\alpha$. By Proposition 1.6, $\alpha \in M(V) \subseteq L_{3}(V)$. Thus


It follows from Proposition 1.1 and 1.9 that $0 \in 1_{V} \ominus(u, w)_{B}$ which is a contradiction since $(u, w)_{B} \neq 1_{v}$ Hence if dim $V$ is /infinite, then $L_{3}(V) \notin \boldsymbol{S H R}$.

Theorem 4.9. Let $S(V)$ be $L_{2}(V)$ or $L_{3}(V)$ and $\theta \in S(V)$. Then $(S(V), \theta) \in$ $\boldsymbol{S H R}$ if and only if dim $V$ is finite.

Proof. If $\operatorname{dim} V$ is finite, then $S(V)=L(V)$, and so $(S(V), \theta) \in \boldsymbol{S H} \boldsymbol{R}$ by Theorem 4.2.

For the converse, assume that $(S(V), \theta) \in \boldsymbol{S H R}$, and suppose that $\operatorname{dim} V$ is infinite. Let $\oplus$ be a hyperoperation on $S(V) \cup\{0\}$ such that $(S(V) \cup\{0\}, \oplus, \cdot)$ is a hyperring where $\cdot$ is the operation on $(S(V) \cup\{0\}, \theta)$.

Case 1. $\theta$ is not 1-1. Then $\operatorname{Ker} \theta \neq\{0\}$. Let $u \in \operatorname{Ker} \theta \backslash\{0\}$ and $B$ a basis of $V$ containing $u$. Define $\alpha \in L(V)$ by

$$
v \alpha= \begin{cases}0 & \text { if } v=u \\ v & \text { if } v \in B \backslash\{u\}\end{cases}
$$

By Proposition 1.7, $\operatorname{Ker} \alpha=\langle u\rangle$ and $\operatorname{Im} \alpha=\langle B \backslash\{u\}\rangle$. By Proposition 1.8(2), $\operatorname{dim}(V / \operatorname{Im} \alpha)=\operatorname{dim}(V /\langle B \backslash\{u\}\rangle)=1$. Then $\alpha \in S(V)$. From the fact that

$$
u \alpha \theta=0=u \theta
$$

$$
v \alpha \theta=v \theta \text { for all } v \in B \backslash\{u\},
$$

we have $\alpha \theta=\theta$. Consequently,

$$
0 \in \theta \ominus \theta=\theta \ominus \alpha \theta=\left(1_{V} \ominus \alpha\right) \theta 1_{V} .
$$

This implies by Proposition 1.1 and 1.9 that $0 \in 1_{V} \ominus \alpha$ and so $\alpha=1_{V}$, a contradiction.


Case 2: $\theta$ is 1-1 and onto. Then $S(V) \cong(S(V), \theta) \in \boldsymbol{S H R}$. By Lemma 4.7 and 4.8, $\operatorname{dim} V$ is finite, a contradiction.

Case 3: $\theta$ is $1-1$ but not onto. Then $\operatorname{Im} \theta \subsetneq V$ and $(\operatorname{Im} \theta) \theta \subsetneq V \theta$. Consequently, $\operatorname{Im} \theta^{2} \subsetneq \operatorname{Im} \theta \subsetneq V$ Let $u \in V \backslash \operatorname{Tm} \theta$ and $w \in \operatorname{Im} \theta P \operatorname{Im} \theta^{2}$. Let $B_{1}$ be a basis of $\operatorname{Im} \theta^{2}$. Then

$$
w \notin \operatorname{Im} \theta^{2}=\left\langle B_{1}\right\rangle \text { and } u \notin \operatorname{Im} \theta \supseteq\left\langle B_{1} \cup\{w\}\right\rangle
$$

which imply that $B_{1} \cup\{u, w\}$ is linearly independent. Let $B$ be a basis of $V$ containing $B_{1} \cup\{u, w\}$. Since for every $v \in B, v \theta^{2} \in\left\langle B_{1}\right\rangle$ and $u, w \notin\left\langle B_{1}\right\rangle$, it follows that $v \theta^{2}(u, w)_{B}=v \theta^{2}$ for all $v \in B$. Therefore $\theta^{2}(u, w)_{B}=\theta^{2}$. We then have

$$
0 \in \theta^{2} \ominus \theta^{2}=\theta^{2} \ominus \theta^{2}(u, w)_{B}=\theta \theta\left(1_{V} \ominus(u, w)_{B}\right)
$$

By Proposition 1.1 and 1.9, $0 \in 1_{V} \ominus(u, w)_{B}$, so $(u, w)_{B}=1_{V}$, a contradiction.

This proves that $(S(V), \theta) \in \boldsymbol{S H R}$ implies that $\operatorname{dim} V$ is finite.

Next, to show that $\left(L_{4}(V), \theta\right) \notin \boldsymbol{S H R}$ for any infinite dimension of $V$, we require following lemma.

Lemma 4.10. $M(V) L_{4}(V) \subseteq L_{4}(V)$ where dim $V$ is infinite.

Proof. Let $\alpha \in M(V)$ and $\beta \in L_{4}(V)$. Since $\alpha$ and $\beta$ are 1-1, $\alpha \beta$ is 1-1. We have that

$$
V / \operatorname{Im} \beta \cong(V / \operatorname{Im} \alpha \beta) /(\operatorname{Im} \beta / \operatorname{Im} \alpha \beta)
$$

Since $\operatorname{dim}(V / \operatorname{Im} \beta)$ is infinite, $\operatorname{dim}(V / \operatorname{Im} \alpha \beta)$ is also infinite. Hence $\alpha \beta \in$ $L_{4}(V)$.

Theorem 4.11. For $\theta \in L_{4}^{1}(V),\left(L_{4}(V), \theta\right) \notin \boldsymbol{S H R}$ where $\operatorname{dim} V$ is infinite.
Proof. Assume that there exists a hyperoperation $\oplus$ on $L_{4}(V) \cup\{0\}$ such that $\left(L_{4}(V) \cup\{0\}, \oplus, \cdot\right)$ is a hyperring where $\cdot$ is the operation on $\left(L_{4}(V) \cup\{0\}, \theta\right)$. Let $\alpha \in L_{4}(V)$. Then $\alpha \theta \in L_{4}(V)$. Let $B_{1}$ be a basis of $\operatorname{Im} \alpha \theta$ and $B$ a basis of $V$ containing $B_{1}$. Since $\left\langle B_{1}\right\rangle=\operatorname{Im} \alpha \theta$, by Proposition 1.8(2), $\operatorname{dim}(V / \operatorname{Im} \alpha \theta)=$ $\left|B \backslash B_{1}\right|$ which is infinite. Let $u, w \in B \backslash B_{1}$ be distinct. Then $u, w \notin\left\langle B_{1}\right\rangle=$ $\operatorname{Im} \alpha \theta$ and also $u \alpha \neq w \alpha$ because $\alpha$ is $1-1$. We have that for every $v \in$ $B, v \alpha \theta(u, w)_{B}=\vartheta \alpha \theta$. Hence $\alpha \theta(u, w)_{B}=\alpha \theta$ and so $\alpha \theta(u, w)_{B} \alpha=\alpha \theta \alpha$. By Lemma 4.10, $(u, w)_{B} \alpha \in L_{4}(V)$. Thus

$$
0 \in \alpha \theta \alpha \ominus \alpha \theta \alpha=\alpha \theta \alpha \ominus \alpha \theta(u, w)_{B} \alpha=\alpha \theta\left(\alpha \ominus(u, w)_{B} \alpha\right)
$$

From Proposition 1.1 and 1.9, we have $0 \in \alpha \ominus(u, w)_{B} \alpha$. Therefore $(u, w)_{B} \alpha=$ $\alpha$ and so $u(u, w)_{B} \alpha=u \alpha$. But $u(u, w)_{B} \alpha=w \alpha$, so $w \alpha=u \alpha$. This is a contradiction.

This proves that $\left(L_{4}(V), \theta\right) \notin \boldsymbol{S H R}$, as required.

The following corollary is an immediate consequence of Theorem 4.11.

Corollary 4.12. $L_{4}(V) \notin \boldsymbol{S H R}$ where $\operatorname{dim} V$ is infinite.

Finally, we shall show that for $\theta \in L_{5}^{1}(V),\left(L_{5}(V), \theta\right) \notin \boldsymbol{S H R}$ for any infinite dimension of $V$. The following lemma will be used.

Lemma 4.13. $L_{5}(V) E(V) \subseteq L_{5}(V)$ where $\operatorname{dim} V$ is infinite.

Proof. Let $\alpha \in L_{5}(V)$ and $\beta \in E(V)$. Since $\operatorname{Im} \alpha=V=\operatorname{Im} \beta$, we have $\operatorname{Im} \alpha \beta=V$. Since $\operatorname{Ker} \alpha \beta \supseteq \operatorname{Ker} \alpha$ and $\operatorname{dim} \operatorname{Ker} \alpha$ is infinite, it follows that $\operatorname{dim} \operatorname{Ker} \alpha \beta$ is infinite. Hence $\alpha \beta \in L_{5}(V)$.

Theorem 4.14. For $\theta \in L_{5}^{1}(V),\left(L_{5}(V), \theta\right) \notin \boldsymbol{S H R}$ where dim $V$ is infinite.

Proof. Suppose that there exists a hyperoperation $\oplus$ on $L_{5}(V) \cup\{0\}$ such that $\left(L_{5}(V) \cup\{0\}, \oplus, \cdot\right)$ is a hyperring where $\cdot$ is the operation on $\left(L_{5}(V) \cup\{0\}, \theta\right)$. Let $\alpha \in L_{5}(V)$. Then $\theta \alpha \in L_{5}(V)$, so $\operatorname{dim} \operatorname{Ker} \theta \alpha$ is infinite. Let $u, w \in \operatorname{Ker} \theta \alpha$ be linearly independent. Then $u \theta \alpha=0=w \theta \alpha$. Let $B$ be a basis of $V$ containing $u$ and $w$. Since $B \backslash\{u, w\}$ is infinite, there are two subsets $B_{1}$ and $B_{2}^{\prime}$ of $B \backslash\{u, w\}$ such that
 $B \backslash\{u, w\}=B_{1} \cup B_{2}^{\prime}, B_{1} \cap B_{2}^{\prime}=\varnothing$ and $\left|B_{1}\right|=\left|B_{2}^{\prime}\right|=|B Q\{u, w\}|$.

Let $B_{2}=B_{2}^{\prime} \cup\{u, w\}$. Then

$$
B=B_{1} \cup B_{2}, B_{1} \cap B_{2}=\varnothing \text { and }\left|B_{1}\right|=\left|B_{2}\right|=|B| .
$$

Let $\varphi: B_{1} \rightarrow B$ be a bijection. Define $\beta \in L(V)$ by

$$
v \beta= \begin{cases}v \varphi & \text { if } v \in B_{1} \\ 0 & \text { if } v \in B_{2}\end{cases}
$$

Then $\operatorname{Im} \beta=\langle B \beta\rangle=\left\langle B_{1} \beta\right\rangle=\left\langle B_{1} \varphi\right\rangle=\langle B\rangle=V$ and $B_{2} \subseteq \operatorname{Ker} \beta$. Thus $\operatorname{dim} \operatorname{Ker} \beta \geq\left|B_{2}\right|$, so $\operatorname{dim} \operatorname{Ker} \beta$ is infinite. Hence $\beta \in L_{5}(V)$. Let $u^{\prime}, w^{\prime} \in B_{1}$ be such that $u^{\prime} \varphi=u$ and $w^{\prime} \varphi=w$. Thus $u^{\prime} \beta=u$ and $w^{\prime} \beta=w$. Since $\beta_{\left.\right|_{B_{1}}}=\varphi: B_{1} \rightarrow B$ is a bijection, for all $v \in B_{1} \backslash\left\{u^{\prime}, w^{\prime}\right\}, v \beta \in B \backslash\{u, w\}$, and so $v \beta(u, w)_{B}=v \beta$ for all $v \in B \backslash\{u, w\}$. The following equalities yield $\beta(u, w)_{B} \theta \alpha \beta=\beta \theta \alpha \beta$.

$$
\begin{aligned}
& u^{\prime} \beta(u, w)_{B} \theta \alpha \beta=u(u, w)_{B} \theta \alpha \beta=w \theta \alpha \beta=(w \theta \alpha) \beta=0 \beta=0, \\
& u^{\prime} \beta \theta \alpha \beta=u \theta \alpha \beta=(u \theta \alpha) \beta=0 \beta=0, \\
& w^{\prime} \beta(u, w)_{B} \theta \alpha \beta=w(u, w)_{B} \theta \alpha \beta=u \theta \alpha \beta=(u \theta \alpha) \beta=0 \beta=0, \\
& w^{\prime} \beta \theta \alpha \beta=w \theta \alpha \beta=(w \theta \alpha) \beta=0 \beta=0, \\
& v \beta(u, w)_{B} \theta \alpha \beta=0=v \beta \theta \alpha \beta \text { for all } v \in B_{2} \text { and }
\end{aligned}
$$

$$
\text { for } v \in B_{1} \backslash\left\{u^{\prime}, w^{\prime}\right\}, v \beta(u, w)_{B} \theta \alpha \beta=\left(v \beta(u, w)_{B}\right) \theta \alpha \beta=v \beta \theta \alpha \beta \text {. }
$$

By Lemma 4.13, $\beta(u, w)_{B} \in L_{5}(V)$. Then

$$
0 \in \beta \theta \alpha \beta \ominus \beta \theta \alpha \beta=\beta \theta \alpha \beta \ominus \beta(u, w)_{B} \theta \alpha \beta=\left(\beta \ominus \beta(u, w)_{B}\right) \theta \alpha \beta .
$$

This implies that $0 \in \beta \ominus \beta(u, w)_{B}$ by Proposition 1.1 and 1.9. Thus $\beta(u, w)_{B}=\beta$. But $u^{\prime} \beta(u, w)_{B}=u(u, w)_{B}=w, u \beta=u$ and $u \neq w$, so we have a contradiction. This proves that $\left(L_{5}(V), \theta\right) \notin \boldsymbol{S H R}$, as required.

The following corollary is a particular case of Theorem 4.14.

Corollary 4.15. $L_{5}(V) \notin \boldsymbol{S H R}$ where $\operatorname{dim} V$ is infinite.
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