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CHAPTER 1

INTRODUCTION

Nowadays, tennis is one of the most popular sports in the world. In every year,
there are four major Grand Slam tennis events which are Australian Open, French Open, US
Open and Wimbledon. These four grand slam tournaments are considered to be the most
famous tennis tournament in the world. According to the four major grand slams, court surfaces
of these tournaments are different; Australian and US Open is played on hard court, French
Open is played on clay and Wimbledon is played.onsgrass. Each court surface has its own
characteristics and makes differenee-in-speed and bounee-ofthe ball. Clay court has a slower
paced ball and a fairly true bounce with more spin. Hard court has a faster paced ball and very
true bounce. Grass court has a_fésief paced ball and more erratic bounce. Moreover, the
scoring system of Grand Slam tourpament is also different. Typically for both men's and
women's matches, the first player with two-sets wﬂfwnipg wins the match. Unlikely to the general

4
match, in the Grand Slam Tournaments, the first player who wins three sets wins the match.

- £
Due to the growth of sport-betting, pfe';'jictions are widely used in many kinds of
sports, especially tennis. The tennis prediction model,is created to evaluate the chance of

winning and the expected length of tﬁ_e'fr-nétch that ”p'l-af/éfs will. fage. Most people believe that

the first serve person in ther;s‘;et_has more advantage than anothe—r’"frbvecause most of the games
often go like that so the first sef_ve affect to the games" score [1][2]. Additionally, lots of players
always make fault in the first sewe.and do better in the second serve so second serve might
affect to the games' score [too. Nevertheless, the first serve and the second serve affect to the
games' score but there'is another thing that might be refuting an advantage of serves, it is
strongly returns,of serve. Moreaver, the surface characteristics alsa affectito the players, e.g.,

some players perform better on grass but they may get worse on clay.

The major purpose of this thesis is to perform an advanced tennis model which
provides more accurate prediction results by using the statistical data and environmental data
based on Multi-Layer Perceptron. In this paper, back-propagation algorithm, a standard

algorithm for supervised learning pattern, is used. In order to build the good tennis prediction



model, the appropriate input features, which are based on two main types of data: statistical

data and environmental data, are selected for the model.

1.1 Problem Formulation

While gathering the data from sources (OnCourt software [3] and internet [4] [5]
[6] [7] [8]), it can concluded that the statistical data are separated in two groups. First, the
statistical data of all players that announced on the firsiweek of each year. Second, the
statistical data of match which announced after r_r}atch played. But this thesis doesn’t use the
first statistical data because it maybbe'not.ecomplete becauseit’s up-to-date only the beginning
of the year. So, this thesis also.uses only the second statistical data.

From study the many rgsearch pahe'r's, the problems are concluded

=t

i
\ -

1.1.1 Out-of-date data probiem "J '

Many research papers are interestedjh the statistical data which is announced
by the organizers on the first week of the! tournamentstaﬁ‘s These data can be used to predict
the tennis matches. However, it will be cut-of-date excepﬁhe first round of the tournament
because when predict matche&mihese@@sﬂn@und%d%m@&ude the data in the first round.

This problem is one of the factors that make the results of pred|ctlon not good as it should be.
1.1.2 Lacking enviroimental data problem

From the introduction above, each tournament has different court surface and
each court has’its OWn‘Cchatacteristicsthat affect to the‘match fHence,it'caniconclude that the

environment is important for the prediction but many research papers didn’t mention it.
1.1.3 Lacking trend of player problem

One of statistical data, called Matchfacts, is the rank position of each player that
judge by using the results of match played. The matchfacts is the current rank position of player
not representing the trend of the player. For example, player A is defeat player B even though

the matchfacts of player A is less than player B. This event can happen if player A has a good



performance in this year but player B is falling down or injured. This problem may be one of the

important factors that will be increasing the prediction results.

1.2 Objectives

This thesis focuses to create a tennis model to enhance the accuracy of tennis

1. To solve out-of-date da by@ solution to summing the statistical
,.#

data from previouW}rre ma@xperience of players.

2. To solve lacking envir at ( ining the environmental

prediction, so the objectives are as follows: .

3.  To solve lacking tre Tr ( h by i rate Time-Series to include the

1.3 Scope of Work

o U NN TN T i e

Australian Open, French O en,_V\H‘mbIedon and=¥S Open. L)

AL QFRE BRI latifalE]

3. Reseqarohers implement process, called “Managing Data”, to manipulate data before
used it as input features.

4. This thesis would like to perform a tennis prediction model which provides more
accurate prediction result. The Multi-Layer Perceptron and Time-Series are used in

the model.



1.4 Research Methodology

In order to achieve the above objectives, the following tasks will be carried out

by means of appropriate theoretical work described below:
1. Study concepts of related technologies
2. Define the statement of the problem
3. Derive a MLP to crate the tennis model
4, Evaluate the proposed model 2

5. Write the thesis

:

Table 14 : Reséarch me"tk%dology time table

}

No Tasks — ||| [Oloh- o] ]2 ™

13
14
15
16
17
18

[N

1 | Study concepts of S '}.f_'_;,ﬂ

related technologies Freer

2 | Define the

statement of the

problem o -

3 | Derive a MLP<to

crate the tennis

model

4 | Evaluate the

proposed model

5 | Write the thesis




CHAPTER 2
LITERATURE REVIEW
The first tennis model was proposed by Kemeny and Snell [9] which has only
one parameter; probability of each player winning a point. Furthermore, Barnett and Clarke [10]

proposed the prediction of a match played at the Australian Open 2003 by using Markov chain

model set up in Microsoft Excel which has the probability of player A winning a point if player A

is serving and the probability of player B w%\;’if/\t if player B is serving as inputs.

Many research pa ased |st|cs on winning percentage of

wa there are three problems
 preadic tennis match. First, some
researchers use the statistics

istics {0 naic ) tou which make the data slightly
out of date except the first round. GM.IS.6 ‘ ut-of-date-data problem. The second

players on both serving and r

associated with using these

problem is lacking environment without-environment-data problem
In this paper, to overcome this sh er's statistics data will combine
with a type of given surface. Ther [11] covered the first problem by
updating the statistics as tournament prc"ir g more weights to more recent matches
to cover the out of date data:groblemggngfg;nﬁugfﬂy the percentage of points
won on serve and return of S ) e recent papers are used

TENNISPROB program and M@(ov C e éxp@‘ued afterwards.

ﬂ‘iJEJ’WIEJ‘ﬂ’ﬁWEJ'Iﬂ'ﬁ
QW’]Mﬂ‘ﬁWﬂJW}’mmaﬂ



2.1 TENNISPROB

This program calculates the probabilities exactly (not by simulation). This
program considers one match between two players A and B. They assume the point which are
independent and identically distributed (depends on only who serves). Then, modeling a tennis
match between A and B depends on only two parameters: the probability p, that A win a point

on service, and the probability p, that B win a point on service.

Given these two (fixed) probabilities  given the rules of the tournament, given the
score and who serves the current peint. It can calculate.ine probability of winning the current

game, the current set and the mateh. [12]

2.2 Markov Chain Model

A Markov chain is arandom procé_s; evolving in time in accordance with the
transition probabilities of the Markov ¢hain: It has Yt-b' be made aware of the time element in a
Markov chain. Some pictorial representations or diééré_njq§ may be helpful to students. Only two
visual displays will be discussed in this paper. Thes_Ev'i;.ual displays are sample path diagram
and transition graph. i >

A sample path diagram is similar to a tree diagram that is usually taught in an
introductory probability course. In this diagram, starting from an initial state all the possible
sample paths of the Markoy chain are 'drawn for/a small value ofitheltime parameter, n.Usually,
n is taken to be four orffive. This sample path diagram displays the possible progression of the
Markov chain Jfor nisteps«startingfrem an initial state™yThis display may help to clarify to the
students the dependent nature of the Markov chain. Students may use this sample path
diagram to evaluate the probabilities of occurrence of a particular sample path. Some state and
class properties may be apparent from the sample path diagrams. Single and longer string of
sample path may be simulated and shown to the students. Another useful visual display is
transition graph. This graph is based on the one-step transition probabilities of the Markov chain

that are usually displayed as a transition probability matrix. In this type of graph, states are

numbered and each state is written, with a small circle around it, on a piece of paper. The states



are spread out on the paper so that they are distinguishable and lines may be drawn to link
them. Positive transition probability between two states is indicated by a line joining the two
states. An arrow is used to indicate the direction of positive transition probability. Once all the
lines and arrows are drawn, students may use the graph to help them to partition the state
space into equivalence classes, to identify absorbing states, transient states and the periodic

behavior of certain state or equivalence class.

AULINENINYINT
ARIAATAUNNIING A Y



CHAPTER 3

THEORETICAL BACKGROUND
3.1 Large Amount of Data

In the past century, human is extracting data by manually. As the information
technology in to human life, the information has grown up and the volume of data in modern
times has been increasing in size and complexity. It is quite hard for human to extract the data
by himself so the technology becomes helpful for collecting, processing, managing and storing

the data which is called data mining.

3.2 Data Mining

Data Mining is‘a process: of analy%ing the data from large amount of data that

4
different aspect and summarizing the data to'be useful information. Technically, Data Mining is

also a process of finding correlations or péttems:aﬁmd‘ng various fields in the database. Data
o

mining software analyzes correlations @nd patterns in stored data based on open-ended user

queries. Several types of analytical software are a\/_ai'lgb[e: statistical, machine learning, and

neural networks.
3.2.1 Major element of Data Mining
Data mining consists ofifive imajorelements:

a) Extracting, transforming,@nd loading data onto the dataiwarehouse system.

p) ‘Storingiand'managding the datain'a multidimensional database system.

c) Providing the data access to business analysts and information technology
professionals.

d) Analyzing the data by application software.

e) Presenting the data in a useful format, such as a graph or table.



3.2.2 Level of analysis

Different levels of analysis are available:

a)

Artificial Neural Network: It is a non-linear predictive model which learns
from training and resembles biological neural networks in structure which we
will explain in section 3.3.

Genetic Algorithm: It is ¢ ptimization technique that uses process such as

natural selection 0

of natural evoluti

Decision M ‘ re spresents sets of decisions. These
decisions g ate'r, t . \ 0 7 any dataset.

Nearest Nei ' - oh jue that classifies each record in a
dataset bés i f the clz }ses of the k record(s) most

Rule Induction: /exiraction eful”if-then rules from data based on
statistical S|gn|f|
Data ?';:E-‘-i'—‘-:‘:!—-——»—f -""ﬁ"’""\‘ complex relationships in
muItidimenEnal da 00ls @ used to illustrate data

relationships. & &,

ﬂumﬂﬂmwm‘z

’QW'l@ﬁﬂ‘iflJ UNIINYAY
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3.3 Artificial Neural Network

An Artificial Neural Network (ANN) is machine that is designed to model the way
in which the brain perform. The key element of this paradigm is the novel structure of the
information processing system. To achieve good performance, it is composed of a large
number of highly interconnected processing elements (neurons) working in unison to solve

specific problems.

A brain has great structure and ability.to build up its own rules through what we
usually refer to as experience. Indeed, experienee~is.built up over time. Artificial neuron
networks seem to be people which learn front the examples. Artificial Neural Network is an
adaptive system for which its stiu€ture can be changed by using external and internal
information owing through the network during trllie learning process. For the learning models,
there are three major types ofgleaming; -éupei:viéed learning, unsupervised learning, and

reinforcement learning. An artificial neural hetwtjrka;is configured for a specific application

through a learning process such as pattern recogn‘iﬁon and classification.

"J b
ez
3.4 Advantages of Neural Networks 7% i
Neural netwdrks_h‘ave_aleTty_fo_dﬁive_Tﬁe"rﬁe'énin‘g"Qf complicated or imprecise

data. It can be used to extract patterns and detect trends which are too complex to be noticed
by either humans or other Commputer techniques. A trained neuraI’ network can be thought of as
an "expert" in the category of information and it'has been given to analyze. This expert can be
used to provide projections that have given new situations of interest and could answer "what if*
question[13].

There are many advantages include:
1. Nonlinearity: An ANN can be linear or nonlinear.

2. Input-Output Mapping: A popular paradigm of learning called supervised learning which
involves modification of the synaptic weights of a neural network by applying a set of

training samples. Each example consists of a unique input signal and a corresponding



1"

desired response. Thus, the network learns from the examples by constructing an input-

output mapping for the problem at hand.

3. Adaptivity: An ANN has an ability to learn how to do any tasks based on the data given
for training or initial experience. In particular, an ANN can be easily retrained to deal with

minor changed in the operating environmental conditions.

4. Self-Organization: An ANN can create its own organization or representation of the

information that receives during learning time.

5. Real Time Operation: ANN computations may-be carried out in parallel, and special
hardware devices are being designed and manufactured which take advantage of this

capability. IIJ.

6. Fault Tolerance via Redundant lnform'étion"C'oding: Partial destruction of a network leads

to the corresponding degradation of perfo"ym‘ance. However, some network capabilities

may be retained even with major n.etyvork défmage.

. o
3.5 Neural networks againstepnventional computers

Neural netWo‘fks take more different approach"l to solve problems than
conventional computers. Convéntional computers use an algorithmic approach for example; in
order to solve a problem thejcomputemfollowsithe setof instruetions. Wnless the specific steps
for the computer to besfollowed, the computer cannot solVe the problem which restricts the
capability to solve problem.of conventional.computers..Eutthermore, NeuronNetworks would be

so much more useful'because they could dothings‘that we'don't'exactly know*how to do [13].

Neural networks process is similarity to the human brain does. The network is
composed of a large number of highly interconnected processing elements (neurons) working
in parallel to solve a specific problem. Neural networks learn from the examples which must be

selected carefully otherwise useful time is wasted or even worse the network might be
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functioning incorrectly. The disadvantage is that because the network finds out how to solve the

problem by itself, its operation can be unpredictable [13].

On the other hand, conventional computers use a cognitive approach to
problem solving; the way to solve problem must be known and stated in small unambiguous
instructions. These instructions are converted to a high level language program and then into
machine code which the computer can understand. These machines are totally predictable; if

anything goes wrong is due to a software or hardware fault.

Neural networks and eenventional algerithmic computers are not in competition

v
but complement each other. There are tasks that more suitable to an algorithmic approach like
arithmetic operations and more suii@bleto.neural networks. Even more, a large number of tasks,

require systems that use a combination: of th_k two approaches (normally a conventional

computer is used to supervise thefheural netivork)in order to perform at maximum efficiency.
=4

v
3.6 Similarities of Human and ArtificialfNeugons "?fj-

3.6.1 Human Brain Learning e #‘
e, e

In the huma(_}'.k;")_rain, a neuron collects signals from:ffo_tﬂ,hers through a host of fine

structures called dendrites.;T-_ﬁ_e neuron sends out spikes of elec:fr'r"cal activity through a long,
thin stand known as an axon, which splits into thousands of branehes as shown in Figure 3.1. At
the end of each branch, a structure' called a_synapse,as. shown.in Figure 3.2, converts the
activity from the axon into“eleetrical effects that inhibit" or=excite activity from the axon into
electrical effects that inhibit or excite activity'in the connected neurons. When' a neuron receives
excitatory input'thatis sufficiently large compared with itstinhibitory inpdt, it.sends a spike of
electrical activity down its axon. Learning occurs by changing the effectiveness of the synapses

so that the influence of one neuron on another changes [13].
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/\
Dendrites

Figure 3. !'HH}' of a.neuron

AUEINENINYINS
RN TUUMING AT
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3.6.2 Artificial Neural

Neural networks are conducted by first trying to deduce the essential features of
neurons and their interconnections. We then typically program a computer to simulate these
features. However, because our knowledge of neurons is incomplete and our computing power

is limited, our models are necessarily gross idealizations of real networks of neurons.

Dendrites Cell body
—
N Threshold
—>
Axon
—

3.7 Model of a Neuron
There are three basic elements of

1. A set of synapses or-col h of which is characterized by a

weight or strength of its'® E_’,‘

2. An adder for summing Jhted by the respective synapses of

the neuron; the operations de‘\,scnbed here conshtutes a linear combiner.

=g inrinyang -
RN ITUUMING 1A
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3.8 Network Architectures

3.8.1. Single-Layer Feed-forward networks

Feed-forward ANNSs allow signals to travel one way only; from input to output.
There is no feedback (loops) i.e. the output of any layer does not affect that same layer. Feed-
forward ANNs tend to be straight forward networks that associate inputs with outputs. It is

illustrated in Figure 3.4 for the case of three nodes in both the input and output layers. Such a

network is called a single-layer network ' signation “single-layer” referring to the

output layer of computation nodes. layer of source nodes because no

Input Layer

—r

3.8.2. Multi-Layer Feeﬂorward networks

i feﬂf%a&]r GBS B R prsence of one

more hidden layers whose computation rpdes are cornriaspondingly h‘iij}en neurons. The
function of hidﬁnﬁfo}wﬁ Qiﬁrﬁwﬂjt&f%ﬁﬁﬁ]n&}ﬁ“ﬂe&ftwork output in
some useful manner. The neural network in Figure 3.5 is called fuliy connected in the sense that
every node in each layer of the network is connected to every other node in the adjacent

forward layer [13].
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ot Love / \ \

Figure 3:5:

3.8.3. Recurrent networks

A recurrent neural es jtself from a feed-forward neural

network in that it has at least one fee K » A recurrent network may consist of a
- ,F?J :

single layer of neurons wit f =:f gnal back to the inputs of all the

R

other neurons as shown in Figure

] ]
AULINENINYINT
AN TUNM NN Y
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A A A A

Eﬂ Eﬂ E—] E*T Unit-delay operators
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3.9 Perceptrons

The perceptron is the simplest form of a neural network which used linear

separable to classify the patterns.

3.9.1 Single-Layer Perceptrons

Single-layer perceptrons compose of a single neuron which adjusts synaptic

Multi-Layer perceptrons_he een Cre olve some difficult and various
problems by training in a supe : ‘the -\q\\:. propagation algorithm. Multi-
Layer perceptrons consists o idden layers of computation nodes,

and an output layer.

AULINENINYINT
AN TUNM NN Y



CHAPTER 4

TENNIS PREDICTION MODEL
4.1 The Multi-Layer Perceptron Neural Network Model

Artificial Neuron Network has three kinds of layers which are input layer, hidden

layer, and output layer. As shown in figure 4.1, there are an input layer on the top, hidden layer

in the middle and an output layer at the |

ﬂ‘U’J @@ gINJ
Q‘quﬂ‘i um’mmaa

Figure 4.1 : Multi-Layer Perceptron
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4.1.1 Input Layer

Input layer is a vector of predictor variable values. Its characteristic is
(%1 .. xp). The input layer (or processing before the input layer) standardizes these values so
that the range of each variable is -1 to 1. The input layer distributes the values to each of the
neurons in the hidden layer. In addition to the predictor variables, there is a bias which is a

constant input of 1.0 that is fed to each of the node in hidden layers. The bias is multiplied by a

weight and added to the sum going into the e‘r

4.1.2 Hidden Layer § V//_/{/-‘:' |

In hidden layer,

is multiplied by a weight (w;),
and the resulting weighted v ing a combined value u;. The
weighted sum (u;) is fed into a value h. The outputs from

the hidden layer are distribute

(wg;), and the resulting weighted valueif_sﬁﬁﬂizad ether producing a combined value v;.
e =

The weighted sum (vj) is fee‘\t'rto a trangfcgr'fd'hmwts a value vy. The y values

are the outputs of the netwo

y j
If a regression analysis is being performed with a continuous target variable,
¢ o o/

there is a single neﬁﬂﬁ oatqy'rgjmn tﬂﬂg@i eja single y value. For

classification problems Mith categorical target variables, there are N neurons in the output layer

TR I T
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4.2 Multi-Layer Perceptron Architecture

As shown in figure 4.1, there is a full-connected neuron network which has three
layers. All neural networks have an input layer and an output layer, but the number of hidden

layers may vary as figure 4.2.

Figure 4.2 : A perceptro i Jwith dd yers and four total layers

For multi layer pé t idden layer, the output from
one hidden layer is fed into the ne len | /¢ weights are applied to the sum

going into each layer.

The goal of thefﬂé

the output from the neural network that matches the actual target values as closely as possible.

There are several |ssuﬂrug Qeﬁ Ej Wﬁ w ETGI‘ ﬁ/éﬁperceptron network:

. Selectmg the numberfof hidden layers to use in the network.

ARIANNIUANRTINE A E

Deciding the number of neurons to use in each hidden layer.

etﬂweight values that will cause

o Finding a globally optimal solution to avoids local minima.
o Converging to an optimal solution in a reasonable period of time.

. Validating the neural network to test for over fitting.
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4.3.1 Selecting the Number of Hidden Layers

Most of problems, the use of one hidden layer is sufficient, at least two hidden
layers are required for modeling data with discontinuities such as a saw tooth wave pattern. The
use of two hidden layers rarely improves the model, and there is no theoretical reason for using

more than two hidden layers.
4.3.2 Deciding the number of neurons to use in the hidden layers

One of the most important characteristies of a perceptron network is the number
of neurons in the hidden layer(s). If-an inadequa_t}e numberof neurons are used, the network will

be unable to model complex datagand the resulting fit will bepoor.

If too many neurons are used, thI:_E training time may become excessively long,
and might be worse, the network may.over fit the data. When over fitting occurs, the network will
begin to model random noise In the data. fhe ;‘%sqlt is that the model fits the training data
extremely well, but it generalizes poorly: tg new, un?e}gr]_data. Validation must be used to test for
this. . “ Jt"...!

s 222 h4
4.3.3 Finding a globally optimal solution .

Typically, neuréLneleLQ[K_migthasLe_a_cgupie_of_miéwdred weighs and the values
must be found to produce a-ﬁﬁoptimal solution. If neural networks'-uvT/_ére linear models like linear
regression, it would be a breeze to find the optimal set of weights. But the output of a neural
network as a function_ofithe finputs is/often thighly nonlinear which=makes the optimization

process complex.

If you, plotted the error as a fungtion of the weights; you would likely see a rough

surface with many local minima as shown in figure 4.3.
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Figure 4.3 : Graph of error.

]
/&ép esents only a single weight value

Id have a 200-dimension, rough

This figure is highly sir

(on the horizontal axis). With a typi

T——
surface with many local valleys7 : "‘N

Optimization met S est d and conjugate gradient are
highly susceptible to finding lo i i J ed arch in a valley near a local
minimum. They have no abilit ‘ ' ‘the global minimum.

Several methods have inima. The simplest way is just
to try a number of random starting ol one with the best value. A more
sophisticated technique called simulatg - ] oroves on this by trying widely separated

B

434 Convergihg to the Optimal Solution — Conjugate Gradient

Mosttr@;nu.&iﬁm.atmﬁ.’w&Lg]hn:.;mm

¢

b) Computing the difference between the predicted target value and the actual

target value.

c) Averaging the error information over the entire set of training cases,
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d) Propagating the error backward through the network and compute the
gradient (vector of derivatives) of the change in error with respect to

changes in weight values,

e) Making adjustments to the weights for reducing the error. Each cycle is

called an epoch.

Because error information is propagated backward through the network, this

type of training method is called backward propagation.

The back-propagation training algorithm was first described by Rumelhart and
McClelland in 1986; it was the first praetieal method for training neural networks. The original
procedure used the gradient desceat algaorithm tci adjust the weights toward convergence using
the gradient. Because of this historys'the term “baek-propagation™or “backprop” often is used to
denote a neural network training algorithm gsing gfac?jent descent as the core algorithm. That is
somewhat unfortunate since bagkward propagatigg (;f error information through the network is

used by nearly all training algorithms, sorme bf Whic-fij?raé' much better than gradient descent.
: T/

The back-propagation is tsing gradLé_'rii"'chlescent often converges very slowly or

0o

not at all. On large-scale problems its stccess depends on use[—specified learning rate and
momentum parameters. Thereifsﬁo—au’tomaﬁsway-’(o select-these parameters, and if incorrect
values are specified the con\}eigence may be exceedingly slow, or it may not converge at all.
While back-propagation with g}édient descent is still used in mar}y neural network programs, it

is no longer consideredito e thelbest or fastest algorithm.

The traditional conjugate gradient algorithm uses the gradient to compute a
search directiont Itithen uses a‘line search algorithm lsuch as Brent's Methiod to/find the optimal
step size along a line in the search direction. The line search avoids the need to compute the
Hessian matrix of second derivatives, but it requires computing the error at multiple points along
the line. The conjugate gradient algorithm with line search (CGL) has been used successfully in

many neural network programs, and is considered one of the best methods yet invented.

The scaled conjugate gradient algorithm uses a numerical approximation for the

second derivatives (Hessian matrix), but it avoids instability by combining the model-trust region
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approach from the Levenberg-Marquardt algorithm with the conjugate gradient approach. This
allows scaled conjugate gradient to compute the optimal step size in the search direction
without having to perform the computationally expensive line search used by the traditional
conjugate gradient algorithm. Of course, there is a cost involved in estimating the second

derivatives.

Tests performed by Moller show the scaled conjugate gradient algorithm
converging up to twice as fast as traditional conjugate gradient and up to 20 times as fast as
back-propagation using gradient descent. Moller's tests also showed that scaled conjugate
gradient failed to converge less often than traditional-conjugate gradient or back-propagation

using gradient descent.

4.4 Input Features T

\ -

Most of the resgarchers concenfgafé only. on the statistical data such as
percentage of first serve, winning percentage on";fhe"'first serve, winning percentage on the
. A

add vl
second serve which directly affect to the mateh result. ;j

To reduce the problem-of: Iackingfkéﬁwronmental data, the court surface is
selected to be one of input feétu#es.—Aeeeﬁelm\g—tewthe couft-suiface, it produces an effect to the
individual statistic of the playér.‘ For example, some players do a better job on grass but some

players do not.

In this! paper, [bothistatistical /data’ and environmental data are used. The
selected statistical features consist of winning percentage.en the first servefiwinning percentage
on the second"serve, winning percentage en returmn serveswinning lpercentage on break point
and total point win. For the environmental data, the court surface is selected to be one of the

input features. All input features used as input vector of the MLP can be shown as follows:
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1. Winning percentage on the first serve: This feature represents a chance of the

player to get point on the first serve and it can be calculated by the following equation.

15t Serve Win

Total 15t Serve

Winning % on 15 Serve = (4.1)

2. Winning percentage on the second serve: This feature represents a chance of

the player to get point on the second serve. Equation 4.2 shows how to get this feature.

| — '! | —
3. Winning pey | ’ h\umre represents a chance of the
r Ve 3

player to gets point on receivi

Winning % on 274, er

Winning % (4.3)
4. Winning percen v break point:This feature represents a chance of the
player to get point when he faces th ak ‘ .as depicted in equation 4.4.
—-’ ﬂ;"“f)'} d'{ -._' ,' E_j i
Winning ﬁ on Breal’c' Point = — (4.4)

5. Total point avﬁge of wining point per match

as illustrated in equation 4.5.

ﬂUB’JWEWJ’Mﬂ'Iﬂ‘i

otal Point Win =

Nwmber of Matc

AR AN M AL wmmm

as shown in equahon 4.6.

First S _ Total First Serve (4.6)
St S€TVE = Number of Matches '
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7. Rank: This feature represents a rank of player in the tournament as illustrated
in equation 4.7.
Rank

Rank = Max Rank 4.7)

8. Aces: This feature represents number of serves that receiver can't touch the

ball as illustrated in equation 4.8.

Aces = (4.8)
9. Double faults: S > 's number of serves that lands outside the
service box or hits the net as illus
Double fitult$ LN (4.9)

10. Hard court: Thi at play on hard court.

11. Clay court: This feat F_:j,i:f match that play on clay court.

that play on grass court.

12. Grass .w :

In the tennis ' ola r'a (singles) so the input data

in 1-9 is needed to have two Sets; the data set of player 1 and ‘ e data set of player 2 so the

e W IN YN TNYIN T
RN IUNRINYIAY



CHAPTER 5
EXPERIMENTS AND EVALUATION

To evaluate the proposed method, the high performance computer with the
specification of Pentium Core2Duo 2.53 GHz and 2 GB of RAM is used for training the MLP.

Next subsection describes data managing for our model.

As mention about the use of MLP, it is realized that the tennis prediction results
will be more accurate than the use of Markov Chain.Medel. In order to prove the effectiveness of

the proposed method, there are seven experiments were taken.

For the experiment’l, this experiment is able to answer the following question.

Could the proposed system (using ihesMLP) vs)‘nich is called StatEnv model, provides more

4

accurate prediction results than Barnett and ‘Ciarké nodel which uses Markov Chain Model?

i
\ r

) A
For the experimgnt [l this experiment is able to answer the following question.

Could the proposed system whigh is uéing statisiif;al' data and environmental data which is
¥ K

called AdvancedStatEnv model, provides more acg:.gijgte prediction results than the StatEnv

model which is using only the statistical data? o] 2

For the expekiﬁnﬁt [T, this experiment is able to a‘nsyyer the following questions.
Could the proposed system (uéing Time series) which is called TimeSeries model, provides

better prediction results than AdvancedStatEnv modgl?

For the'experiment IV, this experiment is able to ‘answer the following question.

Which input features.for.the MLP can provide better results?

For the experiment V, this experiment is able to answer the following question.

Does the court which is an environmental data, affect to the tennis predict result?

For the experiment VI, this experiment is able to answer the following question.

How long of the past experience of players that more suitable for TimeSeries Model?
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For the experiment VII, this experiment is able to answer the following question.
Would the model provide better result if selects the appropriate input features and the past one

year of experience?

5.1 MLP Modeling

This paper proposed thre‘ odels of MLP which are StatEnv Model,

AULINENINYINT
ARIAATAUNNIING A Y



Table 5.1: The input features of each model.

Model

Input Features

Input Vector

StatEnv Model

1. Winning percentage on the first serve
. Winning percentage on the second serve

2
6. First serve

6 nodes

AdvancedStatEnv
Model

1. Winning percentage on the first serve

. Winning percenta

12. Grasscourt . —
et _.'.-"W{::’.L o .

oy = Z vy

e

TimeSeries Model

AR

21 nodes

1 . ‘}v"! \"

2. Winmg percentage o e second sem

3. Winninﬁ percentage on retufn serve

Fd b eahdoh el 1 71

. Total point wins ¢

ARINIUNRIINY’

9. Double faults

10. Hard court

11. Clay court

31 nodes

)
182

12. Grass court

30



31

5.2 Parameters

To find the suitable MLP model, the learning parameters are adjusted until the

error is reduced into acceptable value. The appropriate value of each parameter is shown in the

table 5.2.
Table 5.2: The appropriate value of parameters in MLP models.
Model Hidden Node Learning Rate Momentum
StatEnv Model 20 0.3 0.2
AdvancedStatEnv Model 50 5 03 0.2
TimeSeries Model 150 0.3 0.2

The StatEnv Model has 64nput nclildes but AdvancedStatEnv Model has 21 input
nodes so the hidden node of AdyancédstatEny I\@del should be increase from 20 nodes to 50
nodes to get the acceptable valug of error.’.-'Th:eref'gre,: the TimeSeries Model which has 31 input
nodes, use 150 hidden nodes: All the numl_bers o%f-@idﬂ_den nodes that show in the table come

from the experimental. aid /N

5.3 Data Managing i

Clarke and Norton [14] show the way to collect the statistical data which release
after the end of the match played®se most of tournaments use their techniques to collect the
data [15]. This thesis uses$ the statistical. data which collected! by the tournaments and
manipulate it before because the data are enlargingsevery day. This.process is called

“Managing Data’.

As shown in figure 5.1, The Managing Data process is a preprocessing which
get data and manipulate it before store back to the database. After that, use the updated data
to predict the tennis match. Moreover, when the data are increasing, this process will

manipulate only the new data.
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Store back to Database

|
=

atabase

Send to process

Process “"Managing Data”

atistical Data

/ Iayers

a Process.

S e X

|

This example ﬂws how to manipulate the statis
Federer and Novak Dj ﬂjﬁﬁﬂﬁﬂm ww t'ithe past at the French
Open 2008 so the col f u mSnt c k:rrﬂe nting in Table 5.3 and
" ARIANNTUNRIINYIA Y

M | |

al data. Assume that Roger



Table 5.3: The statistical data of Roger Federer at French Open 2008.

Player1 Player2 Round 1* Serve Win | Total 1% Serve
Roger Federer Diego Hartfield 1° 39 47
Roger Federer Fabrice Santoro 2" 32 42
Roger Federer Janko Tipsarevie 3" 95 107
Roger Federer Tomas Berdych 4" 44 59
Roger Federer James Blake Quarter-Final 49 65

259 320
Table 5.4: The statistical data of No;ék Djokovic at French Open 2008.

Player1 Player2 Round 1* Serve Win | Total 1% Serve
Benjamin Beeker | Novak Djokevic 1= 42 50
Simone Bolelli Novak Djokavic i : 34 45
Samuel Querrey | Novak Djokoyic 4 #. 36 48
Lleyton Hewitt | Novak Djokovig Yete 45 62
David Ferrer Novak Djokovic Quarter—Fiﬁaﬂ;_ 44 58
— 201 263

"
o

d .l

To manipulatethese collected data, there are-threessteps below;

33

- Selects all the histoﬁcal data of each player. In this step, the data in table 5.3 and

table 5.4 are the historical,data of Roger Eederer and Novak Djokovic.

. t . t .
- The value in thet® servetwin column and totali1.serve calumn are summarized.

- The.winning.percentage on 1% sefve is calculated by.equation (4:1).

For example, the summation of 1% serve win of Roger Federer is 259 and the

summation of total 1% serve of Roger Federer is 320. Then, the winning percentage of 1% serve
of Roger Federer is 259 /320 = 0.81. For Novak Djokovic, the summation of 1% serve win of
Novak Djokovic is 201 and the summation of total 1* serve of Novak Djokovic is 263. Then, the
winning percentage of 1% serve of Novak Djokovic is 201/263 = 0.76. Therefore, other input

features are calculated by using the equations above (equation (4.2) - equation (4.9)).



34

5.4 Training data

The statistical data and environmental data of match played obtained from
OnCourt System and some websites which are ATP World Tour [4], Australian Open [5], French
Open [6], Wimbledon [7] and US Open [8].

For the schedule of events in Grand Slam Tournament, the Australian Open is

the first event in the year, second event is French Open, third event is Wimbledon and then US

collected from the year 2003 until th: iction. For example, if the prediction is

Australian Open 2006, the training s ginning of the year 2003 to the
end of year 2005. TimeSeries Mo 2 32 ta as AdvancedStatEnv Model and also
uses the collected data only i | 'nput data (365 days before

prediction).

AULINENINYINT
RN IUNRINYIAY
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5.5 Evaluation Results

Experiment I: Comparison between the existing model and the proposed StatEnv model.

The objective of this experiment is to compare the proposed system in the first

version, namely, StatEnv model with the Barnett-and-Clarke model.

Table 5.5 : Comparison between Barnett-and-Clarke model and StatEnv Model.

Tournament Barnett and ClarkesModel StatEnv Model
Australian Open 2007 74.8031 % 77.9528 %
French Open 2007 75.5906 % 72.4409 %
Wimbledon 2007 66.9291 % 68.2540 %
US Open 2007 70.8&61% 74.0157 %
Grand Slam 2007 790472 % 73.1659 %
Australian Open 2008 70:0787 % 70.8661 %
French Open 2008 . 50,6299 044 68.5039 %
Wimbledon 2008 417480319, 68.5039 %
US Open 2008 =" .6535%_?,; 73.2283 %
Grand Slam 2008 7692913 % o T70.27756 %

These two models use the same input features and test on the same dataset to
compare the StatEnv Model which based on MLP with Barnett and Clarke model which based

on Markov Chain Model:

As result'in table 5.5, it shows that StatEnv Model provide more accurate results
than Barnett and Clarke model. It can'conclude that the MLP-based maodel will provide more
accurate result than Markov Chain model. Therefore, this thesis has focused on tennis

prediction model based on MLP.
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Experiment II: Comparison between the StatEnv model and the AdvancedStatEnv model.

The objective of this experiment is to compare the proposed system in the

second version, namely, AdvancedStatEnv model with the first version, namely, StatEnv model.

Table 5.6 : The accuracy of StatEnv Model and AdvancedStatEnv Model.

Tournament StatEnv Model AdvancedStatEnv Model
Australian Open 2007 77.9528'% 78.7402 %
French Open 2007 (2.4409% 70.8661 %
Wimbledon 2007 68.2540 % 78.7402 %
US Open 2007 7410157 % 76.3780 %
Grand Slam 2007 73.1659 % 76.1811 %
Australian Open 2008 70.8661'% 79.5276 %
French Open 2008 .-68.50%9 % 68.5039 %
Wimbledon 2008 685039% 75.5906 %
US Open 2008 [13.2288 % - 71.6535 %
Grand Slam 2008 ' 70.27756:’_‘3,'/;31-‘ 73.8189 %

As the resultifr}j;table 5.6, it can céhblude that tﬁé:appropriate input features in

feature in StatEnv Model.

AdvancedStatEnv Model which are provide the more accurate prediction result than the input



Experiment Ill: Comparison between the AdvancedStatEnv model and the TimeSeries model.
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The objective of this experiment is to compare the proposed system in the

second version, namely, AdvancedStatEnv model with the TimeSeries model.

Table 5.7 : The accuracy of AdvancedStatEnv Model and TimeSeries Model.

Tournament AdvancedStatEnv Model TimeSeries Model
Australian Open 2007 78.7402 % 81.1024 %
French Open 2007 70.8661 % 78.7402 %
Wimbledon 2007 787402 % 80.3150 %
US Open 2007 76/3780%% 73.2283 %
Grand Slam 2007 76.1811% 78.3465 %
Australian Open 2008 79-;5276 9'@ ¥ 80.3150 %
French Open 2008 68,6039 %, 4 70.8661 %
Wimbledon 2008 7515906 % Ju, 73.2283 %
US Open 2008 S5a5 Y 77.1654 %
Grand Slam 2008 38189 % 75.3937 %

To compare TimeSeries Model with AdvancedStatEnv Model, there are two

tennis events that can be compared-which are Australian Open 2007 and Australian Open 2008.

As result in table 5.7, the laccuracy of TimeSeriestMadellis' mare than the AdvancedStatEnv

Model. This can conclude that the experience of the players in the past onewyear directly affect

to the predictioniresults.
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Experiment IV: Comparison between the original AdvancedStatEnv model and

AdvancedStatEnv model after adding new features.

The objective of this experiment is to compare the original AdvancedStatEnv

model and AdvancedStatEnv model after adding new features.

Table 5.8 : The accuracy of each AdvancedStatEnv Model which include new feature(1).

AdvancedStatEnv Model)
Tournament
Rank
Australian Open 2007 78.7402 %
French Open 2007 73.2283 %
Wimbledon 2007 75.5906 %
US Open 2007 74.8031 %
Grand Slam 2007 75.5906 %
Australian Open 2008 76.3780 %
French Open 2008 63.7795 %
Wimbledon 2008 77.1654 %
US Open 2008 71.6535 %
Grand Slam 2008 = 72.2441 %

AUEINENINYINg
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Table 5.9 : The accuracy of each AdvancedStatEnv Model which includes new feature(2).

Add new features (AdvancedStatEnv Model)
Tournament Original Aces Double Aces +
Faults Double Faults
Australian Open 2007 78.7402 % 78.7402 % 81.1024 % 82.6772 %
French Open 2007 70.8661 % 75.5906 % 72.4409 % 71.6535 %
Wimbledon 2007 78.7402 % 81:1024 % 79.5276 % 81.1024 %
US Open 2007 76.3780 % 1324530 77.1654 % 76.3780 %
Grand Slam 2007 76.1811 % 7}7.1654 o 77.5591 % 77.9528 %
Australian Open 2008 79.52+6"% 77.9528 % 80.3150 % 75.5906 %
French Open 2008 68.5039 % 6‘57.7165 % 69.2913 % 71.6535 %
Wimbledon 2008 7'5.59061% 7%.53906 % 77.1654 % 76.8031 %
US Open 2008 #1.6839'% 74i.0'1 57 % 70.0787 % 74.8031 %
Grand Slam 2008 788189 % 73%.':3‘1'89 % | 742126 % | 747126 %

FRAd 4%

39

To see the effective of the input feajt}.t__res to the prediction results, this research

adds the input features into the tennis prédiction modél-i}i}hich are First serve (the number of first

serve), Rank, Aces ke Double Faults.

From table 5';_8_“,?‘there are two input features Which__-,'él[-e First Serve and Rank that

decrease the accuracy of prediction results.

From tabletb.9 thereyare two linputdfeaturesiwhich«arerAces and Double Faults

that affect to the prediction results and provide more accurate prediction result. After add each
features, the resultseis /more, accurate=than, theyoriginal~one, Thenathissexperiment tried to add
both of Aces and Double Faults to see how'it works.” As the result’in table 5.977it can conclude

that both of Aces and Double Faults affect to the prediction results.
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Experiment V: Comparison between the original AdvancedStatEnv model and

AdvancedStatEnv model after remove court feature.

The objective of this experiment is to compare the original AdvancedStatEnv

model and AdvancedStatEnv model after remove court feature.

Table 5.10 : The accuracy of AdvancedStatEnv Model which remove court feature.

AdvancedStatEnv Model
Tournament
Original Remove Court feature
Australian Open 2007 78.7402 % 76.3780 %
French Open 2007 70.8661 % 70.0787 %
Wimbledon 2007 /87402, % 77.9528 %
US Open 2007 76.3780L%r 69.2913 %
Grand Slam 2007 76.1..811 % 73.4252 %
Australian Open 2008 ra'5276.0 75.5906 %
French Open 2008 68,5039 % “ 70.8661 %
Wimbledon 2008 755906 %4, 72.4409 %
US Open 2008 535 70.0787 %
Grand Slam 2008 Tasise % £ 72.2441 %

As the result T table 5.10, the original one which: h'é\s court gives better tennis
prediction result. It can conclude that court which is an environmental data, affect to the tennis

prediction model.
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Experiment VI: Comparison TimeSeries model in difference experience time.

The objective of this experiment is to compare the TimeSeries model in different

experience time.

Table 5.11: The accuracy of each TimeSeries Model in different of experience time (1).

Tournament TimeSeries Model

12 Months 9 Months 6 Months 3 Months
Australian Open 2007 |  81.1024 % 8183980, | 78.7402% | 77.9528%
French Open 2007 78.7402.% 756906 %wf 73.2283% | 81.8898 %
Wimbledon 2007 80.3160°% 67.7165 % (. 78.7402% | 76.3780 %
US Open 2007 #8238 76.5006 % | V6535 % | 72.4400%
Grand Slam 2007 783465 % 75.1‘969 % | 755906 % | 77.1654 %
Australian Open 2008 8@.3150 Y% 78;.7;102 % 73.2283 % 74.0157 %
French Open 2008 708668 % © 67.%@1%5 % || 65.3543% | 72.4409 %
Wimbledon 2008 73.2083%: 67.@-65‘% 66.1417 % | 71.6535%
US Open 2008 77.1654 %~ 77.éé::28_,% 755006 % | 70.8661 %
Grand Slam 2008 75.3937 %  730315% | 70.0787 % | 72.2441 %

F -
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Table 5.12: The accuracy of each TimeSeries Model in different of experience time (2).

Tournament TimeSeries Model (Cont.)

12 Months 15 Months 18 Months
Australian Open 2007 81.1024 % 81.8898 % 77.5906 %
French Open 2007 78.7402 % 75.5906 % 65.3543 %
Wimbledon 2007 80.3150 % 76.3780 % 76.3780 %
US Open 2007 73.2283 % 70.8661 % 70.0787 %
Grand Slam 2007 78.3465 % 76.1811 % 72.3504 %
Australian Open 2008 80.8150 % 782283 % 78.7402 %
French Open 2008 70:8661 % 70:8661 % 66.9291 %
Wimbledon 2008 7312283 O/ﬁ 73.2288 % 74.0157 %
US Open 2008 7741654 O/Z_ , 70.0787 % 69.2913 %
Grand Slam 2008 75.3937 %:  71.8504 % 72.2441 %

\ e

!
To concentrate on the experience c'féf:t‘he_ tennis player, this research tried to find

out how long of experience time that affect io théfg_ri(ladiction results by using the Time-Series

model. There are four period of times ".':thrch are tﬁféé!:‘months, six months, nine months and

twelve months. As shown in the table 5.41-and table 5 12:the twelve months is the best period

of time for the model to increaéeihe_acguracy_oLpLedithLmeiel.i_,
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Experiment VII: Combine all experiments to make the better model.

The objective of this experiment is to compare the original TimeSeries model and

combining of appropriate input features with past one year of experience model.

Table 5.13 : The accuracy of the original TimeSeries Model and the best model.

Tournament TimeSeries Model (12 Months)
Original Add Features
a (Aces + Double Faults)
Australian Open 2007 81 ;024 % 83.4646 %
French Open 2007 78.7“'402 % 77.1654 %
Wimbledon 2007 80.;1 50 % 81.1024 %
US Open 2007 73.2283 % 79.5276 %
Grand Slam 2007 78.3265'% 80.3150 %
Australian Open 2008 / ,-80.3156.'%; 82.6772 %
French Open 2008 y *-'~70.86é'1_’_f?a ., 72.4409 %
Wimbledon 2008 — 73.228‘3;5}{"," 78.7402 %
US Open 2008 '_ ST Ae54 % £ 754094 %
Grand Slam 2008 |~ 753937 % Y T 77.3169 %

As the results thatsshow in experiment IV and V, this thesis add the Aces and
Double Faults as input features into the TimeSeries Model which use the past one year of
players’ experience to build a final model.

As the results intable 513, the prediction results from the final model (adding
Aces and Double Faults) gives better result than the original one. It can be conclude that not
only the past one year of players’ experience but Aces and Double Faults are also affect to the

tennis prediction model.



CHAPTER 6

CONCLUSION
6.1 Discussion

Most of research paper concentrated on Australian Open but this thesis has
worked on all tournament of Grand Slam which is Australian Open, French Open, Wimbledon
and US Open. As the results show in experiments above, the result from Australian Open could
present how the model work out step by step, insanother hand, the result from the rest
tournament is not stable. Then, this thesis averages the-prediction result of four tournaments to

see how the models work.

The data that use'in this' thesis is a statistical data which collected after the

tennis match’s done since the yeaf of2003. This thesis focused on the year 2007-2008 because

_—

there is enough data for the tennisgprediction mod%l. %

dad

As the experiments | in Cﬁapter 5Lt*shows that the use of MLP provides more

sid T/
accurate result than using Markov €haip model. Expérf}-gnent Il shows that adding some input
features is increasing the accuracy of the prediction?resg_lt. Then, the experiment Il shows that

g =i

the experience of players isr also provide more accurate prediction, result by using MLP based

on Time-Series model.

Moreover, it has pbeen already proved that moré input features provide more
accurate results but what feature affects to the tennis prediction madel. This can be found out in
experiment IV which shows that the appropriate input features could be increasing the

prediction resdli] The good-answers!are “Double Fauits” and “Aces” inputieatures.

Furthermore, the use of MLP based on Time-Series shows that the experience of
players affect to the prediction results but how long of experience should be taken into the
model? As the result from the experiment V, the past one year of players’ experience will

provide the most accurate prediction results.
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In addition, it can be also concluded that the use of MLP based on appropriate
input features and the experience of players in the past one year provide much more accuracy

than Markov Chain (Barnett and Clarke) as shown in table 6.1.

Table 6.1: The accuracy of Barnett and Clarke Model and the final model (based on MLP)

Final Model
Tournament Barnett and Clarke Model
(Based on MLP)

Australian Open 2007 74.8031/% 83.4646 %
French Open 2007 (5.5906/% 77.1654 %
Wimbledon 2007 66.9291 % 81.1024 %
US Open 2007 70:8661. % 79.5276 %
Grand Slam 2007 72.0472 % 80.3150 %
Australian Open 2008 70.0787'% 82.6772 %
French Open 2008 .-60.62%9 % 72.4409 %
Wimbledon 2008 _. 748031’% 78.7402 %
US Open 2008 A .6535}?2 75.4094 %
Grand Slam 2008 '69.2913ie;;-ﬁf-‘ 77.3169 %

0o

Finally, the table 6.2 and-nﬁgure 6.1 sﬁo\/v the average result of the year 2007 and

2008 from the models which ‘Bged on MLP but dii‘féfenf of input— féatures. [t can conclude that
not only an environmental dafa but the experiences of player are also affect to the tennis
prediction model. The predictionfresults of all tournaments in Grand Slam in the year 2007 are
shown in Table 6.3 and Figure 6.2 and the prediction results the year 2008 are shown in Table

6.4 and Figure 6.2.
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Table 6.2 : The average prediction results from MLP models in the year 2007-2008

Tournament StatEnv Model AdvancedStatEnv TimeSeries
Model Model

Grand Slam 2007 74.0158 % 77.9528 % 80.3150 %

Grand Slam 2008 72.6378 % 74.7126 % 77.3169 %
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Figure 6.1 : The graph of average pr Te: Its from MLP models in the year 2007-2008
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Table 6.3 The prediction results from MLP model of all Grand Slam tournaments in year 2007

Tournament StatEnv Model AdvancedStatEnv TimeSeries
Model

Australian Open 2007 77.9528 % 82.6772 % 83.4646 %

French Open 2007 63.7795 % 71.6535 % 77.1654 %

Wimbledon 2007 77.1654 % 81.1024 % 81.1024 %

US Open 2007 76.3780 % 79.5276 %

85.0000
80.0000

75.0000

70,0000

65.0000 -
60.0000

StatEnv Model

Figure 6.2 : The prediction reﬁts ro
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Table 6.4 : The prediction results from MLP model of all Grand Slam tournaments in year 2008

Tournament StatEnv Model AdvancedStatEnv TimeSeries
Model Model
Australian Open 2008 72.4409 % 75.5906 % 82.6772 %
French Open 2008 68.5039 % 71.6535 % 72.4409 %
Wimbledon 2008 77.1654 % 76.8031 % 78.7402 %
US Open 2008 72.4409 % 74.8031 % 75.4094 %
J
85.0000 gy | e, T,
80.0000 o AT ;.--:r”;'i- —
75.0000 = - 4 8 WO
-__.—-—-'-"'_ . ”""-_'_‘__*_“
70.0000 g FLLTTTE B0 L -
65.0000 & FFrF L VA N —+Australian Open 2008
§0.0000 — F FFe _':,_ _______ -#-French Open 2008
@ =F 4 ' § wimbledon 2008
g Y Kt el ~=US Open 2008
2 g o .':‘J*" E
£ pafpefe =
X o o
0 = = —— 1))
Ly | = —_‘ . A
== ‘-'."--."I_E
£ = =

I..
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Figure 6.3 : The prediction r'é-_s_"ults from MLP model of all Grand Sl_ém tournaments in year 2008

Since, this thesis-focused on-input features as shown' intexperiment IV and V so

it might say that the appropriate input features will fprovide more aecurate result. For

AdvancedStatEnv Madel, researcher selects input featuresithat other researchers always use in

tennis prediction model.

To prove the input features, this thesis analyze each of input feature by

calculating the weight values of input nodes and hidden nodes. Then, the input feature which

has higher weight value is more important or appropriate than others. The weight values of each

input feature of AdvancedStatEnv Model which predicts tennis Grand Slam 2008 are shown in

table 6.5.
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Table 6.5 : Weight of AdvancedStatEnv Model in Grand Slam 2008

Input Features Player Weight Average Weight

1 -1.4956 (]-1.4956| + |-1.6361]) / 2
Winning percentage on the first serve

2 -1.6361 = 1.5659
Winning percentage on the second 1 0.6701 (0.6701] + |-0.5000]) / 2
serve 2 -0.5000 = 0.5851

1 -0.1788 (]-0.1788| + |-0.4388|) / 2
Winning percentage on return serve

2 -0.4388 =0.3088

14 =1.8964 (]-1.8964| +|-1.0534|) / 2
Winning percentage on break point

2 -1.0584 =1.4749

1 “'.l -0.7684 (l-0.7584| + |0.6907]) / 2
Total point wins _

207 0.6907 =0.7246

vl " 1.2131 (]1.2131] +[1.0437)) / 2
Aces )

2 1.0437 =1.1284

1 " 17679 (|1.7679] + |-1.2312]) / 2
Double faults >

d L -112312 =1.4996

: " f.__'g_Q.8806 (10.8806]| + |1.0301]| +
court i g 1.0301 4, 1.5152)) /3

. 15152 = 1.1420

As the weightyvaluessarershowmin table 6:55 the=average weight values of each

input feature are calculated to see how important they are. Then, the appropriate input features

are ordered in ascending as, below.

1) Winning percentage on the first serve

2) Double faults

3) Winning percentage on break point
4) Court
5) Aces

6) Total point wins
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7) Winning percentage on the second serve

8) Winning percentage on return serve

It can conclude that “Winning percentage on the first serve” is the most
appropriate input feature that directly affect to the accuracy of tennis prediction model. On
another hand, the “Winning percentage on return serve” is the lowest appropriate input feature

for the model.

6.2 Conclusion -~

In this thesis, the new approaeh o create the tennis prediction model is shown. To get
i
more accuracy than the curreniteéchniques, the Multi-Layer Pereeptron is applied to predict the

winner of the tennis matches. Ihreg proposed m:odels, which consist of different set of input

parameters, are shown that the Selection of appﬁo&iated parameters extremely affect to the
prediction. From comparison among the models, th‘é’ MLP Model, the appropriate input features,

and concentration on the experience of players m‘th‘e past one year provide more accuracy
,u
than the current tennis models. After combmlng theappropnate input features and the past one

year of player's experience, the predlctlon model event prowdes me@re accurate result.

6.3 Future work

As explained in section 1.5 that there are two fundamental research points of
Tennis Prediction Medgl. The first.one-is to help the.orgahizer, to predict whosthe winner of the
game is. Another research point is to ‘help the organizer t0'manage the time*for playing game

(the length of match).

This thesis concentrates only on the winner of the game by improving the
accuracy of tennis prediction results. The prediction of time for playing game would be future
work. To predict the probable length of match, it may help the organizer to manage the time

such as how long for broadcasting and how many advertisements during the broadcast time.
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