CHAPTER II

PRELIMINARIES

then S is called a element of S.

An element e of . he set of all idempotents

of S is denoted by E(
i‘ -, l" - ‘

A nonempty subset & offlS is ;v; i emigroup of S if it is closed with
respect to the operation o' S/t - o

Let X be a set. A partia is a map of a subset of X into

X. The empty par ya-xmm—“mﬁ.T_l:ﬁ v domsin.
The set P(X) coﬁ 11g of ‘ sformations of X is a semigroup

under composition actlng the right. No te that, for any o, 8 € P(X),
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x(af) = (xa)B forall ye Dom(af).

and

The set Z(X) consisting of all 1—1 partial transformations of X is a subsemigroup

of P(X). It can be shown that

EZ(X)={1y |Y C X}



where 1y denotes the identity map on Y.
An idea of great importance in semigroup theory is that of an inverse of an
element. If a is an element of a semigroup , then we say that o’ is an inverse of

a if
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o=
3
which are elements i
yay =7
This implies that B and ~
For a semigroup S, if es ’Aﬁi{-{:’-’” A a unique inverse, then we say
tha‘t S ls aln vaer Lﬂl'ﬂll'."lﬂ'—-Il-lllllllll:- SAV/SIANATE av e & enoted by a—l Note
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A typical example of ‘an inverse semlgroilg is Z(X), the semigroup of all 1 — 1

partial transfcﬁ. unﬂf'% %ﬁ%ﬁ w El r] ﬂ i
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phism 1f'| $(zy) = ¢(2)¢(y) for all z,y € S. An isomorphism from S to T is a

here that, if ¢ has an 7 S S).

homomorphism which is both surjective and injective.

A homomorphism ¢ from a monoid M to a monoid M’ is a semigroup homo-
morphism ¢ from M to M 'Asuch that ¢(1) =

A congruence p on a semigroup S is an equivalence on S which is both left and

right compatible; that is, for every z,y, z € S, z p y implies zz p zy and zz p y2.



Let p be a congruence on a semigroup S. Then the set S/p={zp |z € S }is
a semigroup under the operation defined by (zp)(yp) = (zy)p for every z,y € S
and it is called a quotient of S by p. Moreover, if S is a monoid, then so is S/p.

Let S and T be semigroups and ¢ : S — T a homomorphism. Then the

relation on S defined by p = ¢ o ¢~ that i

is a congruence on S &

The relation p defin : w\" of ¢"and it may be written by
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layed a fundamental role
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and aJb < StaS! = 1St

where S* is t%suﬂimﬂniuﬂ&ﬂ rﬁessary. It follows
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We define ‘H as the intersection of £ and R, and D as the join of £ and R;
that is, the smallest equivalence containing both £ and R. Hence D C J. For
a € S, we denote the equivalence classes of a with respect to L,R,J,H and D
by L,, Re, Js, H, and D,, respectively.

There is a natural partial ordering on the sets of classes of the relations s oy T



and H. For example, R, < R, if and only if aS! C bS?, defines a partial ordering
on the set of R - classes. For the global description of S| the partial ordering on
the set of J - classes defined by J, < J, if and only if S'aS* C S'bS! is the most

important. We call the partially ordered set of .7 - classes of S the frameof S. It

D - classes.

However, by the d

Consequently, a D-clas be e esented by the following egg-box dia-
gram, in which each rovgh R L class, eac column represents an

L - class, and each cell r
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In 1% ﬂﬂh@ﬂ)ﬂ ; gucll'!eﬁjﬁgnezbsemgmup of Z(X). For

this purpose, we characterize £ and R equivalences on such a semigroup in term

of domains and images of elements.

Theorem 2.1. Let T be a finite inverse subsemigroup of Z(X) and o, € T.
Then

(i) aLpB if and only if Im o = Im B



(i) oRB if and only if Dom o = Dom B.
Proof. Before proving the theorem, we will show that

:3—1,6 = 1Imﬁ and ,813_1 = lDomﬂ-
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Conversely, gsume that there exists v € T sueh that 73 = a.¢Dhen
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(ii) : It suffices to show that Dom o € Dom B if and only if there is v € T such

that o = 3.
Assume that Dom o« C Dom f.

Set v = [~ 'a. Then v € T and

By =B = (B67")a = lpem pa = a.



Conversely, assume that there exists v € T such that fy = a. Then
Dom o = Dom 8y C Dom f.

O

As a consequence of Theorem 2.1, if we denote the common cardinality of

An alphabet A is a noj oy ot h ‘ tS are called letters. For each
n o ‘ ‘ . i
n, let A™ be the set of all s nées calle : length n; that is

= A).

0 T a =
Let At = U A" and A 3 "‘ pty sequence. Define

an operati?)?ll( concanmation ) on A* by 1
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called a left ( resp.right ) factor of the word w in A+ if w = wv (resp. w=wvu).
Let M be a moniod with identity 1. An M- automaton 2 is a pair (S, 1),

where S is a non-empty set whose elements are called states and f: SxM — S

is a mapping satisfying:

(a) f(s,1) =s for every s € S and



(b) f(f(s,m),m’) = f(s,mm’) for every s € S and m,m’ € M.

[ is called the transition function of . We usually denote f(s, u) by su.
Let A = (S, f) be an M- automaton. The mapping 79 : M — T(S) from M

into the monoid of all transformations on S defined by

) ™, \| Ty / and u e M
is a monoid homomorphism... We gfvhen there is no chance of
ambiguity. M/Kerr y \ jommonoid of A where

Kerr = {(g , i (2) =571 or all s € S}.

We denote M/Kerr phic to 7(M).

For A*-automaton . monoid on the alphabet
A, the transition functio ‘ “is defined on S x A.

An A*- automaton 2 = }'}fﬂ&fc alled 9g€ tic if there exists sp € S such
that f(so,A*)=S(so is call x.“

Monogenic A*-ai mT.._;_ ly-relatedto-rght congruence on A*. If

= (S, f)isan A*-am
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It is clear thatﬂ(ﬁl is a right conegruence on A* Conversely, if p is a right
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automat@n of p, by:

fine y(2A) as follows :

a(p) = (A%/p,f) with f(W,a)=wa for all w,a € A*.

A language L C A* is called recognizable if there exists an A*-automaton

= (S, f), witir S finite, a state sy € S and a subset T of S such that

L={weA"| f(so,w) €T }.



We also say that the finite A*-automaton 2 recognize L, or that L is recognized
by . We can show that L is recognizable if and only if L is a union of classes of
a right congruence on A* of finite index.

Given any subset L of A*, there is a largest right congruence P,-Er) for which L

Is a union of classes. It is defined by

Thus the A*-auto is . iautomaton recognizing L.

It is called the mini

Let L be langua, A > syniackicy 2o R is defined by
Py ={(u,v) € A" ;) ", L forall z,y € A*}.

The quotient monoid A*/ onoid of L, denoted by M (L).

In addition, M(L) is i 0 monoid of the minimal au-

tomaton a(P}”) o ;::—ﬁﬁ—:} transition monoid of

the minimal automatﬁ

In this thesis, we afe‘iIErested in a spegial type of language, a prefix code.
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A subset C 34 the monoid A* is €alled a code ify, for every m, > 1

wao P KN A AU HTINETRE

B0 Oy = c'lc;c; = m=nand¢ = c; foralli=1,2,..., m.

A code C over the alphabet A is called & prefiz code( resp. suffiz code ) if for
every u,v € A*, uv and u € C implies v = ¢ (resp. u,v € A*, ww and v € C
implies u = ¢ ); that is, a code C' is a prefix code if no word in C is a proper left

factor of other word of C. C is a biprefiz code if it is both prefix and suffix.
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In [ 5 ], P. Udomkavanich studied a prefix code whose syntactic monoid is an
inverse semigroup. Such a code was proved to be biprefix. Thus it is called an
wnverse biprefiz code.

The code { a?, ab,b? } is an example of biprefix code on the alphabet {ab}.

The code { a? aba,ab? b } is prefix is not suffix.

Defining the relation A" by, é a left factor of u, we see

that <; is a partial or

0 C A*i8@ prefix code if and only if
for every c € C,u € Thus to obtain a prefix

code, it suffices to s eniddpoints for the relation

\

<;. For example the

pﬁf’ﬁﬁ"“fl NI E]“'i}n ’
AT T =

uA* N C* # @, there exists a unique ¢ € C* and z € A* such that u = ¢z and 2
is a proper left factor of a word in C ( eventually z = ¢ ). The prefix property of
C implies (u,z2) € P((f.) and for any two proper left factor z;, 2, of words in C' we
have (u, z) € PS? if and only if (u,2) € PY). Finally, for every ¢ € C,(c,e) € Pg.) .

It follows that the minimal automaton of C* is obtained by drawing the tree rep-
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resenting words in C. Then we label the top of the tree and the end points with

1, and intermediate points using the same name, if they:rhave identical subtrees.

Example 2.1. Let A = {a,b,c} and C = {abcab, ba, be, ca, c?} be a prefix code.

The tree representing C is as shown:

The minimal auto ' by 1,2,3,4,5 and 6. We

have il | J;i

f(Ways 4, flb)=qat f(1, c)

ﬂummﬂwm N3
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The corrgspondmg syntactic monoid M (C*) is generated by

1 2 3 1 4 5 1 3 6
{a) = () = and 7(c) =
4 5 1 3 61 3 1L 2

In the tree representation of C*, a node labelled s is called the node associated with

a left factor z of a word in C, if z is a path joining the top of the tree and the
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nodes s. Thus the nodes associated with z and z_ are labelled with the same name

if 27'C = (2')7'C, where u"'C = {w € A* |uw € C 3
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